
Letter

�www.acschemicalbiology.org 	 VOL.1 NO.1   •	 	ACS CHEMICAL BIOLOGY

Editor-in-chiEf
Laura L. Kiessling
University of Wisconsin, Madison

Board of Editors
Jennifer A. Doudna
University of California-Berkeley

Kai Johnsson
Ecole Polytechnique Fédérale de Lausanne 

Anna K. Mapp
University of Michigan, Ann Arbor 

Michael A. Marletta
University of California, Berkeley 

Peter H. Seeberger
Eidgenössische Technische Hochschule 

James R. Williamson
The Scripps Research Institute 

Editorial advisory Board
Carolyn R. Bertozzi
University of California, Berkeley

Timothy P. Clackson
ARIAD Pharmaceuticals, Inc.

Brian T. Chait
Rockefeller Unviversity

Jon C. Clardy
Harvard Medical School

Benjamin F. Cravatt
The Scripps Research Institute

Peter B. Dervan
California Institute of Technology

Rebecca W. Heald
University of California, Berkeley

Linda C. Hsieh-Wilson
California Institute of Technology

Tony Hunter
Salk Institute

Stephen C. Kowalczykowski
University of California, Davis

Richard H. Kramer
University of California, Berkeley

Thomas C. O'Halloran
Northwestern University

Hiroyuki Osada
RIKEN

Anna M. Pyle
Yale University

Ronald T. Raines
University of Wisconsin, Madison

Charles Sawyers
University of California, Los Angeles

Stuart L. Schreiber
Harvard University

Peter G. Schultz
The Scripps Research Institute 

H. Ulrich Stilz
Sanofi-Aventis, Frankfurt

Christopher T. Walsh
Harvard Medical School

Fostering Major Breakthroughs

T he emphasis on interdisciplinary scientific research is inescapable. In 1999, Metzger 
and Zare (1 ) referred to interdisciplinary research as the “mantra of scientific policy”. 
Evidence in support of this descriptor is abundant. The United States National 

Academy of Sciences, for example, has organized a task force focused on promoting 
interdisciplinary research. Private and public funding agencies, universities, research 
institutes, and professional organizations also have invested heavily in interdisciplinary 
programs. Many of these organizations are seeking to lower the barriers between 
scientific disciplines. Centers for interdisciplinary research abound; institutions are being 
restructured; research space is becoming more integrated. As researchers attracted to 
chemical biology, our interests naturally fall into the category of interdisciplinary science. 
Still, one wonders if the cross-talk between different disciplines will yield the desired 
benefits—major breakthroughs.

One line of evidence that interdisciplinary research will move us forward comes 
from an analysis of the factors resulting in the major discoveries of the past. J. Rogers 
Hollingsworth, a professor in the Sociology and History Departments at the University of 
Wisconsin–Madison, has examined the environment in institutions that have consistently 
produced major breakthroughs. Additionally, he has searched for characteristics common 
to scientists who have made such breakthroughs. One of his conclusions is that those 
successful researchers have “high cognitive complexity”; they easily intuit connections 
between different fields and readily relate ideas from one field to another (2 ). A surprising 
number of these successful scientists had integrated multiple cultural identities from 
diverse ethnicities, nationalities, or religions. It is perhaps this ability to see the world from 
different perspectives that allowed the researchers to make contributions with wide-ranging 
implications (3 ). Like those between different nations, the cultural barriers between differ-
ent scientific disciplines (e.g., chemistry and biology) can be substantial. Yet, if our goal 
is make major contributions to science, the historical data suggest that it is worthwhile to 
breach these barriers.

The case for increasing communication between scientists trained in different disciplines 
is likewise supported by Hollingsworth’s analysis. Institutions in which many scientists 
have made major scientific discoveries share some common features (4 ). One key attribute 
is an ingrained culture that facilitates the interaction of researchers from different areas and 
with different perspectives. Mechanisms such as journal clubs, interdisciplinary seminars, 
and forums for casual and leisurely interaction are examples of how institutions can foster 
innovation. Such mechanisms can focus talented researchers on the most critical problems 
and elicit novel solutions. Although the specific means by which institutions facilitate 
interactions between scientists in different disciplines does not seem to be important, the 
benefits of removing boundaries between the disciplines are apparent.

As a forum for the publication of interdisciplinary research, ACS Chemical Biology seeks 
to facilitate conversations between chemists and biologists both in print and on the Web. 
It is in the latter arena that we are generating a new community, an on-line journal club 
of sorts, that enables the free and immediate exchange of ideas. One manifestation of 
our plan to stimulate discussion is the on-line feature “Ask the Expert”. This section was 
designed with the knowledge that one hallmark of interdisciplinary research is that its 
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practitioners often are using techniques that are new to them. To lower the barrier to entry, 
scientists can ask experts questions about fundamental issues, research directions, or 
techniques and methods. We shall feature different topics and encourage the community 
to join the discussion. Another manifestation of our plan is the “Chemical Biology WIKI”. 
This venue also allows for discussion of forefront scientific topics of interest to chemical 
biologists, as well as policy issues that affect the way we obtain funding, devise and 
conduct research, and educate and mentor those working at the interface.

In designing our journal, we are inspired by another insight from Hollingsworth’s 
analysis: Institutions that foster major breakthroughs lack inertia (4 ). Our vision of 
ACS Chemical Biology is that it will be nimble—it will respond to new scientific directions. 
We are interested in innovative ideas about how we can best serve our readership and the 
broader scientific community. We welcome your input.

Laura L. Kiessling
Editor-in-Chief
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 4. Hollingsworth, J. R.; and Hollingsworth, E. J.; (2000) Major discoveries and biomedical research organizations: 

Perspectives on interdisciplinarity, nurturing leadership, and integrated structure and cultures, in Practising 
interdisciplinarity  (Weingart, P., and Stehr, N., Eds.), pp 214–244, University of Toronto Press, Toronto, ON. 



Resisting Drugs 
The current method to treat tuberculosis 
is the administration of isoniazid 

(INH), a drug that compromises the 
cell wall of Mycobacterium 
tuberculosis (MTB), the 
causative agent of the 
disease. INH inhibits the 
enoyl reductase InhA in the 
type II fatty acid biosynthesis 
pathway and hinders the 
biosynthesis of mycolic 
acids. INH is effective, but 

the rise of drug-resistant strains 
of MTB suggest that its effectiveness 
is short-lived. Using structure-based 

drug design Sullivan et al. (p 43) synthesize a series of diphenyl 
ethers that target InhA. These compounds have nanomolar 
inhibition constants and are effective against both drug-sensitive 
and drug-resistant strains of MTB. Transcriptional profiling 
suggests that the improved antibacterial activity of the newly 
designed inhibitors may result from their ability to evade the 
detoxification mechanisms triggered by other tuberculosis drugs.

Breaking Down the Wall
In Gram-positive bacteria, three enzymes, TagA, TagB, 
and TagF, are involved in the synthesis of wall teichoic 
acids (WTAs), anionic polymer components of the cell 
wall that are essential for bacterial survival. These three 
enzymes have traditionally been challenging to study 
as a result of difficulty in isolating and synthesizing a 
55-carbon-long carrier lipid attached to their cell wall 
precursor substrates. Now, Ginsberg et al. (p 25 and 
Point of View p 14) have developed a chemical and 
enzymatic approach to generate WTA substrates with 
a shorter carrier lipid. The authors show that TagA 
can accept these substrates and generate products 
that act as substrates for TagB. TagB, in the presence 
of an appropriate phosphate donor, 
produces the second expected 
product, which the authors 
anticipate will subsequently be 
a substrate for TagF. These data 
show that substrate-attached long 
lipid chains are not necessary for 
the commitment steps in WTA 
synthesis, nor is a membrane 
surface crucial for the reactions. 
These findings open the door for 
future structural and molecular 
studies of these essential enzymes.
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Redefining Lipopolysaccharides
Gram-negative bacteria, unlike their close cousins the Gram-positive bac-
teria, have an outer membrane (OM) that protects them from the environ-
ment. The inner leaflet of the OM contains glycerophospholipids, and the 
outer leaflet contains lipopolysaccharide (LPS). LPS is also known as 
endotoxin, a potent proinflammatory molecule in humans associated 
with septic shock. In bacteria, LPS acts as a permeability barrier for 
large hydrophobic molecules and polycationic 
peptides. LPS is divided into three regions: 
OM-embedded lipid A, an oligosaccharide core, 
and in some cases an O-specific hydrophilic 
polysaccharide chain. In Escherichia coli, it has 
long been thought that the minimal LPS structure 
required for viability contains a lipid A modi-
fied by two 2-keto-3-deoxy-d-manno-octulosonate (Kdo) residues. By using 

a suppressor strain that lacks Kdo (KPM22), Meredith et al. (p 33) 
redefine the minimal structure of the LPS required for bacterial 
growth. They show that bacteria lacking Kdo are more susceptible 
to antibiotics than the wild-type strain and have an OM containing 
Lipid IVA, a precursor of LPS lacking glycosylation. These data show 
that Kdo modification of lipid A is not necessary for the transport 
of the lipid A backbone to and assembly of the OM. However, the 
LPS structure is important as a protective barrier. Bacteria contain-
ing Lipid IVA in their outer leaflet do not elicit an immune response, 

indicating that the LPS structure is also an important component of toxicity 
in humans. The availability of KPM22 suppressor strain opens the door to 
further exploration of the role of LPS in bacterial viability and pathogenesis.

Iron Supplements 
When iron is limiting, bacteria activate genes coding 
for iron chelators called siderophores. The prototypical 
siderophore produced by Gram-negative enteric 
bacteria such as Escherichia coli and Salmonella 
typhimurium is enterobactin (Ent). This small 
nonribosomal peptide scaffold contains 
bidentate functional groups to chelate iron 
scavanged from vertebrate proteins. Some 
mammalian proteins, such as siderocalin, 
bind to Ent and inhibit its activity. This binding, 
in turn, inhibits bacterial growth. Bacteria have 
found ways around this antimicrobial system by 
enzymatically tailoring Ent to prevent its interaction 
with siderochalin. Luo et al. (p 29) investigate the 
effect of two types of modification, C-glycosylation 
and hydrolysis of the lactone ring, on Ent activity. They 
find that both types of modification decrease the 
membrane affinity of Ent. Furthermore, the authors 
find that the iron acquisition rate is increased in 
glycosylated Ent. These finding show that bacteria 
tailor their siderophores to ensure survival in a 
changing environment.

Published online February 17, 2006  •  10.1021/cb0600056
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Chromosome Congress 
During each round of cell division, chromosomes are 
replicated and remain paired as sister chromatids until 
later in cell division. The mitotic spindle, a bipolar 
apparatus in the dividing cell, is responsible for 
capturing the chromosomes, separating the chromatids, 
and distributing them into the daughter cells. In 
preparation for segregation, the chromatids connect 
to the spindle microtubule bundles (green signal), 
called kinetochore fibers (K-fibers) that emanate from 
each spindle at either end of the dividing cell. The 
captured chromosomes (red signal) move (congress) 
to the metaphase plate prior to the separation of sister 
chromatids. If one chromosome is attached through 
one chormatid to a single K-fiber at one end of the cell, 
how does the sister chromatid find its K-fiber emanating 
from the opposite pole? Now Kapoor et al. (Science 
2006, 311, 388–391) use a combination of microscopy, 
chemical biology, and RNA interference (RNAi) to 
examine chromosome congression. 

They find that chromosomes attached to a K-fiber 
at one spindle pole slide along neighboring fibers 
toward the center of the cell. This process brings the 
unattached sister chromatid in range with a K-fiber 

from the opposite pole. Using 
chemical inhibitors that slow 
mitotic progression, the authors 
show that this sliding process 
occurs in ~85% of choromosomes. 
Combining chemical biology 
with RNAi methods, the authors 
determined that CENP-E, a 
kinesin-7 family microtubule 
motor, is likely responsible for 
movement of the unattached 
chormatid along K-fibers. These 
data explain why chromosome 
congression is a cooperative 
process. As more chromosomes 
become attached at both spindle 

poles, additional K-fiber tracks are generated for the 
movement of other chromosomes. These results also 
show that a combination of techniques is required to 
mechanistically dissect complex processes such as 
mitosis. EJ

Cannabinoids… Legally 
Cannabinoids, such as those found in 

the Cannabis plant, are known to affect 
cellular function. Endocannabinoids and their 

receptors are found in neurons, 
the messenger cells of the 
central nervous system (CNS), 
and in microglial cells, the 
immune cells of the CNS. In 
microglia, endocannabinoids 
are believed to protect neurons 
from inflammatory damage, 
but the mechanism is not well 
understood. Elijaschewitsch 
et al. (Neuron 2006, 49, 
67–79) now elucidate a defined 
pathway through which the 
endocannabinoid anandamide 
(AEA) limits neuronal 
damage after CNS injury.

As part of their role in 
immune surveillance, microglia use the mitogen-activated protein 
kinase (MAPK) pathway to produce inflammatory signals. In healthy 
brain tissue, AEA release results in induction of the MAPK pathway. 
In contrast, after primary injury, accumulation of AEA in brain tissue 
results in protection of neurons from inflammatory damage. To 
investigate the mechanism of protection, the effects of AEA release 
on the MAPK pathway in activated microglia were examined. It was 
discovered that AEA release turns off the MAPK 
pathway, as evidenced by a decrease in nitric oxide 
production and a reduction in phosphorylation 
of extracellular signal-regulated kinase-1/2 
(ERK-1/2) and ERK kinase. Furthermore, the 
authors see an induction of the dephosphorylating 
enzymes mitogen-activated protein kinase-
phosphatases-1 and -2 (MKP-1 and MKP-2) as 
a direct result of phosphorylation of Histone H3 
on the mkp-1 gene, providing further insight into 
the mechanism of the protective effect of AEA.

The results suggest that AEA acts as a gatekeeper 
for signal transduction in microglial cells, 
imposing a negative feedback loop to control the 
inflammatory response and neurodegenerative 
immune reactions after primary brain damage. 
As the clinical use of cannabinoids or related 
compounds (including those found in the Cannabis 
plant) for treatment of CNS inflammation and multiple sclerosis are 
under consideration, these findings represent compelling evidence that 
the cannabinoid system is a valid target for therapeutic intervention 
in neuroinflammatory and neurodegenerative disorders. EG

Published online February 17, 2006  •  10.1021/cb0600055
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The β2 integrins are cell surface proteins 
that mediate leukocyte recruitment during 
the inflammatory response. β2 integrins 
are potential drug targets for inflammatory 
and immune disorders, but their structural 
and functional complexity has hindered the 
discovery of effective small molecule inhibitors. 
Björklund et al. (Biochemistry 2006, published 
online 09 February 2006; 10.1021/bi052238b) have 
developed a novel high throughput screen for the 
β2 integrins and have discovered a new class of small 
molecule inhibitors. 

Exploiting the sensitivity and efficiency of phage 
display technology, the researchers developed a 
competition assay to identify small molecules that 
displace phage displaying a known 18-mer peptide, 
abbreviated DDGW, from the binding domain, or 
I domain, of the αmβ2 integrin. The assay design 
overcomes the limitations of comparable assays 
that may lack sensitivity, require labeling reagents 
that can affect peptide activity, or have undesired 
avidity effects. The screen yielded several compounds 
containing a 2-thioxothiazolidin-4-one substructure 
as specific inhibitors of the interaction between the 

DDGW-phage and the I domain. 
IMB-10 was identified as the 
most active compound, and 
additional experiments revealed 
that this compound stabilized 
binding of the I domain to its 
endogenous ligands, proMMP-9 

and fibrinogen. Moreover, molecular modeling and 
other studies using mutant I domains indicated that 
IMB-10 shifts the equilibrium of the I domain structure 
toward the active conformation. Remarkably, leukemia 
cell migration in vitro and leukocyte recruitment 
in vivo were both potently and selectively inhibited by 
IMB-10, suggesting that stabilization of integrin ligand 
binding is a viable approach for development of anti-
inflammatory agents. 

The novel mechanism through which IMB-10 asserts 
its effects could have advantages over integrin inhibi-
tors that prevent ligand binding. Targeting activated 
integrins could confer selectivity toward cells already 
triggered by an inflammatory signal, and upregulation 
of other integrins to compensate for loss of function is 
not a concern. These inhibitors could lead to exciting 
new drugs for immune and inflammatory diseases. EG

An abundance of ATP-dependent 
enzymes catalyze DNA and 
RNA rearrangements in the cell.  
These motors and remodelers 
play critical roles at all stages 
of gene replication and 
expression. The mechanisms 
coupling ATP hydrolysis with 
nucleic acid acrobatics have 
been of interest for decades, 
yet appropriate assays to view 
these enzymes in action have 
remained a barrier. Now, two 
such enzymes, a bacterial DNA 
gyrase and a viral RNA helicase, 
have been tracked at the single 
molecule level in unique high 

resolution assays. In both 
cases, the experimental design 
allows direct observation of a 
nucleic acid substrate during 
the enzyme’s catalytic cycle. 

DNA gyrase introduces 
negative supercoils into DNA. 
These supercoils are essential 
because they compact the 
bacterial chromosome and 
promote any reaction that 
involves an untwisting of DNA. 
There are two basic movements 
DNA is capable of, bending 
and twisting. Bending has 
been studied for a long time, 
but twisting is more challeng-

ing to examine. To observe 
this activity, Gore et al. (Nature 
2006, 439, 100–104) engi-
neered molecular tweezers to 
pull a DNA substrate containing 
a magnetic bead taut by a 
magnet. The center of the DNA 
helix contained a nick to facili-
tate rotation and a fluorescent 
bead to visualize rotation. 
When DNA wraps around the 
enzyme to form a complex 
poised for catalysis, approxi-
mately one rotation of the DNA 
is observed. With ATP present, 
a catalytic cycle causes two 
rotations of the DNA. This setup 

allowed the measurement of 
a variable rarely accessible to 
enzymologists, tension. As the 
DNA tension was increased 
in tiny increments, both the 
gyrase initiation rate and the 
ability to catalyze multiple 
rotations without dissociation 
dropped markedly. Interest-
ingly, as DNA tension was 
increased, the velocity of gyrase 
catalysis was unchanged. 
Using this assay, the authors 
detect two pauses correspond-
ing to two kinetic steps in the 
gyrase cycle and show that the 

New Diagnostics for Tiny Motors

Neutralizing Neutrophils 

(continued on page 6)
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Untangling Webs 
Efforts to investigate and treat 
viral infections have increased our 
understanding of interactions between 
viral and host proteins. However, 
interactions among intraviral proteins, 
including those in the herpesvirus family, 
have not yet been well-characterized. 
Uetz et al. (Science 2006, 311, 
239–242) have now generated genome-
wide intraviral protein interaction maps for Kaposi’s 
sarcoma-associated herpesvirus (KSHV), linked to Kaposi’s 
sarcoma and B-cell lymphomas, and varicella-zoster virus 
(VSV), a herpesvirus associated with chickenpox and 
shingles. These data provide insights into the properties 
of herpesviruses and their interaction with the human 
protein interactome.

Using yeast two-hybrid technology, the researchers 
identified 123 and 173 intraviral protein pairs in KSHV 
and VSV, respectively. They observed that, in contrast to 
cellular networks which typically exhibit the properties 
of scale-free networks, where most proteins have few 
interaction partners but a few have many, viral protein 
networks emerge as single, highly coupled modules. 
Further examination of the KSHV interactome coupled 
with data available from orthologous proteins in other 
herpesviruses allowed the researchers to predict 114 

orthologous intraviral protein interactions in four different 
herpesviruses.

The researchers connected the KSHV interactome with 
a prototypical human protein interaction network using 
20 predicted interactions between 8 KSHV and 20 human 
proteins. Notably, when the viral and human interactomes 
were docked together, the topology of the KSHV network 
changed from a highly coupled module to a scale-free 
network of interacting submodules, indicating that the 
combined virus–host network takes on host network 
properties. The researchers hypothesize that although 
the viral and human interactomes have distinct network 
topologies in their isolated states infection may result in 
the emergence of new system properties that embody 
specific features of viral pathogenesis. Further insight into 
these interactions will enhance understanding of viral 
mechanisms and may lead to new strategies for treatment 
of viral infections. EG

rate-limiting step of the super-
coiling reaction is at the end of 
the cycle.  

Optical tweezers were used 
to watch a helicase unwind 
a duplex RNA at high resolu-
tion. Dumont et al. (Nature 
2006, 439, 105–108) mounted 
a hairpin of double-stranded 
RNA between beads such that 
unwinding of the RNA increases 
the bead-to-bead distance.  
In this case, the test subject 
was NS3, an ATP-dependent 
3  ́to 5  ́helicase critical for 
hepatitis C viral replication.  

Upon addition of NS3 and 
saturating ATP, the RNA duplex 
was unwound in bursts and 
pauses like an inchworm rather 
than a steady train along RNA 
tracks. An average of 11 base 
pairs were unwound by NS3 
before a pause. By varying ATP, 
the authors show that exit from 
a pause is a two-step kinetic 
mechanism and, as with gyrase, 
only one step requires ATP 
binding. At low ATP concentra-
tions, “substeps” separated 
by subpauses appeared, and 
these indicated that unwinding 

of 11 base pairs occurs in three 
distinct events. The authors 
propose a dual-function model 
for NS3 helicase. In the model, 
a “translocator” activity moves 
in 11 base pair steps and 
monitors double-stranded RNA 
directly ahead of the unwinding 
activity. The second activity or 
“helix opener” moves in 3–5 
base pair steps to disrupt the 
helix.  The data indicate that ATP 
is critical for coordinating both 
of these inchworming functions.

With both gyrase and NS3, 
changing the force on the 

nucleic acid substrate alters 
some aspects of enzyme 
activity. In a cell, the force on 
a DNA or RNA is influenced by 
proteins which bind, compact 
or copy the strands. These regu-
latory contributions will be an 
interesting direction for future 
research now that the study of 
such ATP-dependent molecular 
machines has such a high 
resolution.  These assays also 
enable careful mutant studies 
and dissection of the mysteri-
ous role of ATP in such cellular 
processes. JU

New Diagnostics for Tiny Motors, continued
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HUPO-USA
Human Proteome Organization
March 12–15, 2006
Boston, MA 

ACS Spring National Meeting
American Chemical Society
March 26–30, 2006 
Atlanta, GA

ASBMB Annual Meeting and 
Centennial Celebration
Amer. Soc. Biochem. 

Mol. Biology
April 1–5, 2006
San Francisco, CA

97th Annual Meeting
American Association for 

Cancer Research
April 1–5, 2006
Washington, DC

Looking at RNA 
Interactions
RNA binding proteins (RBPs) 

are essential components 

of many cellular machines, 

including those that control 

pre-messenger RNA (mRNA) 

splicing, mRNA editing, 

mRNA transport, translation 

regulation, and RNA 

degradation. Understanding how and when these 

proteins interact with their target RNA is crucial 

to studying gene regulation. Few methodologies 

exist for identifying all of the RBPs that bind to 

one mRNA of interest. Zielinski et al. (PNAS 2006, 

103, 1557–1562) have now developed a peptide–

nucleic acid (PNA)-assisted technique to identify 

proteins that interact with a specific RNA in vivo.

The authors coupled a PNA, a nucleic acid 

analog in which the sugar-phosphate backbone 

is replaced with a polyamide backbone, to a 

cell-penetrating peptide called transportin 10 

(TP10), and a photoactivatable amino acid adduct 

p-benzoylphenylalanine (Bpa). The authors chose 

to apply their new PNA-assisted identification 

tool to find RBPs that bind to 

ankylosis RNA, a dendrically 

localized mRNA coding for a 

pyrophosphate transporter. 

After transport into the 

neuronal cells, the covalent 

bond between TP10 and the 

PNA was reduced and the 

PNA released to hybridize 

with the target mRNA (red 

signal). UV irradiation of the cells activated Bpa 

and generated a free phenylalanine radical 

able to crosslink the nearest protein. These 

PNA-mRNA-protein complexes were isolated and 

the RBPs identified using mass spectrometry. 

The authors also examined the effect of external 

stimuli on these complexes and found that RNA-

protein complexes (yellow signal) are remodeled 

in response to a physiological change, a result 

consistent with the current thought that RNA-

protein interactions are dynamic. This new in vivo 

methodology allows scientists to quantify these 

changes in RNA-protein interactions which in turn 

will expand our understanding of RBP-mediated 

gene regulation. EJ

UPCOMING CONfERENCES

Spotlights written by Eva Gordon, Evelyn Jabri, and Jason Underwood.
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The Japanese Society for Chemical Biology
Hiroyuki Osada*
Discovery Research Institute, RIKEN, Hirosawa 2-1, Wako-shi, Saitama 351-0198, Japan

T raditionally, the fusion of chemistry 
and biology research has prospered 
in Japan. For example, many years 

ago, there was a debate on the cause of 
beriberi; one side supported a pathogenic 

fungi theory and the other, a 
nutrition deficiency theory. When 
Umetaro Suzuki discovered 
oryzanin in rice bran, however, 
the altercation was terminated. 
Oryzanin is now known as 
vitamin B1, and its discovery 
opened the frontier of vitamin
ology. Another scientific achieve
ment that occurred in Japan was 
the isolation of gibberellin from 
a fungal strain which caused 
rice bakanae disease (abnormal 
elongation of rice seedlings). 

This research was the origin of later phyto
hormone study.

Natural product chemistry, including 
the identification of the chemicals which 
govern important biological phenomena, 
was traditionally a Japanese specialty. 
Although many Japanese scientists were 
involved in natural product research, 
they had few opportunities where they 
could all come together and discuss 
their work This was because Japan’s 
researchers were divided into different 
societies such as The Chemical Society 
of Japan, The Japanese Biochemical 
Society, The Pharmaceutical Society 
of Japan, Japan Society for Bioscience, 
Biotechnology, and Agrochemistry. The 
annual meetings of these societies were 
invariably held on almost the same days, 
so researchers had few opportunities 
to gather and exchange information. 

One exception, the Symposium on the 
Chemistry of Natural Products, has a 
nearly 50year history and continues 
to play an important role in giving a 
common platform to Japanese organic 
chemists. This symposium, however, 
focuses on chemistry more than biology.

With the development of molecular 
biology, it has become necessary to 
create a new platform dealing equally 
with chemistry and biology to reflect 
current research progress. The launching 
of new journals in chemical biology has 
inspired us to organize a new society for 
discussing and exchanging information 
on Chemical Biology. In response to an 
appeal by M. Hagiwara (Tokyo Medical and 
Dental University), researchers belonging 
to the University of Tokyo, the Tokyo 
Institute of Technology, RIKEN, and other 
such institutions gathered together to 
form the Japanese Society for Chemical 
Biology (http://www.tmd.ac.jp/jcb) 
in May 2005, Nagano (University of 
Tokyo) has graciously agreed to serve 
as the chairman of the Society.

The first annual meeting will be held 
May 8–9, 2006, in Tokyo, Japan. More 
than 1000 researchers with different 
expertise will participate in the meeting, 
and editors of ACS Chemical Biology and 
Nature Chemical Biology will be invited to 
the international symposium. We expect 
that the new society will bring likeminded 
scientists together to foster communication 
between the chemists and biologists and 
expand collaborations between academia 
and industry. We look forward to an exciting 
meeting and welcome your participation in 
this new Japanese endeavor.

*To whom correspondence should 
be addressed. 
E-mail: hisyo@riken.jp.
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I n recent years it has become increasingly clear to NIH staff that many of the most excit-
ing opportunities for biomedical science are to be found along the borders that define 
the traditional scientific disciplines. Chemical biology, a recently forged specialty that 

applies logic and methods from chemistry 
to the study of complex and challenging 
questions in biology, captures the essence 
of this integrated approach to scientific 
discovery. As biomedical scientists as well 
as long-time members of the American 
Chemical Society, we are pleased that the 
ACS has recognized this important trend 
by launching this promising new journal 
and by endowing it with first-class editorial 
leadership.

At the invitation of the editors, in future 
issues of ACS Chemical Biology, we will 
address certain topics of great mutual inter-
est to chemical biologists and NIH. These 
will include grant funding trends, opportuni-
ties for collaborative science, and mentor-
ing. We welcome your suggestions for additional topics and look forward to continued, 
productive interactions between NIH and the chemical biology community.
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There are many non-research related topics that are of interest to chemical biolo-
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A s the name of this new journal 
implies, science is becoming 
more and more interdisciplinary. 

Researchers from what were once separate 
fields are increasingly combining their 
knowledge and talents to tackle problems 
that those from any one discipline would 
be hard-pressed to achieve on their own. 
Three investigators from the University 
of California at Berkeley epitomize this 
ever more popular style of collaboration: 
biologists Ehud Isacoff and Richard Kramer, 
and chemist Dirk Trauner. 

For the past 5 years, these researchers 
have mingled their unique ideas and 
diverse skill sets, culminating most recently 
in an article on a redesigned glutamate 
receptor that responds to light (1 ). 

Ehud Isacoff
Born in 1959 in Darmstadt, Germany, 

Isacoff initially thought that the idea of 
entering a scientific field had been solely his 
own. In hindsight, however, he realized that 
he was likely influenced by his father, who 
had been a high school electronics teacher 
in Israel. “As in previous generations, it’s a 
case of keeping to the family business. My 
father studied electronics of wires, and I 
study electronics of brains,” says Isacoff.

He remembers first becoming interested 
in neuroscience as a student at McGill 
University in Montreal, Canada. In his third 
year at the school, Isacoff enrolled in a lab 
course in which he took neural recordings 
of Acatina, a terrestrial slug whose cousin 
Aplysia is frequently used as a model 
organism by neuroscientists. Against 
instructions issued by the class teaching 
assistant, he and a few of his classmates 
used up reams of expensive chart paper 
one evening recording the slugs’ neural 
responses. The next morning, Isacoff 
recalls, “I woke up in the early hours, and 

when I opened my eyes, I saw the chart 
paper grid on the walls. No matter how 
much I rubbed my eyes, it was still there.”

“Neuroscience had been indelibly 
imprinted on my brain,” he adds.

Isacoff continued on to a Ph.D. program 
at McGill under the mentorship of neuro-
scientist Richard Birks. Birks had been 
working for years measuring the secretion 
of the neurotransmitter acetylcholine that 
occurs during the “fight or flight” response. 
He used a smoke-barrel kymograph, an 
instrument now seen only in museums, 
to measure the acetylcholine that leached 
out of neurons and into blood vessels 
by examining how the neurotransmitter 
lowered blood pressure in lab animals. 
Isacoff extended this work by determining 
how changes in acetylcholine altered the 
electrical activity of responding neurons. 

Isacoff remembers the six years he spent 
working in Birks’ lab as an idyllic time, 
full of hard work and regular periods of 
pursuing nonscientific interests. “I had the 
world’s best Ph.D. experience,” he says.

However, there were some drawbacks. 
He felt some frustration with the indirect 
methods he was using to measure what 
was taking place in the neurons that were 
releasing acetylcholine. That led Isacoff 
to take a different direction for his future 
research. “What I really wanted to start doing 
was working at the molecular level,” he says.

He picked up some new molecular 
biology skills at a Cold Spring Harbor short 
course on Drosophila genetics two summers 
before he completed his doctoral degree 
in 1988. One of his instructors there was 
Lily Jan, a well-known neurobiologist at 
University of California at San Francisco. 
Impressed with Isacoff’s interest and initia-
tive, Jan invited him to join her lab as a post-
doctoral fellow. Jan and her colleagues had 
recently cloned the first potassium channel, 
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backgrounds, career paths, and futures 
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post the most interesting exchanges on the 
website.
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an ion channel present in all neurons and 
many other cells throughout the body. 
Isacoff immediately chose two related 
projects on which to focus: determining 
whether the channel is made of more than 
one subunit, and exploring the mechanisms 
for how the channel’s gates open and close.

By the time he finished his fellowship 
four years later, Isacoff had completed both 
projects. He accepted a job at University of 
California at Berkeley, where he started his 
own lab in February 1993.

Isacoff has continued to work on a 
number of different projects with the help 
of graduate students, postdoctoral fellows 
and collaborators. For example, he and 
then postdoctoral fellow Lidia Mannuzzu 
and Lawrence Berkeley National Laboratory 
staff scientist Mario Moronne developed 
a novel way detect the movements within 
ion channels when they open and close. 
The three researchers monitored the 
movement of various amino acids in the 
channel protein by tagging them with 
fluorophores, such as rhodamine. By 
electrically stimulating the membranes 
of cells, which caused the ion channels 
to respond, Isacoff and his colleagues 
watched to see how the fluorescence of the 
probes changed. Their work provided the 
first real-time measure of protein motion 
in the channel’s voltage sensor (2 ).

Recently, Isacoff’s team devised a new 
way to investigate how a synapse forms 
between two neurons (3 ). He and his 
colleagues worked with Peter Scheiffele, a 
former postdoctoral fellow in a neighboring 
lab at Berkeley, who now runs his own lab 
at Columbia University in New York. The 
researchers wanted to identify the minimum 
protein signal during synapse formation 
that dendrites, the projections that conduct 
electricity into one neuron, send to axons, 
the projections that conduct electricity away 
from another neuron. Understanding what 
forms a connection between compatible 
dendrites and axons is tricky because both 
cells contain a host of proteins, says Isacoff, 

any of which could have been the source of 
an unknown signal.

After Scheiffele identified a candidate 
signaling protein in dendrites, the 
researchers together purified the pro-
tein and incorporated it into an artificial 
bilayer. This protein-lipid complex was 
coated onto glass beads, which were then 
applied to axons. “It’s incredible,” says 
Isacoff. “The axon thinks it’s just been 
contacted by a dendrite and develops 
a transmitter release site. It’s not aware 
that it’s been contacted only by a bead.”

Isacoff continues to advance this project 
and others, including those on which he 
collaborates with Kramer and Trauner.

Richard Kramer
Born in 1956, 

Kramer grew up near 
New York City. He 
remembers a favorite 
teacher turning him 
on to biology in a 
science class. The class encouraged his 
natural love for animals to grow, which in 
turn inspired the rest of his career.

“I came at this job from being interested 
in animal behavior, then how the nervous 
system controls behavior, then working my 
way down to getting interested in the nuts-
and-bolts mechanisms of how neurons 
work,” he says.

He began trying to understand these 
mechanisms as an undergraduate at the 
State University of New York in Albany. 
There, like Isacoff, Kramer began studying 
slugs. With the cast-off projects and 
equipment of a graduate student who was 
headed to medical school, Kramer spent a 
summer between his junior and senior year 
in a lab recording electrical feedback from 
Aplysia’s neurons. “It was a unique oppor-
tunity for an undergraduate to be doing 
independent research,” he says.

He also remembers the experience as 
lending insight into the academic lifestyle, 
which he was keen to join. “The professor 
I was working for would have extravagant 

parties at his house now and then, and he 
traveled around the world. It seemed like 
an attractive lifestyle,” Kramer notes.

When he finished his undergraduate 
degree in 1978, Kramer was intent on 
heading to the West Coast for graduate 
school. He applied, and was accepted, 
to the University of California at Berkeley. 
There, he worked under the mentorship 
of Robert Zucker, a neurophysiologist who 
also studied Aplysia. But Kramer had his 
own project in mind. He became interested 
in nerve cells that act as oscillators, firing 
rapidly for short bursts, then pausing 
before beginning another firing cycle.

“If you took apart your watch, you could 
figure out what makes the hand go around 
at constant intervals. But how do the cells 
do it? What makes them keep time?” Kramer 
wondered. He set out to answer this ques-
tion using cultured neurons from Aplysia. He 
found that the neurons operated in a nega-
tive feedback loop that involves calcium 
acting on ion channels in cells (4, 5 ).

At the time, he says, few researchers 
were directly studying how ion chan-
nels were controlled. The techniques for 
measuring the behavior of single ion chan-
nels had just been invented, and not yet 
applied to real living neurons. Ion channels 
were “much more of a vague concept as 
opposed to an understood entity,” he adds. 
Instead, scientists spoke mainly of “ion cur-
rents” because the only way to visualize a 
channel at the time was to monitor the flow 
of ions that passed through it.

Nonetheless, the project was his 
first intensive exposure to studying the 
mechanisms behind ion channels. By the 
time Kramer completed his Ph.D., he was 
intent on studying ion channels further. 
For his postdoctoral fellowship, he headed 
to Brandeis University in Waltham, Mass., 
where neuroscientist Irwin Levitan was 
taking some of the first recordings of the 
activity of how single ion channels were 
controlled by post-translational modifica-
tions such as phosphorylation.
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Soon after arriving at Levitan’s lab, 
Kramer read a paper showing evidence that 
olfactory neurons were directly activated by 
cyclic adenosine monophosphate (cAMP), 
an important biological second messenger. 
The finding represented a new mechanism 
for neuronal response.

Kramer wondered whether the mem-
branes of olfactory neurons, which have 
ion channels that respond to cAMP, could 
function as sensors for cAMP levels in other 
cells. To test this hypothesis, he devised 
a new technique that involved taking a 
portion of olfactory neuron membrane and 
inserting it into other cell membranes. Once 
successful, he named the new technique 
“patch cramming,” a play on the “patch 
clamp” technique that neuroscientists 
use to stimulate and measure electrical 
responses from individual neurons (6 ). 

After more than three years at Levitan’s 
lab, Kramer took a second postdoctoral 
fellowship in the lab of Steve Siegelbaum 
at Columbia University. He was soon 
invited to work with Richard Axel, one of 
Siegelbaum’s colleagues, to clone the ion 
channel in olfactory neurons that responds 
to cAMP. On successfully completing this 
project, Kramer started his own lab at the 
University of Miami School of Medicine.

There, he became interested in pho-
toreceptor cells, the rod and cone cells 
in the eye that gather information on an 
image. Ion channels that respond to cyclic 
guanosine monophosphate (cGMP) also 
played a fundamental role in generating the 
photoreceptor’s response to light. Kramer 
wondered how these ion channels would 
respond to chemically dimerized cGMP. 
He collaborated with chemist Jeff Karpen to 
synthesize the new molecule.

“Individual cGMP molecules are diffusing 
around like flies, and the probability of 
them landing on their target is low,” he 
says. “But if you tie two flies together, when 
one binds to its target, the other is held in 
close proximity. The probability of finding a 
neighboring target is much higher.”

Kramer found that the dimeric cGMP 
stimulates ion channels thousands of times 
more potently than that of single cGMP 
molecule. The study, published in 1998 (7 ), 
was his first foray into chemical biology.

In 2000, Kramer took his knowledge 
of ion channels and the retina to start a 
new lab at the University of California at 
Berkeley. He continues to study how light 
information is received and processed 
in the retina, along with his continuing 
collaboration with Isacoff and Trauner.

Dirk Trauner
Trauner was born in Linz, Austria, in 

1967. “I wasn’t one of 
those kids who grew 
up with a chemistry 
set,” he recalls.

Instead, Trauner 
says, he became 
interested in science 
through a biology class in high school. 
By the time he began earning his under-
graduate degree at the University of Vienna, 
he had decided to study genetics. The field 
was a “hot topic,” Trauner says, when he 
was applying to schools in the late 1980s.

However, his interests abruptly shifted 
after taking an organic chemistry class 
during his sophomore year. He tried his 
hand at total chemical synthesis for the 
first time, making a natural product called 
ferulic acid that’s found in many plants. 
“At that point, I knew I wanted to switch to 
chemistry,” he remembers. He turned his 
studies first to biochemistry, then later to 
synthetic organic chemistry.

In 1994, Trauner completed his under-
graduate degree and moved to Berlin, 
Germany, to begin a Ph.D. program under 
the mentorship of synthetic chemist Johann 
Mulzer. His thesis centered on the total 
synthesis of the opiod analgesic drug 
morphine. His aim was not to derive a 
method to produce more morphine, but 
to demonstrate novel chemical reactions 
that are important in crafting the drug from 
scratch (8 ). Working on the project was 

Trauner’s first taste of studying a chemical 

important to neuroscience, a topic he had 

been interested in since dissecting human 

brains as an undergraduate.

After four years and two moves with 

Mulzer, first to Frankfurt, Germany, and then 

to Vienna, Trauner completed his doctoral 

degree. He chose to head to the United 

States for his postdoctoral fellowship. In 

1998, he began working with bioorganic 

chemist Samuel J. Danishefsky at Memorial 

Sloan Kettering Hospital in New York.

There, he derived a method to synthe-

size halichlorine, an alkaloid molecule that 

interferes with communication between 

cells and has anti-cancer properties (9 ). 

Previously, the molecule was derived only 

from sponges, a method that’s an expen-

sive and inefficient method, says Trauner. 

Thus, he adds, his successful synthesis 

“attracted attention from many labs. 

Halichlorin was a celebrity target for total 

synthesis in those days.”

At the end of his postdoctoral fellowship, 

Trauner accepted a faculty position at the 

University of California at Berkeley. “An offer 

at Berkeley you can’t refuse,” he quips.

In July of 2000, he moved to California 

and set up his lab. He took with him some 

ideas for performing the total synthesis 

of several organic compounds involved in 

immunology and cancer research. However, 

he says, he became intrigued in ion 

channels when their structures were first 

elucidated in the late 1990s. “Synthetic 

chemists always become interested when a 

structure is known,” he says. “We get really 

excited because structures are three-dimen-

sional objects that you can rotate, think 

about their function, and contemplate ‘how 

can one reengineer this?’ As a chemist, you 

think that there should be opportunities to 

do something to soup up these molecular 

machines and manipulate them.”

“If you express these sensors in appropriate cells, in a way 

we’re creating artificial senses,” Trauner elaborates.
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The Collaboration
Based on Trauner’s interest in ion 

channels and his skill in synthesizing 
organic molecules, Isacoff and Kramer 
approached him soon after he arrived at 
Berkeley to propose combining their efforts. 
The three eventually hit on an ideal way 
to showcase all of their talents: designing 
an ion channel that responds simply to 
light, something no ion channel in animals 
does. “We all came up with this idea at the 
same time of trying to use particular kinds 
of chemical elements that change their 
shape when you shine light on them as a 
way of inducing functional change in an ion 
channel,” says Isacoff.

To prove that such engineering would be 
possible, the researchers agreed that their 
first proof of principle experiment would 
focus on the potassium channel, a geo-
metrically simple channel that’s present on 
cells throughout the body. Inserting a spe-
cific ligand, or plug, inhibits the flow of ions 
through the doughnut-shaped channel.

Isacoff, Kramer, and Trauner devised 
a plan to control the plug’s placement: 
Trauner designed an azobenzene molecule, 
which lengthens in long wavelengths 
of light but contracts with shorter wave-
lengths. He affixed one end of the molecule 
to the ligand and another to the channel.

“The azobenzene is like a fishing line 
that can be spooled back in or sent out 
with a bait. What’s swallowing the bait is 
what it’s attached to: the ion channel,” 
says Kramer. “You’ve tethered the ligand 
onto the target it belongs to.”

After the design was completed and 
fitted onto live neurons, Isacoff and Kramer 
tested it in their own labs, with Isacoff 
taking on the majority of the molecular 
biology work and Kramer taking on the bulk 
of the electrical recordings. In the end, the 
project was successful (10 ).

Ready for a fresh challenge, the 
researchers transferred their design to a new 
channel: one controlled by the neurotrans-
mitter glutamate. Unlike the simple round 

pore of a potassium channel, the three 
scientists needed a design compatible 
with the clam-shell shape of the glutamate 
receptor. Trauner created a string of mole-
cules with azobenzene at its center to act as 
a tether tying glutamate to its receptor.

“The question became, can the design 
strategies that worked with the potassium 
channel be transferred to something more 
complex geometrically in the glutamate 
receptor? Yes, it works—and it’s very satis-
fying,” says Isacoff. He, Kramer, Trauner, 
and their colleagues published their results 
recently (1 ).

The three researchers have many ideas 
of what to pursue next. Trauner says that 
he and his collaborators are interested in 
working on new designs for ion channels 
that respond to other types of stimuli. “It’s 
potentially limitless to think of signals to 
which ion channels could respond: light, 
magnetic fields, chemicals, or changes 
in temperatures,” he elaborates. “If you 
express these sensors in appropriate cells, 
in a way we’re creating artificial senses.”

Kramer suggests that the new technique 
that he, Isacoff, and Trauner have created 
could make an ideal way to explore or 
enhance the senses that already exist. For 
example, the ability to stimulate individual 
light-sensitive neurons may aid neuro-
scientists in understanding how neurons 
are wired throughout the brain. It could 
also give researchers the means to replace 
light-sensitive cells that no longer work, 
such as those destroyed by macular degen-
eration, a leading cause of blindness.

Isacoff, Kramer, and Trauner continue 
to meet with each other and the graduate 
students of all three labs at least once a 
week to compare notes and bounce ideas 
around. Rather than shuttling com-
pounds and cells between each other’s 
labs, Trauner says, the three researchers 
simply send each other’s students across 
Berkeley’s small campus.

Though their collaboration is usually 
unhindered, Kramer notes that the three 

have had their share of rough patches. “Like 
any ménage a trois, things get a little com-
plicated and don’t always run so smoothly,” 
he says. “Since there’s three of us, there 
are more ideas that we can possibly do, so 
we have to prioritize and wrestle with one 
another to see who is going to do what.”

“It’s sometimes heated,” agrees Isacoff. 
But with the number of ideas and suc-
cessful accomplishments growing between 
the three scientists, he says, “It’s been a 
marvelous collaboration that will continue 
for some time.”

“It’s the classical example of a mean-
ingful collaboration,” adds Trauner. “We’re 
bringing together so many techniques that 
are impossible to master in one lab. [Isacoff 
and Kramer] have learned a bit of chem-
istry, and I’ve learned a bit of biology. We’re 
bridging the huge cultural divide between 
chemists and biologists.”
—Christen Brownlee, Science Writer
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G ram-positive and Gram-negative 
bacteria have substantial differ-
ences in the structures surround-

ing the cells (Figure 1). However, both 
types of bacteria have a strong, protective 
peptidoglycan layer. Many powerful anti-
biotics inhibit the biosynthesis of this pro-
tective layer and thereby weaken or destroy 
the bacterial protective coat. For example, 
penicillin and vancomycin both inhibit 
the biosynthesis of the peptidoglycan 
outer layer of Gram-positive bacteria. 
Unfortunately, bacterial strains resistant to 
these antibiotics are becoming ever more 
common (1). Many of these Gram-positive 
bacteria modify their peptidoglycan 
layers with anionic wall teichoic acid 
(WTA) polymers (Figure 2), which are also 
crucial for survival of the organism. Ideally, 
compounds that specifically target the bio-
synthesis of these anionic polymers could 
be developed as new antibiotics. However, 
the biochemical functions of the enzymes 
involved in WTA biosynthesis have been 
difficult to verify because of a lack of 
availability of the complex substrates 
required. On page 25 of this issue (2), the 
first chemical and enzymatic syntheses of 
key substrates for the first two committed 
steps in WTA biosynthesis are reported 
along with characterization of the two 
enzymes, TagA and TagB, that carry out this 
chemistry. Access to these critical proteins 
and their substrates now finally opens the 
door to structural, enzymatic, and inhibitor 
studies to explore the exciting possibility 
of new antibiotics that inhibit a different 
stage of bacterial cell wall biosynthesis and 
thereby treat currently resistant strains.

Teichoic acid polymers are linked to 
bacterial peptidoglycans via a disaccharide 
bridge that is made of N-acetylmannos-
amine linked to N-acetylglucosamine 
(Figure 2) (3). Although the polymers 
themselves can be modified with alanine 
or glucose and be made from glycerol 
phosphate and ribitol phosphate mono-
mers, the disaccharide bridge is highly 
conserved. This bridge is biosynthesized by 
the enzyme TagA from UDP-N-acetylmannos-
amine and undecaprenyl-diphospho-N-
acetylglucosamine building blocks. TagB 
then forms a dimer or trimer of glycerol 
phosphate ester bonds attached to the 
mannosamine core before the poly-
mer chain is extended by Tag F using 
CDP-glycerol made by TagD; the polymer 
can also then be modified by additional 
proteins that add glucose or alanine, for 
example (3). The final cell wall structures 
trade the lipid-linked disaccharide core for 
peptidoglycan (Figure 2). Originally, teichoic 
acid polymers were thought to be dispens-
able and therefore not a viable antibiotic 
target. However, recently these polymers 
have been shown to be crucial for the 
survival of Bacillus subtilis, a model Gram-
positive organism, even under phosphate-
limiting conditions in which bacteria can 
switch to synthesizing phosphate-free 
anionic teichuronic acid polymers (4, 5). 

The biochemical functions of the 
enzymes involved in WTA biosynthesis 
have not been verified previously because 
of a lack of availability of the complex sub-
strates. The 55 carbon long “carrier” lipid 
attached to many of the cell wall precursor 
substrates make substrate isolation and 
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A B S T R A C T  Gram-positive bacteria modify 
their peptidoglycan layers with teichoic acid 
polymers via a highly conserved disaccharide 
bridge. Inhibition of the biosynthesis of this 
bridge is a potential antibiotic strategy that can 
be explored now that purified versions of the 
enzymes TagA and TagB and their substrates are 
accessible for the first time.
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kinetic studies of this system particularly 
challenging. To circumvent this difficulty, a 
C13H27 hydrocarbon chain analogue was 
made by chemical synthesis and shown to 
be a substrate for the first enzyme, TagA, 
in the biosynthetic pathway. TagA forms 
a ß-1,4-N-acetylmannosamine anomeric 
bond—one of the most problematic 
glycosidic linkages to make by chemical 
means alone. Both the first enzyme and 
the second enzyme in the pathway, TagB, 
are able to accept a substrate containing 
the shorter lipid. These in vitro studies 
demonstrate that long lipid chains are not 
necessary for the enzymatic 
reactions and, in addition, even 
a membrane interface is not 
crucial for the activity of TagA 
and TagB. These exciting discov-
eries suddenly make structural 
and molecular studies of 
these crucial WTA biosynthesis 
enzymes less daunting.

Although the basics of 
WTA biosynthesis have been 
elucidated by genetics experi-
ments and crude studies using 
membrane preps (3), a 
molecular picture of the process 
necessary for drug develop-

ment is only starting to emerge. Structures 
of the cytidylyltransferase enzyme that 
activates glycerol for polymerization are 
now available (6, 7), but the structures 
of other proteins in the WTA biosynthetic 
pathways remain to be solved. Recent 
progress on two fronts promises eluci-
dation of the structures and catalytic 
mechanisms of two of the WTA proteins 
that are essentially black boxes now. The 
polymerization protein TagF has been 
produced in purified recombinant form 
(8). Initial studies with TagF assayed by 
incorporation of radioactive CDP-glycerol 

into membranes suggest a mechanistic 
relationship between TagF and TagB, which 
shares about 30% pairwise sequence 
identity with the C-terminus of TagF (9). The 
work reported herein (2) finally nails down 
the role of TagB as a sort of primase for 
teichoic acid synthesis. 

Anionic wall teichoic acid polymers 
attached to the peptidoglycans of Gram-
positive bacteria not only protect the 
organism but also confer antigen specificity 
much like the lipopolysaccharides (LPS) 
that coat the surface of Gram-negative 
bacteria. Interestingly, patients with deep-
seated Staphylococcus aureus infections 
all contained IgG antibodies to teichoic 
acid antigens whereas only 40% of those 
patients with superficial infections did; 
however, the level of IgG antibodies against 
peptidoglycan ranged from 60 to 72% in 
both patient groups (10). The anionic WTA 
coat of S. aureus helps host colonization 
and serves as a virulence factor by allowing 
binding of the bacteria to host endothelial 
cells (11–14). Access to defined WTA 
fragments, especially as more modification 
enzymes are added to the core teichoic acid 
biosynthesis enzymes, opens the possibility 
of understanding molecular level structure 
and function relationships required for host 
interactions with these essential Gram-
positive bacterial cell wall components.
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strategy that can be explored is to inhibit the reactions catalyzed by TagA and TagB.
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T he translation of mRNA into proteins 
is a fundamental, tightly controlled, 
and complex process involving an 

elaborate molecular machine with both ribo-
nucleic acids and proteins (Figure 1). Our 
understanding of translation has benefited 
from several small molecules that stall the 
process, many of which have become drugs. 
Many common antibiotics, such as tetra-
cycline and erythromycin, stall prokaryotic 
translation in the processive stages where 
new amino acids are added to a growing 
chain, while cycloheximide, a fungicide, and 
anisomycin, an antiprotozoal, stall eukary-
otic translation in the processive stages. 
A very recent publication (1 ) reports the first 
selective inhibition of prokaryotic initiation 
by the curious naturally occurring peptide 
GE81112 (Figure 2, 2) from Streptomyces 
sp.  Eukaryotic initiation (Figure 1) involves 
several initiation factors such as the eIF4 
complex in which eIF4A, eIF4E, and eIF4G 
play critical roles.  The precise role of eIF4A, 
which is both an RNA-dependent ATPase 
and an ATP-dependent RNA helicase, is 
not known.  Now, Liu et al. (2 ) show that 
pateamine A (Figure 2, 1) interferes with 
the interaction between eIF4A and eIF4G 
(Figure 1). These findings open the door 
for mechanistic studies of eIF4A and once 
again show the utility of natural products in 
understanding complex processes. A brief 
review of the discovery and development 
of Taxol (Figure 2, 3), a natural product that 
became an important anticancer drug, pro-
vides a historical perspective for this latest 
revelation.  

Taxol (Figure 2, 3) illustrates both the 
enormous potential of natural products, 

that is, identifying new targets and provid-
ing the basis for new therapies, along 
with their frustrating liabilities, that is, 
identifying their mechanism of action, 
assuring an adequate supply, and dealing 
with a molecular template ill-suited to 
traditional medicinal chemistry (3 ). Work 
on the molecule that was to become 
Taxol (Figure 2, 3) began in 1965 when a 
large-scale screening effort by the National 
Cancer Institute (NCI) found that a crude 
extract of the Pacific yew (Taxus brevifolia) 
had in vivo activity in a mouse leukemia 
model (L1210 and P388; 4 ). The active 
compound, Taxol, was isolated and identi-
fied in 1969, although it was not published 
until 1971 (4 ). At that time, Taxol was 
just one of many possible leads that had 
come out of the NCI program, but with the 
1975 discovery of its pronounced activity 
against B16 melanoma, it became a 
development candidate.  When the Horwitz 
laboratory defined Taxol’s mechanism of 
action as promoting tubulin polymeriza-
tion and stabilizing microtubules against 
depolymerization in 1979, drug develop-
ment began in earnest.  Although Taxol 
entered phase I clinical trials in 1983, it 
did not receive approval from the Food 
and Drug Administration (FDA) until 1992, 
a delay attributable both to supply and 
formulation issues (4 ). Taxol was first 
marketed in 1993; in the next 10 years, 
it had sales of $9 billion, and in 2005, 
its sales will be a little over $1 billion.  

Pateamine A has now taken a significant 
step along this path. In 1991, the Munro 
and Blunt laboratory reported its isolation 
from a sponge (Mycale sp.) collected off 
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A B S T R A C T  A recent publication revealing 
that the cytotoxic marine natural product 
pateamine A targets eukaryotic initiation 
factor eIF4A continues a story with lessons 
for both chemists and biologists, that is, the 
significance of natural products, the importance 
of synthetic organic chemistry, the small 
molecule regulation of eukaryotic translation 
machinery, and possibly a new approach to 
cancer chemotherapy.  
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the coast of New Zealand (5 ). The isolation 
scheme followed pateamine A’s activity 
against P388 leukemia (using cell lines, 
not mice) along with additional studies 
that highlighted its selective cytotoxicity 
for rapidly growing cells (5 ). At that time, 
pateamine A was just one of many sponge 
metabolites with selective cytotoxicity 
against cancer cell lines, an unknown 
target, and an uncertain source of supply.

In 1995 the Romo laboratory set about 
exploring the chemistry of pateamine A 

(Figure 2, 1) with two related goals: (1 ) find 
simpler active analogues and (2 ) identify 
pateamine A’s cellular target. Key discov-
eries in this decade-long effort were an 
active compound lacking both the C-3 
amino and C-5 methyl groups and close 
analogues with no activity, and the prepara-
tion of these analogues with deep-seated 
structural changes depended on efficient 
total syntheses. The ability to acylate the 
C-3 amino group without loss of activity led 
to the synthesis of a biotin-linked affinity 

reagent (Figure 2, 4). In the Liu labora-
tory, this affinity reagent (Figure 2, 4) was 
used to identify two potential targets: 
STRAP, a serine-threonine kinase receptor-
associated protein, and eukaryotic 
initiation factor eIF4A (2 ). The inability of 
the inactive pateamine A analogues to 
displace pateamine in the STRAP and eIF4A 
complexes confirmed the specificity of the 
binding. A study using HeLa-derived cell 
lines overexpressing each protein showed 
increased resistance to pateamine A for the 
eIF4A line, and no increased resistance for 
the STRAP line indicated that the physiolog-
ically relevant target was eIF4A. An indepen-
dent study (6 ) using a high-throughput 
screen for protein synthesis inhibitors and 
secondary assays by the Pelletier labora-
tory reached the same conclusion a few 
months earlier. While agreeing on the 
target, the two laboratories differ on the 
detailed mechanism by which pateamine A 
disrupts protein synthesis. These studies 
suggest the following two things: (1 ) our 
ability to identify cellular targets for small 
molecules identified in simple cytotoxicity 
screens has not improved, as identifying 
the targets for Taxol and pateamine A both 
took roughly a decade and (2 ) including 
natural products in high-content screens 
more efficiently links natural products, 
biological activities, and targets.

Pateamine A is the first published (7 ) 
ligand to specifically modify eIF4A-based 
activity, and its discovery will undoubt-
edly lead to an improved understanding 
of eIF4A’s role in protein translation. 
Somewhat paradoxically, pateamine A 
enhances both catalytic activities of eIF4A 
but inhibits protein translation. Low et al. 
resolved the paradox by using standard 
molecular biology techniques to show that 
pateamine A disrupts the formation of the 
eIF4 complex by decreasing the interac-
tion between eIF4A and eIF4G (2 ). Further 
studies, which will undoubtedly employ 
pateamine A and its analogues, will be 
needed to precisely define eIF4A’s role in 
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Figure 1.  The role of the eIF4 complex in eukaryotic translation. The 5´-end of eukaryotic 
mRNAs contains a 7-methyl guanosine (m7G) cap structure that serves as a scaffold for the 
formation of a large protein complex containing various eukaryotic initiation factors (eIFs) 
including eIF4A, eIF4E, eIF4G, and PolyA binding protein (PABP). This complex brings the 
5´- and 3´-ends of the mRNA in proximity and marks the mRNA for translation. The role of eIF4A 
in this complex is not clear, but it is known to bind to eIF4G. The 43S pre-initiation complex 
containing the 40S ribosomal subunit, initiator tRNA (stick model), eIF1, eIF1A, eIF2, eIF3, and 
eIF5 joins the cap complex, and scanning for the start codon (AUG) begins. Upon encountering 
the start codon, the complex is remodeled, the 60S large ribosomal subunit joins the process, 
and translation of the mRNA into protein begins.



initiation and its regulation by small mole-
cules. After the initial discovery of Taxol as a 
tubulin-interacting agent, many other tubu-
lin-interacting molecules with very different 
molecular structures were discovered, and 
it is likely that many small molecules that 
target eIF4A will now emerge.

Pateamine A and its analogues could 
conceivably be drug development 
candidates, but development will have to 
overcome the current move towards targets 
specific to cancer cells (think Gleevec) 
and away from targets with widespread 
and essential activities such as protein 
synthesis. One could argue the case for 
pateamine A by noting that Taxol targets the 
widespread and essential cellular micro-

tubules, but trends are changing as more 
specific drugs show encouraging clinical 
efficacy.  

If development of an anticancer drug 
based on pateamine A, or possibly 
pateamine A itself, proceeds, supply will be 
a major concern. Taxol supply was a major 
focus of the organic chemistry community 
with total synthesis, semisynthesis, and 
extraction from Pacific yew all contributing.  
Eventually, both extraction and semisynthe-
sis starting with more readily available plant 
metabolites provided the most economi-
cal solution (4 ). Pateamine A represents 
a much bigger challenge. Marine sponges 
have proved to be notoriously difficult 
sources to recollect, and even the original 

paper noted the 
sporadic occurrence 
of pateamine A in 
Mycale sponges. 
However, recent 
work suggests that 
many so-called 
sponge metabolites 
are biosynthe-
sized by bacterial 
symbionts, and 
either these bacte-
rial producers can 
be cultured in the 
laboratory or their 
biosynthetic genes 
can be placed into 
alternative hosts 
for heterologous 
expression. Two 
papers last year 
on the sponge-
derived anticancer 
agent patellamide 
(Figure 2, 5) illus-
trate the power of 
the latter approach 
(8, 9 ). The one sure 
prediction is that 
the pateamine A 
story will continue.  
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Figure 2. Pateamine A (1), which disrupts translation at the initiation 
stage by binding to eIF4A, was isolated from a marine sponge 
Mycale sp. GE81112 (2), which disrupts prokaryotic translations, was 
isolated from a Streptomyces sp. Taxol (3), which binds to tubulin, was 
isolated from the Pacific yew (Taxus brevifolia). The affinity reagent 
(4) was used to identify the cellular target of pateamine A. Patellamide 
(5), which has shown some promise as an anticancer agent, was 
originally isolated from a marine sponge, but later work showed that it 
was produced by a cyanobacterial symbiont.  
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P rotein turnover through the 
ubiquitin–proteasome pathway 
controls a vast assortment of signal-

ing pathways, and genetic inactivation of 
individual components in the system is 
responsible for numerous human diseases, 
ranging from neurodegenerative diseases 
to cancer (1, 2 ). In response to particular 
signals, specific regulatory proteins are 
tagged with a chain of ubiquitin molecules 
through the action of an enzymatic cascade 
composed of an E1 ubiquitin activat-
ing enzyme, an E2 ubiquitin conjugating 
enzyme (Ubc), and an E3 ubiquitin ligase. 
E3s are responsible for binding substrates 
and for bringing substrates into the proxim-
ity of a ubiquitin-charged E2, which then 
transfers ubiquitin to the substrate and to 
the ensuing ubiquitin chain in a processive 
reaction. Formation of lysine-48 linked poly-
ubiquitin chains facilitates recognition and 
degradation by the 26S proteasome (1 ). 
During the last decade, our understanding 
of the genes that contribute to the ubiquitin 
pathway and many of the rules that control 
substrate selection by E3s have been 
uncovered. In addition, structural informa-
tion is available for each of the two main 
classes of E3s: HECT and RING domain 
containing proteins (3, 4 ). These structures 
reveal the major role of proximity in facilitat-
ing ubiquitin transfer to substrates but 
tell us very little about the dynamics and 
chemical mechanisms involved in ubiquitin 
transfer and chain elongation. Indeed, a 
central unanswered question concerns 
how particular lysine residues in either the 
substrate or the growing ubiquitin chain 
are selected for chain elongation. Two 

major classes of ubiquitin–ubiquitin link-
ages, lysine-48 (K48) and lysine-63 (K63), 
are found in vivo, but precisely how E2s 
select one of the seven lysines in ubiquitin 
(Figure 1, panel a) over another is poorly 
defined. Moreover, ubiquitination reactions 
can be highly processive, yet it is unclear 
how processivity is achieved given the 
structural constraints of a growing ubiquitin 
chain. Recent work published by Petroski 
and Deshaies (5) has provided novel 
insight into how the yeast E2, Cdc34, func-
tions together with the RING E3, SCFCdc4, 
to promote processive polyubiquitination 
of its substrate, Sic1, and how selective 
chain elongation at K48 in ubiquitin is 
achieved. Unexpectedly, acceleration of 
the ubiquitin–ubiquitin conjugation step 
appears to reflect a specialized motif in 
Cdc34 that serves to orient K48 in the 
acceptor ubiquitin molecule for attack on 
the donor ubiquitin thiol-ester bond.

Conjugating Ubiquitin. Ubiquitin is a 
76 amino acid protein (Figure 1, panel a) 
that becomes activated for conjuga-
tion through the action of E1 ubiquitin 
activating enzyme. E1 uses ATP to form a 
thiol-ester between its active site cysteine 
residue and the C-terminal carboxylate 
of ubiquitin. The E1-S~Ub intermediate 
is then recognized by one of more than 
30 E2 ubiquitin conjugating enzymes 
encoded by the human genome, which use 
an active site cysteine to perform a trans 
thiolesterification reaction giving E2-S~Ub. 
At steady state in vivo, individual E2s exist 
as a mixture of ubiquitin-charged and 
-uncharged forms. E2 enzymes possess 
a highly conserved core domain, contain-
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A B S T R A C T  Regulated protein degradation 
via polyubiquitination controls almost every 
aspect of eukaryotic cellular biology; however, 
the precise mechanism by which specifically 
linked polyubiquitin chains are formed on target 
proteins as well as how the processivity of 
chain elongation is achieved remains a mystery. 
Recent work using the yeast ubiquitin ligase 
SCFCdc4 and the ubiquitin conjugating enzyme, 
Cdc34, has helped to answer these questions 
by identifying the determinants of lysine-48 
specific ubiquitin chain polymerization.  
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ing the active site cysteine, as well as 
sequences that are used to recognize RING 
or HECT motifs in E3s (Figure 1, panel b). 
Many E2s have yet to be studied in detail, 
but it is clear that there is some specificity 
among E2s for particular subclasses of E3s. 
However, the rules dictating the functional 
complementarity of E2s and E3s are largely 
unknown.  

Once a particular ubiquitin-charged E2 
associates with a RING or HECT domain 
present in an E3, one of two processes can 
occur. If the E3 lacks a bound substrate, 
the E2 can discharge its ubiquitin to form 
an isopeptide bond with the ε-amino group 
from one of seven lysine residues in a 
second ubiquitin molecule through a poorly 
understood process. Indeed, for some 
isolated RING domain E3s in the absence of 
substrate, binding to the E2 stimulates the 
formation of polyubiquitin chains initiating 
from a single ubiquitin molecule (6 ). In 
contrast, if a substrate is bound to the E3, 
ubiquitin may be preferentially discharged 
to a lysine residue in the substrate. At least 
part of the preference for transfer to sub-

strate, as opposed to free ubiquitin, comes 
from the fact that the bound substrate is 
present at an effective concentration in 
the millimoles per liter range while free 
ubiquitin in the cell (or in most in vitro 
experiments) is present at ~2 orders of 
magnitude lower effective concentration. 

Understanding the biochemical basis 
for E3-accelerated ubiquitin discharge is a 
central problem in the ubiquitin field, and 
several questions have emerged: First, 
how are the appropriate lysine residues in 
the substrate selected for conjugation. For 
some substrates, it has been demonstrated 
that different turnover rates are achieved by 
ubiquitination of different lysine residues 
(7 ), so in biological systems, it may be 
important that one particular lysine out of 
many serves as the recipient for the first 
ubiquitin. There is little evidence that E2s 
for ubiquitin can impart this type of speci-
ficity, but structural data suggest a major 
role for the E3 in orienting the substrate 
for appropriate conjugation (8, 9 ). Second, 
once the initial lysine has been selected, 
polyubiquitination can occur in a highly 

processive manner. It is unclear precisely 
what biochemical features of the system 
drive processivity nor is it clear how the 
structural constraints of a growing ubiquitin 
chain are reconciled with the requirement 
that the substrate and E2 likely remain 
physically associated with the E3 for chain 
elongation even after many ubiquitin mole-
cules have been attached to a substrate.

Mechanism of Ubiquitin Release from 
the E2. To begin to answer these questions, 
Petroski and Deshaies (5 ) examined the 
kinetics of ubiquitin transfer using the proto-
typical RING E3, SCFCdc4. SCF complexes 
are composed of the scaffold Cul1, the 
adaptor protein Skp1, the substrate recep-
tor Cdc4, and the RING protein Rbx1 (2 ) 
(Figure 2, panel a). The best character-
ized SCFCdc4 substrate, Sic1 (2 ), binds 
to Cdc4 in a phosphorylation-dependent 
manner and is ubiquitinated by the E2 
enzyme Cdc34, which interacts with the 
RING domain of Rbx1 (10, 11 ). Previous 
work had demonstrated that the conjuga-
tion activity of Cdc34 (either on itself as a 
surrogate substrate or on free ubiquitin) 

Figure 1. Structure of ubiquitin and the E2. a) Ubiquitin is small protein comprised of only 76 amino acids and forms a compact structure with 
the C-terminal tail exposed. A glycine residue is found at the C-terminus, which is used to form the thiol-ester bond between ubiquitin and the 
active site cysteine in both E1 and E2 proteins and which ultimately makes an isopeptide linkage with either the substrate or with a second 
ubiquitin molecule. Ubiquitin has seven surface-exposed lysine residues, the most well studied of which are K48 and K63. b) Two different 
E2 proteins, S. cerevisiae Ubc7 (2UCV) and H. sapiens UbcH5 (1ESK), are shown aligned by the Cα backbones using Pymol. The acidic loop 
insertion in Ubc7 is clearly visible and is located near the E3 binding site. I88 from UbcH5 is found on the 310 helix common to all E2s.
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is greatly stimulated by Rbx1, a function 
that was attributed to association of the 
RING domain with Cdc34 (6, 10, 11 ), 
and that Cdc34 is specific for the genera-
tion of K48-linked polyubiquitin chains. 

In order to dissect individual steps, 
Petroski and Deshaies performed single-
turnover assays, initially focusing on 
ubiquitin discharge from Cdc34 (Figure 2, 
panel d). Such single-turnover reactions 
have the ability to reveal changes in 
rate constants associated with engage-
ment of Cdc34-S~Ub with SCFCdc4 or 
substrate–SCFCdc4 complexes. As expected, 
discharge of ubiquitin was enhanced by the 
SCF complex, independently of substrate, 
but when a version of ubiquitin lacking 
lysine residues (UbK0) was used, the rate 
of discharge was greatly decreased and 

was not stimulated by the SCF. This result 
indicated a role for lysines in ubiquitin 
in promoting the discharge reaction, but 
because the Cdc34-S~UbK0 intermediate 
is relatively stable, it simultaneously set the 
stage for an examination of how different 
molecules attack the thiol-ester. 

Experiments using wild-type and 
lysine-free Sic1 (Sic1-K0) demonstrated 
a requirement for lysine residues in the 
substrate to promote the UbK0 discharge 
reaction (Figure 2, panel b). Moreover, 
SCF-driven discharge using a second 
ubiquitin molecule to form diubiquitin was 
dependent upon the presence of Lys-48 
in ubiquitin, consistent with the specificity 
of Cdc34 for building K48-linked chains 
(Figure 2, panel d). The effect of SCF on 
the discharge rate was due exclusively 

to a 40-fold enhancement in Vmax, as the 
presence of the SCF had little impact on the 
Km for ubiquitin in the diubiquitin synthesis 
reaction (~600 µM). 

Chain Specificity and Processivity. 
Detailed analysis of ubiquitination products 
on Sic1 proteins containing multiple lysine 
recipients or a single lysine recipient using 
wild-type versus K0 ubiquitin revealed that 
the primary reaction products were Sic1 
molecules containing a ubiquitin chain, as 
opposed to multiple monoubiquitination 
events (5 ). The implication of this result is 
that attachment of the first ubiquitin mole-
cule to the substrate is the rate-limiting 
step in the conjugation process (Figure 2, 
panel b). To test this, Petroski and Deshaies 
generated Sic1 containing a single ubiqui-
tin conjugated to lysine 36 (Sic1-Ub1) and 

Figure 2. Model for polyubiquitin chain 
specificity and processivity. a) The SCFCdc4 
ubiquitin ligase is a large multisubunit 
protein complex which binds the E2 through 
the RING domain protein Rbx1, substrate (in 
this example, Sic1) through the F-box protein 
(in this example, Cdc4), and Cul1 which 
acts as a scaffold.  The S. cerevisiae E2, 
Cdc34, contains an “acidic loop” located 
near its E3 binding site and also includes a 
low affinity noncovalent ubiquitin binding 
site, the location of which is not known 
but could be contiguous with the “acidic 
loop”. b) Initial monoubiquitination of Sic1 
is relatively slow, but subsequent rounds of 
ubiquitin conjugation to the initial ubiquitin 
are relatively rapid and specific for K48 
due to proper orientation of the attacking 
ubiquitin’s K48 by the Cdc34 “acidic loop”. 
c) In the Cdc34 “acidic loop” mutant, the 
formation of polyubiquitin chains is slow and 
the linkage is nonspecific due to the lack 
of appropriate positioning of the attacking 
ubiquitin. d) In the absence of E3, Cdc34 
is still able to catalyze the formation of 
ubiquitin conjugates through attack of the 
E2~Ub thiol-ester bond by another ubiquitin, 
but this reaction is much slower than in 
the presence of E3. In the absence of free 
ubiquitin (or absence of available lysines in 
free ubiquitin), the discharge of ubiquitin 
from the E2 is very slow, relying solely on 
the hydrolysis of the thiol-ester bond.
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compared the rate of its polyubiquitination 
by SCF–Cdc34 with Sic1 lacking ubiquitin. 
Surprisingly, the rate of ubiquitination was 
up to 10-fold higher for Sic1-Ub1 than for 
Sic1, indicating that the rate of ubiquitin 
chain extension on a substrate already con-
taining the first ubiquitin is faster than the 
initial conjugation step (Figure 2, panel b).

The molecular details of this effect 
are likely to underlie the processivity of 
polyubiquitination. One possible expla-
nation is that the presence of the first 
ubiquitin places the accepting lysine much 
closer to the Cdc34-S~Ub bound to the 
RING domain. Indeed, crystallographic 
data of substrates bound to SCFCdc4 
indicate that the position of the bound E2 
could be as much as 50 Å away from the 
substrate lysine, and this gap could be 
significantly bridged by the first ubiquitin 
conjugation step (Figure 2, panel a). 
Alternatively, Petroski and Deshaies 
surmised, Cdc34 may have an intrinsic 
affinity for K48 in ubiquitin relative to 
lysine residues in substrates. The implica-
tion of this idea is that Cdc34 would be 
capable of more rapidly forming a poly-
ubiquitin chain because of the enhanced 
molecular complementarities between 
Cdc34 and its elongating substrate. 

To test whether there is something 
special about K48 in recipient ubiquitin, 
the authors tested whether the K48R 
ubiquitin mutant is conjugated faster to 
Sic1-Ub1 than to Sic1 and found that 
unlike the case with wild-type Ub there 
was no rate enhancement (5 ). Minimally, 
this indicated that acceleration of the 
second conjugation event required K48 in 
the recipient ubiquitin. Through a further 
series of experiments, the authors demon-
strated that the rate increase seen for K48 
ubiquitin chain extension is an intrinsic 
feature of Cdc34 and can be traced to a 
feature which, among E2s, is only found 
in Cdc34 and Ubc7 orthologs. Alignment 
of more than 30 human E2s for ubiquitin 
reveals than Cdc34 and Ubc7 orthologs 

all contain a unique insertion near the 
active site cysteine residue, which contains 
several acidic residues. The crystal structure 
of Ubc7 superimposed on UbcH5b, lacking 
the “acidic loop”, shows that the loop is 
on the surface of the enzyme and could 
potentially influence ubiquitin conjugation 
(Figure 1, panel b). In fact, mutations in the 
acidic loop of Cdc34 are largely nonfunc-
tional in vivo (12 ). Kinetic analysis of 
acidic loop mutations in Cdc34 revealed a 
complex relationship between the presence 
of this structural feature and the rates and 
types of conjugates that can form (5 ). First, 
Cdc34 acidic loop mutants were highly 
active in transferring lysine-free ubiquitin to 
Sic1 as well as in promoting polyubiquitin-
ation of Sic1, indicating that the acidic loop 
is not crucial to polymerization of ubiquitin 
per se (Figure 2, panel c). However, analysis 
of the types of chains formed indicated 
that the acidic loop mutants of Cdc34 
were very inefficient in the formation of 
K48-linked ubiquitin chains. In this sense, 
the acidic loop mutants can be thought of 
as maintaining intrinsic conjugation activity 
while losing selectivity in the formation of 
degradation-competent K48-linked chains 
(Figure 2, panel c). 

Models for Processive Ubiquitin 
Transfer: Orientation versus Allostery. The 
data presented by Petroski and Deshaies 
suggest a model wherein processivity 
in ubiquitin chain formation by Cdc34 
reflects an inherent specificity of Cdc34 for 
utilization of K48 in the recipient ubiquitin 
in the conjugation reaction (Figure 2, 
panel b). Presumably, the acidic loop 
helps to bind ubiquitin and orient K48 in 
an optimal position for catalysis, an effect 
that is revealed in Vmax. The effect of the 
acidic loop in this model is reminiscent of 
how the heterodimeric E2, Ubc13–Mms2, 
functions to orient ubiquitin to achieve 
selective conjugation at K63 (13 ). In this 
case, a catalytically inactive Mms2 E2 binds 
the recipient ubiquitin in a manner that 
orients K63 in the direction of the active 

site cysteine of the associated Ubc13-S~Ub 
molecule. The location of the acidic loop 
in Ubc7, and presumably in Cdc34, is 
located in a structurally distinct position 
relative to Mms2 in the Ubc13 complex but 
could nevertheless perform the analogous 
orientation function for K48 chain exten-
sion. Of additional note is that the Mms2 
subunit in the Ubc13–Mms2 heterodimer 
likely acts to decrease Km for the attack-
ing ubiquitin, which is in contrast to the 
acidic loop of Cdc34 which has little to no 
effect on Km; however, in both cases these 
structural features can increase Vmax.

An important question concerns the 
generality of this model. Indeed, the vast 
majority of E2s, including UbcH4 and 
UbcH5, which are capable of function-
ing with the SCF in vitro, lack the acidic 
loop feature (Figure 1, panel b). Thus, it 
is unclear precisely how these enzymes 
achieve processivity and selectivity. 
UbcH4 and UbcH5 can be activated by 
several RING E3s in vitro, including the 
SCF, although in some cases it appears 
that they are not as processive as Cdc34. 
Interestingly, Özkan et al. (14 ) have recently 
investigated the possibility of an allosteric 
pathway within the E2 UbcH5b, which may 
provide some insight into the mechanism 
of ubiquitin discharge during both the 
initial monoubiquitination of substrate 
and the proceeding polyubiqutination 
reactions. In this work, a computational 
method called statistical coupling analysis 
(SCA) (15) was used to determine residues 
in the E2 family of proteins (345 individual 
sequences) that have similar patterns of 
variation over evolution and are hence 
considered to have coevolved. In addition 
to the expected cluster of “coupled” hydro-
phobic core residues, there was a second 
cluster located near the E2 active site. 

Using a ubiquitin discharge assay, 
similar to that used by Petroski and 
Deshaies, Özkan et al. found that muta-
tion of I88 to alanine, among several 
mutants examined, had the greatest effect 
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Sequences proximal to the active site of the E2 can govern 

the specificity and rate of the polyubiquitin chain synthesis 

on substrates.

on discharge stimulated by two RING E3s 
(the anaphase promoting complex (APC) 
subunit Apc11 and the RING domain of 
CNOT4) (14 ). The authors suggested that 
I88 functions in an allosteric network 
that links the RING binding site with the 
catalytic apparatus of UbcH5b. However, 
I88 in UbcH5b is located at the point where 
the acidic loop of Ubc7 emerges from the 
conserved 310 helix located adjacent to the 
E2 active site (Figure 1, panel b). Therefore, 
I88 may not be part of an allosteric network 
coupling RING binding to the catalytic 
cysteine but instead may be playing a 
role analogous to that of the acidic loop 
in Cdc34–Ubc7, to optimally orient an 
attacking lysine toward the thiol-ester bond 
of the E2~Ub.  Petroski and Deshaies found 
that the acidic loop mutants in Cdc34 
formed mixed linkage polyubiquitin chains, 
indicative of a loss of K48 specificity (5 ).  

If the UbcH5b I88A mutant is analo-
gous to the Cdc34 acidic loop mutants, 
then two effects would be predicted. 
First, rates of substrate-independent 
discharge of the UbcH5b mutant should be 
slower, both with and without E3 binding. 
Second, it should be able to transfer the 
initial ubiquitin to the E3-bound substrate 
faster than the wild type yet should form 
random lysine linkages of lower molecular 
weight than wild-type UbcH5b. From the 
limited data available, it is clear that the 
UbcH5b I88A mutant discharges ubiquitin 
at a slower rate than wild-type UbcH5b in 
the presence of Apc11 and CNOT4, con-
sistent with the first prediction. Moreover, 
when UbcH5b I88A is used in conjunction 
with the full APC complex and its substrate 
cyclin B, a drastic reduction in polyubiquitin 
chain length was observed, instead larger 
amounts of shorter ubiquitin chains are 
observed as compared with wild type.

Although an allosteric mechanism for 
facilitating ubiquitin discharge from the E2 
is still possible, the phenotype described 
for the UbcH5b I88A mutant is also consis-
tent with a loss in processivity. Although 

these data do not definitively show that 
the I88A mutant is behaving in a manner 
that is similar to the Cdc34 acidic loop 
mutants, they are consistent with the idea 
that sequences proximal to the active site 
of the E2 can govern the specificity and 
rate of the polyubiquitin chain synthesis 
on substrates. To distinguish between the 
possibilities of a coupled allosteric pathway 
within the E2 or an orientational role of the 
310 helix (including surrounding residues), 
it will be necessary to investigate the effect 
of the UbcH5b I88A mutant, as well as 
similar mutations in other E2s, using the 
comprehensive battery of assay methods 
analogous to those employed to study 
Sic1 but within the context of different 
E3-substrate pairs. Although the jury is still 
out on the generality of this mechanism 
with respect to controlling processivity 
and specificity in ubiquitination reactions, 
this work has uncovered a central feature 
of Cdc34 that facilitates K48 specific 
chain elongation in the context of the SCF 
ubiquitin ligase.
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T he emergence of antibiotic resistance 
poses a major threat to human 
health, prompting interest in the 

exploration of new antibiotic targets (1 ). 
Many antibiotics inhibit the biosynthesis 
of peptidoglycan, the cross-linked carbo-
hydrate polymer that comprises the major 
structural component of the cell wall and 
prevents the cell from bursting under high 
internal osmotic pressure. Peptidoglycan is 
not the only important cell wall component, 
however. The peptidoglycan layers in many 
Gram-positive organisms are functionalized 
with wall teichoic acids (WTAs ), anionic 
polymers that are attached to peptidoglycan 
via a phosphodisaccharide core (Figure 1; 2 ). 
Although their exact functions are unknown, 
wall teichoic acids play important biological 
roles. They have been shown to be essen-
tial for survival in Bacillus subtilis (3, 4 ) and 
to function as virulence factors that promote 
Staphylococcus aureus infections (5, 6 ). 
The enzymes involved in WTA synthesis 
are, therefore, potential targets for the 
development of new antibiotics to treat 
Gram-positive bacterial infections. Here we 
report the preparation of synthetic substrate 
analogues and their use in reconstituting 
the activities of TagA and TagB, two essen-
tial enzymes in the pathway for wall teichoic 
acid biosynthesis in B. subtilis, which is 
the major Gram-positive model organism. 
This work verifies the proposed functions 
of the enzymes and lays the foundation for 
detailed mechanistic and structural studies.

WTAs are synthesized as lipid-linked 
precursors on the cytoplasmic surface 
of the bacterial membrane (Figure 1; 2 ). 

The first membrane-bound intermediate, 
undecaprenyl-diphospho-N-acetylglu-
cosamine (GlcNAc-pp-und ) (Figure 1 ), 
which is formed by the enzyme TagO, is 
utilized in the synthesis of several different 
anionic cell wall polymers in B. subtilis (7 ). 
Therefore, the first committed step in the 
biosynthesis of the major WTA in B. subtilis 
168 involves the transfer of N-acetylman-
nosamine (ManNAc ) from UDP to the C4 
hydroxyl of GlcNAc-pp-und to form the 
 ManNAc-β-(1,4 )-GlcNAc disaccharide core 
of WTA (Figure 1 ). This disaccharide core 
is elaborated to a charged polymer by a 
series of enzymatic modifications that are 
proposed to begin with the addition of a 
glycerol phosphate ester to the C4 position 
of the ManNAc sugar. The enzymes pro-
posed to catalyze these first two committed 
steps in teichoic acid biosynthesis, TagA 
and TagB, were identified based on data 
from transcriptional fusions (8 ), thermo-
sensitive mutations (9, 10 ), and sequence 
homology (11 ). However, the putative 
functions of TagA and TagB have not been 
demonstrated in vitro because the lipid-
anchored substrates needed to monitor 
activity cannot be isolated in useful quanti-
ties from bacterial cells. Moreover, these 
substrates contain a 55-carbon ‘carrier’ 
lipid that is expected to hamper both sub-
strate isolation and kinetic investigations.

Problems related to substrate availabil-
ity and lipid chain length can potentially 
be addressed by synthesizing alternative 
substrates containing shorter lipid chains. 
However, chemical synthesis cannot pro-
vide ready access to the substrates down-
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A b s t r A c t  Wall teichoic acids (WTAs ) are 
anionic polymers that decorate the cell walls of 
many Gram-positive bacteria. These structures 
are essential for survival or virulence in many 
organisms, which makes the enzymes involved 
in their biosynthesis attractive targets for the 
development of new antibacterial agents. We 
present a strategy to obtain WTA biosynthetic 
intermediates that involves a combination of 
chemical and enzymatic transformations. Using 
these intermediates, we have reconstituted the 
first two committed steps in the biosynthetic 
pathway. This work enables the exploration of 
WTA-synthesizing enzymes as antibiotic targets.
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stream of TagA, which contain β linkages to  
N-acetyl mannosamine. 1,2-cis-O-Glycosidic 
linkages to mannosamine are notori-
ously challenging to construct, and the 
ManNAc-β-(1,4 )-GlcNAc linkage found in 
WTA has never been made chemically. 
Furthermore, synthetic routes to related 
compounds are lengthy and involve 
cumbersome functional group interconver-
sions (12, 13; see Supporting Information. ) 
Therefore, we decided to explore a chemo-
enzymatic strategy in which TagA itself is 
used to make the ManNAc-β-(1,4 )-GlcNAc 
linkage found in all downstream substrates 
in the WTA pathway.  

The natural TagA acceptor contains 
a 55-carbon undecaprenyl chain that is 
embedded in the bacterial membrane. 
Sequence analysis suggests that TagA 
does not contain any membrane spanning 
regions, and we surmised that the undeca-
prenyl chain is not specifically recognized 
by TagA. To simplify the synthesis and 
subsequent kinetic studies, we prepared an 
acceptor analogue containing a 13-carbon 
saturated lipid chain (Scheme 1, 6; 14–17 ). 

Following a known route, we also prepared 
the required UDP-ManNAc donor sugar 3,  
which is not commercially available 
(Scheme 1; 18, 19 ). 

The ability of TagA to utilize acceptor 
analogue 6 was evaluated by incubat-
ing the recombinant enzyme with syn-
thetic substrates 3 and 6 overnight and 
analyzing the reaction mixture by liquid 
chromatography/mass spectrometry 
(LC/MS ). A large peak at m/z = 765 was 
observed, consistent with the formation of 
the ManNAc-GlcNAc-pp-lipid product. To 
assess the efficiency with which TagA uses 
6, we measured the reaction rate using 
a continuous coupled enzyme assay that 
links the production of UDP to the oxida-
tion of NADH (15, 17, 20, 21 ). The apparent 
Km of 6 at a UDP-ManNAc concentration of 
1.5 mM was found to be 190 ± 30 µM, and 
the turnover number was calculated to be 
410 ± 50 min–1, consistent with the role 
of this glycosyltransferase in the biosyn-
thesis of a primary metabolite. The kinetic 
measurements confirm the proposed func-
tion of TagA as a ManNAc transferase and 

demonstrate that this synthetic acceptor 
analogue is a reasonable substrate to use 
in further characterization of TagA. 

The high turnover number of TagA 
suggested that it would have utility for 
preparing the substrate for the next enzyme 
in the pathway, TagB. Unlike TagA, TagB has 
previously been overexpressed and efforts 
to reconstitute activity have been reported 
(22 ). Because the disaccharide acceptor of 
TagB was not available, however, activity 
was monitored by following the incorpora-
tion of radioactivity from CDP-[32P]-glycerol 
into bacterial membranes thought to con-
tain the TagB substrate. The reported turn-
over number, 0.004 min–1, is far too low 
to keep pace with cell wall biosynthesis, 
indicating a problem with either the assay 
conditions or the enzyme itself. To obtain 
pure substrate to monitor TagB activity, 
we converted 2 mg of compound 3 to 
compound 7 using TagA and UDP-ManNAc 
(Scheme 1 ). In the presence of alkaline 
phosphatase to consume UDP, quantitative 
conversion to product was achieved within 
2.5 h. The identity of the product was con-
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firmed by NMR, with TOCSY spectra used 
to make resonance assignments and the 
expected β stereochemistry of the linkage 
confirmed by large ROESY cross peaks 
 between H1, H3, and H5 of the ManNAc 
sugar (See Supporting Information). 
Because the chemical synthesis of 3 and 
its subsequent enzymatic transformation to 
7 are straightforward, it should be possible 
to obtain more material simply by scaling 
up the enzymatic reaction; however, we 
note that milligram quantities of substrates 
are typically sufficient for thousands of 
kinetic assays. 

The purified recombinant enzyme 
was incubated with substrate 7 and 
commercially available CDP-glycerol, and 
the reaction mixture was analyzed by 
LC/MS. After a 3 h incubation, the starting 
material 7 was virtually gone and new 
peaks were observed at m/z = 459 and 
919, consistent with the formation of the 
Gro-p-ManNAc-β-(1,4 )-GlcNAc-pp-lipid 
product 8 (Scheme 1 ). The appearance 
of this product was found to depend on 
the presence of active TagB and both 
substrates, thus verifying the proposed 
function of the enzyme.

The activity of TagB was evaluated by 
separating quenched reactions on a high-
performance liquid chromatography column 
and quantitating CMP formation by UV 
absorbance. The reaction rate was found 
to be 1 µM product min-1 nM-1 enzyme, 
providing an estimated turnover number of 
1000 min–1 under the reaction conditions. 
This turnover number is more than 5 orders 
of magnitude greater than that reported 
previously, highlighting the advantages 

of using discrete synthetic substrates 
rather than crude bacterial membrane 
preparations in studying WTA synthesizing 
enzymes. Since both TagA and TagB are 
functional in the absence of detergents 
and utilize substrates containing short lipid 
chains, we conclude that neither enzyme 
requires a membrane interface for activity 
even though their natural substrates are 
membrane anchored.

TagA and TagB are potential antibiotic 
targets, but they are also of interest for 
other reasons. For example, TagA cata-
lyzes a transformation—attachment of a 
sugar to a lipid-anchored monosaccha-
ride—which is analogous to that performed 
by the glycosyltransferase MurG in the 
biosynthesis of bacterial peptidoglycan 
(23–24 ) and also by the second enzyme 
in the dolichol pathway for N-linked 
glycosylation (25 ). Sequence alignments 
suggest that TagA is unrelated to these or 
other glycosyltransferases (Gtfs ) for which 
structural information exists, and TagA 
may thus represent an uncharacterized 
Gtf superfamily. TagB belongs to a class of 
glycerophosphotransferases that con-
tains both processive and nonprocessive 
enzymes. There is no detailed structural or 
mechanistic information for any member of 
this class of enzymes, and information on 
TagB may shed light on the broader family. 
Furthermore, we anticipate that TagB can 
be used to make acceptor substrates for 
TagF, an unusual processive glycerophos-
photransferase belonging the same enzyme 
superfamily as TagB (26, 27 ). Detailed 
structural and mechanistic studies of TagA 
and TagB are now underway. 

METHODS
General Methods. Chemicals and solvents 

were from Sigma-Aldrich. Silica gel (60 Å, 
32–63 µm ) was from Sorbent Technologies. NMR 
spectra were recorded on Varian Inova 400 or 
500 MHz spectrometers. Mass spectra (ESI ) were 
recorded using an Agilent 1100 series LC/MSD 
instrument with an electrospray ionization (ESI ) 
source in negative ion mode. LC/MS analysis of 
enzymatic reactions was also performed on this 
instrument, using a Zorbax 300-SB-C18 column 
for LC separation. 

Synthesis of Compound 3. The triethylammo-
nium salt of 2 (Scheme 1; 0.15 g, 0.239 mmol ), 
prepared following published methods (18, 19 ), 
and uridine 5´-monophosphomorpholidate 
(0.534 g, 0.774 mmol ) were dissolved in 6 mL of 
dry pyridine. 1H-Tetrazole (0.050 g, 0.717 mmol ) 
was added, the reaction was stirred for 48 h at 
room temperature (RT ), the solvent was removed, 
and the residue was purified over a C-18 column 
(0–10% EtOH in 0.1% aqueous NH4HCO3 ) to give 
the peracylated precursor of 3. (Spectral details 
are provided in Supporting Information. ) This 
compound (0.06 g, 0.077 mmol ) was dissolved 
in 4 mL of dry MeOH, and 0.46 mL of NaOMe 
(0.228 mmol ) was added. The reaction was stirred 
for 1 h at RT and quenched with CH3COONH4 
(1 mL, 0.5 M in H2O ), the solvent was removed, 
and the residue was purified over a C-18 column 
(0–10% EtOH in 0.1% aqueous NH4HCO3 ) to 
give 3 in 30% total yield from 8.

Synthesis of Compound 6. The peracylated 
precursor of 6 was prepared following a published 
route (Scheme 1; 14-17 ). This compound was 
dissolved in 6 mL of dry MeOH, and 1.4 mL of 
NaOMe (0.705 mmol ) was added. After 1 h at 
RT, the reaction was quenched with CH3COONH4 
(2.8 mL, 0.5 M in H2O ), the solvent was removed, 
and the residue was purified over a C-18 column 
using a gradient of 0–45% EtOH in 0.1% aqueous 
NH4HCO3 to give 6 in 79% yield.

Preparation of Compound 7. To a solution of 
TagA (1.5 mL, 1 mg mL-1  ) in 20 mM Tris buffer 
(pH 7.9, 0.5 M NaCl, 200 mM imidazole ) was 
added compound 6 (1.5 mg, 2.5 mmol ), UDP-
ManNAc (3.3 mg, 5.0 mmol ), and 40 µL of alkaline 
phosphatase (20 U µL-1  ). After 2.5 h at RT, the 
reaction was purified over a C-18 column 0–50% 
EtOH in 0.1% aqueous NH4HCO3 to give 7.

Cloning, Expression, and Purification of TagA. 
The tagA gene was amplified from Bacillus subtilis 
strain PY79 genomic DNA using two rounds of 
PCR. Primers 5´-TGATTTTGCTTTTAGAAACTCTCG-3´ 
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Scheme 1. Preparation of substrates for TagA and TagB.
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and 5´-TTTCAGGTTTCACCCATTGC-3´ were 
used to amplify a fragment containing tagA. 
The gene was then amplified using primers 
5´-GTGAGAATTCGATGCAAACAGAGACTATTCAC-3´ 
and 5´-GTGACTCGAGAATCTGTTTTGTATGATCTTTTTC-3´ 
and cloned into the EcoRI and XhoI sites 
(underlined ) of pET-24b(+ ) (Novagen ). TagA was 
expressed in mid-log phase cultures of E. coli 
strain Rosetta(DE3 )pLysS (Novagen ), induced with 
0.5 mM IPTG for 3 h at 37 °C. Cells were lysed 
by freeze–thaw and resuspended in 40 mL of 
buffer (20 mM Tris-HCl, pH 7.9, 5 mM imidazole, 
0.5 M NaCl ) containing 20 µL of Benzonase 
(25 U µL-1  ), 40 µL of protease inhibitor cocktail, 
and 40 µL of Triton X-100. The clarified lysate 
was purified over a Ni2+ affinity column (Novagen 
His·Bind resin) yielding 4 mg L-1 TagA.

Cloning, Expression, and Purification of TagB. 
The tagB gene was amplified from Bacillus subtilis 
PY79 genomic DNA using primers 5´-GAGCAT-
GTCGCTAGCATGAAAATAAGATCACTACTGG-3´ 
and 5´-CACTGCAGTCTCGAGGCTTATTAAATTTTC-
GATGAAATT-3´. TagB was cloned into the NheI 
and XhoI sites pET-24b(+ ) (Novagen ). TagB was 
expressed in mid-log phase cultures of the 
E. coli strain BL21(DE3 ) (Novagen ), induced with 
0.5 mM IPTG for 22 h at 16 °C. Cells were lysed 
with Bugbuster (Novagen ) supplemented with 
Benzonase (Novagen ), protease inhibitor cocktail, 
and lysozyme following the Novagen protocol. 
Clarified lysate was purified over a Ni2+ column 
(Novagen IDA His.Bin resin) yielding 12 mg L-1 of 
TagB.

Continuous Coupled Enzyme Assay for TagA. 
This assay couples the production of UDP to the 
oxidation of NADH, leading to a drop in NADH fluo-
rescence (15, 17, 20, 21 ). Reactions were carried 
out in 96-well plate microplates (Costar 3603 ) 
in a volume of 100 µL. NADH fluorescence was 
monitored at 465 nM using a Perkin-Elmer HTS 
7000 Plus BioAssay reader. Reactions contained 
buffer (20 mM Tris, pH 7.9, 5 mM MgCl2, 450 mM 
NaCl ), 0.4 U µL-1 PK, 0.2 U µL-1 NDPK, 0.5 mM PEP, 
0.2 U µL-1 LDH, 0.25 mM NADH, 0.5 mM ATP, and 
0.1 mg mL-1 BSA. Reaction mixtures containing 
substrates were incubated at RT for 15 min prior 
to adding TagA (100 nM ). Kinetic parameters for 
TagA with substrate analogue 6 were calculated 
as described in the Supporting Information.

HPLC Assay for TagB. TagB (10 nM ) was 
incubated at RT with 200 mM 7 and 400 mM 
CDP-glycerol in buffer (20 mM Tris, pH 7.5, 
100 mM NaCl, and 5 mM MgCl2 ). Reactions were 
quenched with an equal volume of cold methanol, 
loaded onto an analytical anion exchange HPLC 
column (Phenosphere SAX ), and eluted with a 
gradient of 0–56% buffer B over 17 min (buffer 
A, 5 mM NH4H2PO4 pH 2.8; buffer B, 750 mM 
NH4PO4 pH 3.7 ). CMP was monitored at 260 nm.
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I ron is essential for growth in nearly all 
bacteria. In microenvironments where 
iron (largely present as Fe3+ in aerobic 

settings) is limiting, bacteria respond by 
activating genes required for synthesis and 
export of iron chelators known as sidero-
phores, as well as membrane receptors and 
other proteins for the subsequent import of 
iron–siderophore complexes (1, 2). Many 
siderophores are small, nonribosomal 
peptide scaffolds containing catechols, 
hydroxamates, α-hydroxy acids, and similar 
bidentate functional groups to chelate ferric 
iron (1, 2).

A prime example of a catechol-
containing siderophore is enterobactin 
(Ent; Figure 1), produced by Gram-negative 
enteric bacteria such as Escherichia coli 
and Salmonella typhimurium. With a Kd 
of 10–49 M for the hexadentate coordina-
tion of Fe3+ (3), Ent, the cyclic trilactone of 
N-2,3-dihyroxybenzoyl-L-serine, appears 
admirably engineered for removing ferric 
iron from vertebrate proteins such as trans-
ferrin during infection. However, the mam-
malian proteins serum albumin (4) and 
siderocalin (5) bind apo- and ferric (Fe)-Ent, 
respectively, thereby suppressing bacterial 
growth in various mammalian microenvi-
ronments. Siderocalin can also bind several 
other siderophores in the same site (6). 

Various pathogenic strains of E. coli 
and Salmonella that harbor the iroA gene 
cluster can overcome the antimicrobial 
effects of serum proteins by enzymatic 
tailoring of Ent (7, 8). Modification of the 
Ent scaffold is effected by the C-glucosyl-

transferase IroB, which transfers a glucosyl 
moiety from UDP-glucose to C5 of each of 
the 2,3-dihydroxybenzoyl rings of Ent. This 
yields monoglucosyl enterobactin (MGE) 
and the corresponding diglucosyl (DGE) 
and triglucosyl (TGE) forms of the sidero-
phore (Figure 1) (9). DGE, but not MGE 
or TGE, has been detected in the culture 
broth of iroA-harboring Salmonella (7, 8). 

There are at least three consequences 
of siderophore C-glucosylation. First, the 
unusual C-glycosidic linkage is stable to 
hydrolysis in contrast to an O-glycosidic 
linkage. Second, the hydrophobicity of the 
scaffold is decreased by the hydrophilic 
glucosyl moieties in MGE and DGE. Third, 
and perhaps most importantly, glucosyl-
ation is likely to block binding and seques-
tration of Fe-MGE and Fe-DGE by siderocalin 
(5, 10), leaving these siderophores avail-
able for import by bacterial cells. We have 
suggested that the IroB-mediated tailoring 
of the periphery of enterobactin may be a 
bacterial counterattack against the host’s 
innate immune system (9).

The five-gene iroA cluster also consists 
of iroC, iroN, iroD, and iroE. IroC and IroN 
are thought to be involved in export of 
apo-MGE/DGE and/or uptake of Fe-MGE/
DGE. We have demonstrated that IroD is 
a cytoplasmic esterase that hydrolyzes 
both apo- and Fe-MGE/DGE to fragments 
with lower affinity for Fe3+ (11). Likewise, 
we have shown that IroE is a hydrolase, 
but unlike IroD, IroE is periplasmic and 
cleaves apo-MGE/DGE only once to 
produce linearized versions of these 
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A b s t r A c t  Enterobactin (Ent), a prototypic 
bacterial siderophore, is modified by both the 
C-glucosyltransferase IroB and the macrolactone 
hydrolase IroE in pathogenic bacteria that con-
tain the iroA cluster. To investigate the possible 
effects of glucosylation and macrolactone hydro-
lysis on the physical properties of Ent, the mem-
brane affinities and iron acquisition rates of Ent 
and Ent-derived siderophores were measured. 
The data obtained indicate that Ent has a high 
membrane affinity (Kx = 1.5 × 104) similar to that 
of ferric acinetoferrin, an amphiphile containing 
two eight-carbon hydrophobic chains. Glucosyl-
ation and macrolactone hydrolysis decrease 
the membrane affinity of Ent by 5–25-fold. 
Furthermore, in the presence of phospholipid 
vesicles, the iron acquisition rate is significantly 
increased by glucosylation and macrolactone 
hydrolysis, due to the resultant decrease in 
membrane sequestration of the siderophore. 
These results suggest that IroB and IroE enhance 
the ability of Ent-producing pathogens to acquire 
iron in membrane-rich microenvironments.
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siderophores (Figure 2; 11). Indeed, a 
suite of siderophore species is found in the 
culture broth of iroA-harboring Salmonella; 
these include macrocyclic and linearized 
Ent and DGE and smaller hydrolytic frag-
ments of each (8, 12). The linear trimer 
of Ent also has high affinity for ferric iron 
(∆G = –8.9 kcal mol–1), although with a 
higher entropic barrier for hexadentate 
coordination (13, 14). The biological signifi-
cance of IroE’s enzymatic action (namely, 
why the bacteria would want to linearize 
the siderphores prior to their release) is 
thus very interesting. We hyphothesized 
that IroB/IroE-catalyzed tailoring of Ent 
by producing pathogens could affect Fe3+ 
binding kinetics and the hydrophobicity 
of this siderophore. In this study, we used 

a membrane partitioning assay we have 
recently developed to investigate both 
possibilities (15, 16).

The membrane partition coefficients (Kx) 
of the apo-siderophores were determined 
from observed changes in the rates of 
iron acquisition (kobs) as the phospho-
lipid membrane concentration of the 
medium was varied. The kobs values for 
all siderophore species tested are similar 
(0.033–0.058 mM–1 s–1) (Table 1). The 
rates of iron acquisition by Ent and its 
derivatives were determined to be due to 
a direct interaction of the siderophores 
with iron citrate. An alternative mechanism 
involving rate-limiting dissociation of iron 
from the iron citrate cluster can be ruled 
out on several grounds. The series of 
experiments were carried out with a 20-fold 
excess of iron. Although rate-limiting iron 
release from iron citrate has been reported, 
such a process was observed only in 
the presence of high siderophore to iron 
ratios (17). The iron-chelation kinetics 
of Ent and its derivatives reported here 
show excellent pseudo-first-order fits of 
concentration of chelator versus time with 
a half-time around 20 s (Supplementary 
Figure 1). By contrast, an iron-dissocia-
tion-controlled process would be zero-
order in concentration of Ent and would 
show a linear relationship with a half-life 
of several hours (18). Consequently, we 
conclude that glycosylation, lineariza-
tion, and the attendant introduction of a 
carboxylate functionality do not hinder 
the facility of Fe3+ ligation by Ent. 

In contrast, the membrane partition 
coefficients (Kx) showed substantial varia-
tion among the siderophore species. Ent 
shows a remarkable affinity for membranes 
with a Kx value of 15000, similar to the 
value we have found for Fe-acinetoferrin, a 
siderophore amphiphile with two eight-
carbon side chains (16). The addition of 
one (MGE) or two (DGE) C-glucosyl units 
decreased Kx only by ~5-fold, and addition 
of three (TGE) C-glucosyl units decreased 
Kx to about 1/10 that of Ent, consistent 
with the hydrophilic nature of the sugars. 
Correspondingly, monohydrolysis of the 
Ent trilactone to a linear trimer with one 
carboxylate decreased its Kx 25-fold, and 
hydrolysis of DGE decreased its Kx more 
than 10-fold. It has been observed that Ent, 
after being synthesized, is not secreted 
efficiently because it accumulates in the 
periplasm (19), The high Kx value of Ent, 
which was unrecognized prior to this report, 
could partially explain this observation and 
suggests that glucosylation by IroB and 
macrolactone linearization by IroE could be 
strategies to increase secretion efficiency. 

We further show that Ent binds ferric 
iron significantly more slowly in the pres-
ence of lipid membranes than it does in 
membrane-free aqueous solution, due to 
the high partition ratio into the membrane 
phase and out of the aqueous medium 
(Table 1 and Figure 3). This decrease in iron 
acquisition rate is a consequence of the 
lower mole fraction of Ent in aqueous solu-
tion and, thereby, inefficient access to the 
iron source. This result is consistent with 

Figure 1. Chemical structures of Ent family siderophores used in this study. IroB-catalyzed glycosylation of Ent produces mono-, di-, and 
tri-glucosylated Ent (MGE, DGE, and TGE, respectively). In turn, IroD-catalyzed hydrolysis of Ent, MGE, and DGE produces their linear trimers.

Figure 2. The tandem action of IroB and 
IroE creates a suite of siderophores that 
are secreted into the culture medium. IroB 
glycosylates Ent in the cytoplasm, forming 
DGE. Ent is transported to the periplasm by 
EntS, while IroC is proposed to transport 
DGE to the same compartment. IroE then 
hydrolyzes these trilactones, generating 
their linearized derivatives.



the reported observation that E. coli strains 
producing Ent but not aerobactin scavenge 
transferrin-bound (extracellular) iron more 
efficiently than cellular iron (20). Hydrolytic 
linearization and glucosylation suppress 
partitioning of Ent into the membrane 
phase and result in higher rates of iron 
acquisition. Therefore, it may be advanta-
geous for siderophore-producing bacteria 
to secrete a suite of iron chelators that 
cover a range of membrane affinities and 
hydrophobicities.

The tandem action of IroB and IroE 
creates just such a suite of siderophores. 
These glucosylated and linearized Ent 
derivatives partition more efficiently into 
the aqueous phase and thus may forage 
more effectively for ferric iron in a mam-
malian host. For the marinobactin (15, 21), 
aquachelin (21), and amphibactin (22) 
siderophores, a convergent tailoring 
strategy is employed. These hydrophilic 
tetra- to hexapeptide scaffolds are enzy-
matically acylated at their amino termini, 
thus converting them to lipophilic amphi-
philes through the introduction of fatty acyl 
substituents to the iron-binding peptide 
core (23). The acyltransferases responsible 
for these modifications evidently show 

promiscuity for the acyl-ACP substrate, 
again to create a suite of siderophores 
with a range of hydrophobicities. Similarly, 
mycobacteria produce siderophores with 
a range of hydrophobicities (24). The 
most hydrophobic of these, mycobactin, 
has been shown recently to permeate cell 

membranes to extract iron from target cells 
such as macrophages (25). It is also clear 
that profound changes in the conformation 
of siderophores such as acinetoferrin (26) 
and rhizobactin (27) upon binding iron 
transform the properties of these molecules 
such that while the apo-forms are tuned 
for iron prospecting, the iron-bound forms 
become homing devices for the bacterial 
membrane receptor. Taken together with 
the iroA system, bacteria have elaborated 
a series of enzymatic tailoring strategies to 
control the hydrophobic/hydrophilic bal-
ance of siderophores. The capacity to add 
either hydrophilic (glucosyl) or hydrophobic 
(fatty acyl) groups to nonribosomal peptide 
scaffolds represents two convergent strate-
gies to titrate the physical properties of 
a set of siderophores that scavenge the 
essential ferric iron nutrient.

METHODS
Preparation of Siderophores. Ent, MGE, DGE, 

TGE, and the linearized trimers from IroD-catalyzed 
MGE/DGE hydrolysis were prepared as described 
previously (11). IroD was used because it catalyzes 
the hydrolysis of MGE/DGE regioselectively and 
gives only one linear trimer isomer as the major 
hydrolysis product. Ent linear trimer was prepared 
using IroE N-30 catalyzed hydrolysis because there 
is no regioselectivity issue and IroE affords almost 
exclusively the linear trimer product. Since IroD 
and IroE give different regioisomers of linear trimer 
products for MGE/DGE hydrolysis, we also pre-
pared MGE/DGE linear trimers using IroE-catalyzed 
hydrolysis to make sure that different regioisomers 
have similar membrane affinities and iron acquisi-
tion rates. The hydrolysis of Ent/MGE/DGE with 
IroE was carried out with 128 mM Ent/MGE/DGE, 
40 nM IroE N-30, in 50 mL of 75 mM HEPES buffer 
pH 7.5 for 1 h. The reaction mixture was quenched 
with 25 mL of 2.5 N HCl in methanol (prepared 
by mixing 10 mL of concentrated HCl with 40 mL 
of methanol), and the hydrolysis products were 
purified by reverse phase HPLC using a gradient of 
0–40% acetonitrile, with the aqueous phase con-
taining 0.1% (v/v) trifluoroacetic acid. The HPLC 
fractions were lyophilized, and the linear trimer 
products were dissolved in DMSO. The concentra-
tions of the resulting solutions were determined 
using HPLC by co-injecting equal volumes of the 
solutions with a known concentration Ent solution 
and comparing the areas of absorption at 316 nm.

Preparation of Lipid Vesicles. Unilamellar 
vesicles were prepared as previously described 
(15, 16) by sonication for small unilamellar 
vesicles (SUV) with a diameter of 30–40 nm. 
Briefly, weighed 1,2-dimyristoyl-sn-glycero-
3-phosphocholine (DMPC, from Avanti Polar 
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table 1. Ferric iron acquisition rate constants and membrane 
partitioning coefficients

  Ent   MGE   DGE   

 Ent trimer MGE trimera DGE trimera TGE

Iron acquisition rate  
constant (kobs, mM–1 s–1)b 0.041 0.058 0.042 0.048 0.045 0.048 0.033

Membrane partitioning  
coefficient (Kx)  15000 490 3400 640 3100 230 1400

Relative iron acquisition  
rate with 10 mM lipidc 0.27 0.92 0.62 0.90 0.64 0.96 0.81

aThe MGE and DGE linear trimers were obtained by IroD-catalyzed regioselective hydrolysis of MGE 
and DGE and are different from the linear trimers that can be obtained with IroE, which is not regi-
oselective. However, we obtained similar results using the mixture of linear trimers generated by 
IroE-catalyzed MGE or DGE hydrolysis. bThis is the iron acquisition rate measured in the absence 
of phospholipids vesicles. cThese data were obtained by dividing the iron acquisition rate in the 
presence of lipid by that in the absence of lipid. The iron acquisition rates in the absence of lipid 
are defined as 1.

Figure 3. The iron-acquisition kinetics 
and membrane partitioning of Ent-derived 
siderophores. Relative Fe3+ binding rates of 
Ent-derived siderophores (50 µM) from 1 mM 
ferric ammonium citrate at 37 °C and pH 7.5 
were determined in the presence of varied 
lipid vesicle concentration by monitoring 
the appearance of the ferric catecholate 
chromophore at 490 nm.  



Lipids) was dissolved in chloroform and then 
transferred into 5-mL test tubes. The thin films 
of lipid were deposited on the walls of the test 
tubes after evaporating the solvent with a stream 
of argon and then were subjected to high vacuum 
overnight. The dried lipid films were hydrated in 
HEPES buffer (100 mM HEPES, 150 mM NaCl) 
at 40 °C for 30 min. The pretreated lipid buf-
fers were sonicated with a probe tip sonicator 
in an ice–water bath until the ice was melted 
completely and the bath temperature had reached 
room temperature (taking about 30 min). After 
centrifugation of the vesicle suspension at 12,000 
rpm for 5 min to remove the sonicator tip debris, 
a translucent SUV suspension was obtained. 

Measurement of Iron-Acquisition Rates 
and Membrane Affinities. A Hi-Tech SF-61 DX2 
stopped-flow spectrophotometer with the photo-
multiplier absorbance mode was used for kinetic 
measurements of siderophore-mediated iron 
acquisition from ferric ammonium citrate (FAC, 
from Aldrich-Sigma Inc.) at 37 °C. Briefly, one 
mixing syringe was filled with FAC stock solution 
and the other one was loaded with the sidero-
phore solution containing various concentrations 
of lipid vesicles (1 mM FAC, 50 µM siderophore, 
and 0–10 mM DMPC SUV for final concentra-
tions). Upon mixing, the changes of the absor-
bance at 490 nm were measured versus time. The 
pseudo-first-order rate constants were obtained 
upon fitting a general exponential equation (eq 2) 
using Scientist software. The second-order rate 
constants (kobs in Table 1) were derived by divid-
ing the pseudo-first-order rate constants by the 
concentration of FAC (1 mM).

The partition coefficients (Kx) of all compounds 
tested were obtained on the basis of the kinetic 
relationship (eq 1.1) between the relative rates 
for siderophore-mediated iron acquisition from 
FAC (kobs/kw) and the DMPC SUV concentration 
([Vesicle]). Here α is the ratio (kv/kw) of the lipid-
phase iron-mobilization rate (kv) to the aqueous-
phase rate (kw); kw and kobs correspond to the 
rates of siderophore-mediated iron acquisition 
from FAC in the absence or presence of the vari-
ous concentrations of DMPC SUV, respectively. 
kw and kobs were derived from eq 2, where At is 
the absorbance changes at 490 nm versus time t, 
Aobs is the maximal absorption change, and C is 
the initial absorption. Equation 1.1 is derived 
from eq 1.2, which we have reported previously 
(16). The difference between eqs 1.1 and1.2 
lies in the value of α, which is set as zero for the 
former and a variable parameter for the latter. For 
Ent, the two equations give results almost identi-
cal with Kx = 1.5 × 104 for eq 1.1 (Figure 3), and 
Kx = 1.6 × 104 and near-zero α (α = 0.03, data not 
shown) for eq 1.2. For DGE, MGE, DGE trimer, and 
MGE trimer, only eq 1.1 can produce a reason-
able fit because of the relatively low membrane 
affinities of these siderophores. Consequently, all 
partition coefficients were obtained on the basis 
of eq 1.1, in which α = 0 was arbitrarily used. This 
lipid-concentration-dependent hyperbolic relation-
ship arises from siderophore-mediated membrane 
partitioning, since the rate of iron mobilization 

from FAC is close to zero in the lipid phase in 
contrast to non-zero kw in the aqueous phase.

kobs    =
     [Water] 

(1.1) ____  _____________________
kw   Kx  ×  [Vesicle] + [Water]

  kobs  =
  

(α – 1)
    Kx  ×  [Vesicle] 

(1.2) ____  _____________________
  kw   Kx  ×  [Vesicle] + [Water]

A1  =  Aobs [1 – exp(–kobs ×  t)]  + C (2)
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G ram-negative bacteria are defined by the 
presence of the unique cellular structure 
enclosing the peptidoglycan, the outer 

membrane (OM) (1). The OM is an asymmetric lipid 
bilayer that is composed of various glycerophospho-
lipids in the inner leaflet and nearly exclusively of the 
glycolipid lipopolysaccharide (LPS) in the outer leaflet. 
In Escherichia coli and other closely related enteric 
bacteria, there are ~106 LPS molecules per cell cover-
ing nearly three quarters of the total outer cell surface 
area, accounting for 30% of the total OM gross weight 
(1–3).  LPS is the main OM surface-associated antigen 
and consequently is involved in a diverse spectrum of 
pathological and physiological activities associated 
with the human host immune response and, for histori-
cal reasons, is also  referred to as endotoxin (4, 5). The 
LPS layer is essential to both the form and function of 
the OM of Gram-negative bacteria.  Thus, in addition 
to being a key player in Gram-negative pathogenesis, 
LPS is also a critical determinant of the survival of the 
bacterium.  

LPS is a complex glycolipid conceptually divided into 
three regions: the OM-embedded lipid A, the oligo-
saccharide core, and, in enteric bacteria, an O-specific 
hydrophilic polysaccharide chain that determines the 
antigenic specificity of the strain (6). Lipid A is the 
most conserved LPS domain among Gram-negative 
bacterial genera and, being the structural component 
responsible for the biological activities within the 
host, represents the endotoxic principle of LPS. The 
oligosaccharide core connects lipid A to the hypervari-
able polysaccharide chain, and itself is further divided 
into the inner and outer oligosaccharide core regions. 
Whereas the outer core is less well conserved, varying 
both in saccharide composition and glycosidic link-
ages, the majority of Gram-negative bacteria elaborate 
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A B S T R A C T  Gram-negative bacteria possess an asymmetric lipid bilayer sur-
rounding the cell wall, the outer membrane (OM). The OM inner leaflet is primarily 
composed of various glycerophospholipids, whereas the outer leaflet predomi-
nantly contains the unique amphiphilic macromolecule, lipopolysaccharide (LPS 
or endotoxin). The majority of all Gram-negative bacteria elaborate LPS containing 
at least one 2-keto 3-deoxy-d-manno-octulosonate (Kdo) molecule. The minimal 
LPS structure required for growth of Escherichia coli has long been recognized as 
two Kdo residues attached to lipid A, inextricably linking viability to toxicity. Here 
we report the construction and characterization of the nonconditional E. coli K-12 
suppressor strain KPM22 that lacks Kdo and is viable despite predominantly elabo-
rating the endotoxically inactive LPS precursor lipid IVA. Our results challenge the 
established E. coli Kdo2-lipid A dogma, indicating that the previously observed and 
well-documented dependence of cell viability on the synthesis of Kdo stems from 
a lethal pleiotropy precipitated after the depletion of the carbohydrate, rather than 
an inherent need for the Kdo molecule itself as an indispensable structural compo-
nent of the OM LPS layer. Inclusion of the inner membrane LPS transporter MsbA 
on a multicopy plasmid partially suppresses the lethal ΔKdo phenotype directly 
in the auxotrophic parent strain, suggesting increased rates of nonglycosylated 
lipid A transport can, in part, compensate for Kdo depletion. The unprecedented 
nature of a lipid IVA OM redefines the requisite LPS structure for viability in E. coli. 



34 ACS CHEMICAL BIOLOGY  •	 	VOL.1 NO.1 www.acschemicalbiology.org

an inner core containing at least one 2-keto 3-deoxy-
d-manno-octulosonate (Kdo) molecule. Kdo is an 
essential component of LPS that is thus far the only 
conserved residue found in nearly all LPS structures 
investigated to date (7).  The minimal LPS structure 
 required for growth of E. coli is two Kdo residues 
 attached to lipid A (Kdo2-lipid A or Re LPS) (6, 8), 
 underscoring the fundamental role of Kdo in maintain-
ing OM integrity and cell viability.

The ubiquitous nature of Kdo within LPS struc-
tures has prompted detailed investigation into its 
biosynthesis. The pathway is initiated by the enzyme 
d-arabinose 5-phosphate (A5P) isomerase (API), which 
converts the pentose pathway intermediate d-ribulose 
5-phosphate into A5P. Subsequently, A5P is condensed 
with phosphoenolpyruvate to form Kdo 8-phosphate 
(Kdo8P) (KdsA), hydrolyzed to Kdo (KdsC), activated 
as the sugar nucleotide CMP-Kdo (KdsB), before finally 
being transferred from CMP-Kdo to the acceptor lipid 
IVA (WaaA) (Figure 1). The late acyltransferases LpxL 
and LpxM next transfer the fatty acids laurate and 
myristate, respectively, to Kdo2-lipid IVA to form the 
characteristic acyloxyacyl units of hexaacylated Kdo2-

lipid A. In E. coli K-12, there are two API genes (kdsD 
and gutQ) which we have previously cloned, character-
ized, and shown to have nearly identical biochemi-
cal properties (9, 10). While virtually all sequenced 
genomes of Gram-negative bacteria encode KdsD, only 
a subset of Enterobacteriaceae also encode GutQ. The 
biological significance of this apparent API redun-
dancy in E. coli is presently unknown, though it is has 
been shown that either gene alone can support LPS 
synthesis at near wildtype levels (10).  The auxotrophic 
strain E. coli K-12 TCM15 with both API genes deleted 
becomes dependent on exogenous A5P for growth 
(10), in accord with the established E. coli Kdo2-lipid A 
(Re LPS) dogma. We now report the successful isola-
tion of a suppressor strain derived from TCM15 that 
is viable despite lacking Kdo. This strain, KPM22, has 
been characterized and shown to be viable with an OM 
composed predominantly of lipid IVA, an LPS pathway 
precursor that lacks any glycosylation. In addition to 
having potentially useful practical applications, KPM22 
redefines the minimal LPS structure that is necessary 
to support OM biogenesis in the model Gram-negative 
organism E. coli.

Results and discussion
Our initial attempts to achieve a Kdo-negative 

mutant in E. coli by directly deleting the kdsD gene were 
unsuccessful due to full complementation by a second 
API gene (gutQ) (10). Simply deleting gutQ after delet-
ing kdsD was also unsuccessful, as no positive double 

Figure 1. Biosynthesis and incorporation of Kdo into lPs. enzymes involved are 
(1) d-arabinose 5-phosphate isomerase (Kdsd/GutQ), (2) Kdo8P synthase (Kdsa), 
(3) Kdo8P phosphatase (Kdsc), and (4) cMP-Kdo synthetase (KdsB). in E. coli, two 
molecules of activated Kdo are then sequentially transferred to lipid iVa by (5) Kdo 
transferase (Waaa) before the stepwise addition of the secondary acyl chains 
(6) laurate (lpxl) and (7) myristate (lpxM).



API deletion clones were obtained. Only upon the inclu-
sion of A5P in the media was a positive, though condi-
tional, ΔAPI construct achieved. The auxotrophic strain 
E. coli TCM15 is conditional for A5P and is incapable of 
forming colonies on solid agar, regardless of incuba-
tion time or temperature. In liquid medium, however, 
an extended initial lag of more than 24 h is routinely 
followed by resumption of growth. Coincidentally, cells 
regain the ability to form colonies on solid agar plates, 
suggesting the stepwise gene deletion procedure used 
here facilitates the development of a compensatory 
suppressor mutation that can apparently subvert the 
A5P auxotrophic phenotype. The suppressor strain 
KPM22 is a nonconditional ΔAPI mutant capable of 
sustained growth in LB media (or 
minimal media) at 37 °C without an 
initial lag, though the generation time 
has increased by ~50% in com-
parison to the parent wildtype strain 
(Table 1; Supplementary Figure 1). 
However, exponential growth rates 
are not maintained at temperatures 
above 42 °C. Growth can be restored 
to KPM22 at 42 °C by complementa-
tion with a plasmid containing kdsD 
(i.e., KPM25), suggesting a partially 
defective cell envelope due to the 
block in Kdo synthesis.  

To further investigate the nature of 
the defect, the saccharide composi-
tion of purified LPS extracts (Supple-
mentary Table 2) was estimated for 
the inner core constituents (Kdo and 
heptose) and lipid A (glucosamine 
(GlcN)) (Figure 2, panel a). The 
ratios for both wildtype BW30270 
(1 GlcN:0.9 Kdo:2.2 heptose) and 

KPM25 (1.0 GlcN:1.0 Kdo:2.5 heptose) were consistent 
with the ratio for the predominant LPS species (glyco-
form I) of E. coli K-12 (1.0 GlcN:1.0 Kdo:2.0 heptose) 
(11).  Only traces of Kdo or heptose were detected in 
comparison for KPM22, though GlcN was still present 
indicating the lipid A backbone was intact. 

Silver-stained sodium dodecyl sulfate polyacryl-
amide gel electrophoresis (SDS-PAGE) analysis of 
samples detected no LPS bands for KPM22 (Figure 2, 
panel b, top). Blotted membranes were treated with 
acid to cleave the saccharide core before being probed 
with the mAb A6 antibody, which recognizes the 
non-glycosylated 1,4´-bisphosphorylated β-1,6-linked 
GlcN disaccharide backbone of lipid A. A single band 
from KPM22 that migrated faster than the Kdo2-lipid A 
standard but at the same level as the synthetic LPS 
pathway intermediate lipid IVA was recognized by the 
antibody (Figure 2, panel b, middle, lanes 7 and 16, 
respectively). Only LPS samples prepared from KPM22 
and the lipid IVA standard were recognized by mAb A6 
when the acid hydrolysis step was omitted, confirming 
the native structure was non-glycosylated (Figure 2, 
panel b, bottom).  Similar results were obtained in two 
other constructs derived from KPM22 by deleting the 
first committed step (kdsA, KPM31) and the last step 

(waaA, KPM40) of the 
Kdo pathway (Figure 2, 
panel b, lanes 10–15). 
In contrast to KPM22 

table 1. Generation times in lB media
 Media temperature 

strain 30 °c (min) 37 °c (min) 42 °c (min)

BW30270 39 24 22
KPM22 55 38 N/Aa

KPM25 40 25 23
aAfter two to three generations, growth rate was nonex-
ponential.

Figure 2.  lPs saccharide composition and 
sds-PaGe analysis. a) inner core-lipid a 
saccharide composition (red bars, Glcn; blue 
bars, Kdo; green bars, heptose). b) silver-
stained sds-PaGe gels (top panel) and 
corresponding immunoblots developed using 
maB a6 (middle and bottom panels). the 
middle panel was treated with acetic acid to 
release lipid a prior to immunological reactions. 
lanes 1–5 are Salmonella enterica serovar 
typhimurium reference strains of different lPs 
chemotypes (lane 1. 3749 (Ra); lane 2. 3750 
(Rb2); lane 3. 3748 (Rb3); lane 4. 3769 (Rd1), 
lane 5. 1102 (Re)); lane 6. wildtype BW30270; 
lane 7. KPM22; lane 8. KPM25; lane 9. KPM22 
with a5P in the growth media; lane 10. KPM31; 
lane 11. KPM34; lane 12. KPM31 with 
a5P in the growth media; lane 13. KPM40; 
lane 14. KPM42; lane 15. KPM40 with a5P in 
the growth media; lane 16. 200 ng of chemically 
synthesized lipid iVa (compound 406).
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(Figure 2, panel b, lanes 8 and 
9), neither exogenous A5P in 
KPM31/KPM40 (lanes 12 and 
15) nor plasmid borne API in 
KPM34/KPM42 (lanes 11 and 
14), respectively, restored LPS 
synthesis, consistent with the 
ability of KPM22 to survive with-
out the entire Kdo pathway.

The chemotype of the LPS pre-
cursor in KPM22 was determined by electrospray ion-
ization Fourier transform ion cyclotron (ESI FT-ICR) mass 
spectrometry in negative ion mode (Figure 3; Supple-
mentary Table 3). Spectra of both wildtype BW30270 
and KPM25 displayed similar peak patterns and het-
erogeneity within the characteristic mass range (~3900 
to ~4300 u) of the various hexaacylated E. coli K-12 
LPS glycoforms (Figure 3, panels a and c). The most 
prominent and nearly exclusive LPS related peak in 
KPM22 had a molecular mass of 1404.86 u, consistent 
with the structure of lipid IVA (1,4´-bisphosphorylated 
tetraacylated lipid A, calculated mass 1404.854 u) 
(Figure 3, panel b). Lipid IVA is an intermediate of 
the LPS pathway that serves as the acceptor for the 
sequential addition of two Kdo residues to form 
Kdo2-lipid IVA (Figure 1).  The secondary acyl chain 
fatty acids laurate and myristate are next sequentially 
attached, forming hexaacylated Kdo2-lipid A. Raetz and 
co-workers have shown that both acyltransferases from 
E. coli require Kdo in the lipid substrate for activity (12), 
explaining the lack of secondary acyl chains in KPM22.  

In order to address the subcellular location of lipid 
IVA and determine whether it is transported to the OM 
of KPM22, discontinuous sucrose gradient centrifu-
gation was used to separate the OM from the inner 
membrane (IM) (Figure 4). Both membranes were well 
resolved, though the OM for KPM22 did not migrate 
as far as the wildtype OM, suggesting a decrease in 
buoyant density. Aside from an increase in the amount 
of OM porin (OMP) proteins (~35 kDa) remaining local-
ized in the IM at the expense of accumulating in the 
OM, the overall total protein content and constitution 
as analyzed by SDS-PAGE was remarkably similar.  As 
it has been shown that many OM proteins depend on 
the molecular chaperone properties of LPS for both 
their folding and function (13–15), the decrease in 
OMPs may reflect a decrease in protein transport rates 
and/or insertion efficiency into the OM of KPM22.  
Isolated OM fractions were assayed for the presence 
of 3-hydroxy myristate (3-OH C14:0), a characteristic 
LPS/lipid IVA fatty acid marker. The OM of wildtype and 
KPM22 contained 11.7 and 31.1 µg of 3-OH C14:0 

Figure 3. charge deconvoluted esi Ft-icR mass spectra 
in negative ion mode. a) BW30270 (inset isotopic 
distribution of glycoform i; 3915.71 u). b) KPM22 (inset 
structure of lipid iVa; 1404.86 u). c) KPM25 (inset 
wildtype lPs with Kdo2-lipid a (Re lPs) structure depicted 
and heptose attachment point indicated by arrow. Red, 
blue, and green peak labels correspond to peak families 
for glycoforms i, iV, and ii, respectively (11). Mass 
numbers given refer to the monoisotopic masses of 
neutral lPs molecules and peak assignments are listed 
in supplementary table 4. Peaks corresponding to latri, 
latetra, lapenta, and lahexa are presumably artifacts 
produced during lPs purification and/or ionization 
that result in cleavage of the relatively labile Kdo-lipid 
a linkage as they are not consistent with any known 
pathway intermediates. Pe, phosphatidyl-ethanolamine; 
P, phosphate; P-etn, phosphoethanolamine; latri, latetra, 
lapenta, lahexa, acylation state of lipid a.
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per mg of dried membrane, respectively, suggesting 
substantial quantities of lipid IVA at least equal to the 
amount of LPS in wildtype are in fact present in the 
OM of KPM22.  Further, ESI FT-ICR mass spectrometry 
revealed peaks for lipid IVA in both the OM and IM of 
KPM22, whereas no peaks attributable to lipid IVA were 
detected in either membrane fraction from wildtype 
(data not shown).  Collectively, this indicates that while 
lipid IVA is transported to the OM of KPM22, the rate of 
lipid IVA transport has become uncoupled to its rate of 
synthesis. 

Unlike hexaacylated LPS from wildtype, lipid IVA 
lacks secondary acyl chains. Secondary acyl chains 
have been implicated in maintaining a low degree of 
fluidity (16), a condition that is critical to OM function. 
While it was previously shown that secondary acyl 
chains are not absolutely necessary for viability, the 
degree of LPS underacylation often correlates with the 
extent of growth defects (17–19). The tight packing of 
saturated acyl chains induces a network of hydrophobic 
interactions that help in part to maintain the integrity 
of the OM outer leaflet through van der Waals forces. 
It has been suggested that Kdo (and possibly other 
sugars attached distal to Kdo) further stabilize the lipid 
bilayer by participating in divalent cation (Mg2+ and/or 
Ca2+) bridges formed between negative charges con-
tributed by both the phosphorylated lipid A backbone 
and the carboxylate of Kdo (16). These ionic bridges 
minimize electrostatic repulsion while fostering strong 
lateral interactions between neighboring LPS mol-
ecules. Lipid IVA is apparently sufficient for supporting 
OM biogenesis despite containing only four acyl chains 
and no Kdo. The unprecedented nature of a lipid IVA 
layer in the OM of KPM22 redefines the requisite LPS 
structure for viability in E. coli.   

The cell morphology of KPM22 was examined by 
transmission electron microscopy (TEM). Overall, the 
structure of KPM22 was quite similar to the parent 
wildtype strain (Figure 5). There were no observable 
division defects, cells maintained the normal coliform 
rod shape, and two clearly distinct membranes can 
be discerned enclosing the periplasm. The contracted 
periplasmic volume may be an artifact induced during 
the cell dehydration process caused by the destabilized 
OM. Substantial OM instability is further suggested by 
the appearance of membrane vesicles at the surface 
of KPM22 (Figure 5, panel c). Outer membrane vesicle 
(OMV) formation may be caused by electrostatic charge 

repulsion between the 1,4´-GlcN phosphates of neigh-
boring lipid IVA molecules that are no longer stabilized 
by interactions of the inner oligosaccharide core. This in 
turn increases the membrane curvature, possibly result-
ing in OMV extrusion at the bacterial surface. 

The main function of the LPS layer is to act as a 
permeability barrier toward the diffusion of large, hydro-
phobic molecules and defensins (polycationic peptides) 
as well as to provide a measure of defense against 
nonspecific host cellular responses. The network of 
lateral interactions between adjacent LPS molecules 

Figure 4. sucrose gradient separation of the inner and outer membranes of 
wildtype BW30270 (a) and KPM22 (b). Fractions were assayed for total protein 
content (), outer membrane phospholipase a (oMPla) (o), and inner membrane 
nadH oxidase (). sds-PaGe gels (12%) of protein samples were run under 
reducing conditions. Proteins were resolved under denaturing conditions using 
sds-PaGe (12% w/v). Molecular mass protein markers (kda) are listed on the left 
side of each gel. arrows indicate the position of oMP proteins (~35 kda).
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is particularly well suited for such a role. A panel of 
antibiotics and detergents were screened against 
KPM22 to gauge the effectiveness of an OM containing 
lipid IVA as a permeability barrier (Table 2). KPM22 was 
supersusceptible to large, hydrophobic antibiotics that 
usually have reasonable efficacy against only Gram-
positive bacteria, which naturally do not have an OM. 
Normally denied access to their cellular targets by the 
OM, the minimum inhibitory concentrations (MICs) were 
substantially reduced in KPM22. The degree of increase 
in potency for a particular 
compound corresponded well 
with the partition coefficient 
(Table 2, column XlogP).  The 
large increase in susceptibility is 
likely both a direct consequence 
of the decreased barrier proper-
ties of lipid IVA combined with 
glycerophospholipid, or perhaps 
even lipid IVA, bilayer patches. 
In comparison, the MICs of 
small (<500 Da) compounds 
that are afforded passage 
primarily through water-filled 
OMP protein channels were only 
modestly decreased. KPM22 
was particularly sensitive to 
detergents that directly target 
membrane integrity. Since the 
concentration of biological rel-
evant detergent-like molecules 
such as bile salts (choles-
terol metabolites) in the human 
intestinal tract ranges from 

4 to 16 mM (~1650–6650 µg mL-1) (20), E. coli lacking 
Kdo would clearly no longer be able to thrive within its 
native niche.   

Bacterial LPS endotoxins are potent pro-inflamma-
tory molecules that elicit an innate immune response in 
humans even when present in only trace amounts (21). 
Septic shock results from an imbalanced, dysregulated 
immune response. In part, this pathophysiological 
cascade is triggered by the LPS-induced activation 
of macrophages that in response secrete an array 
of inflammatory mediators including the pleiotropic 
cytokine TNF-α (tumor necrosis factor). Previous work 
has shown that E. coli mutants with underacylated 
lipid A have reduced endotoxicity (22), and so the im-
munogenic potential of samples isolated from KPM22 
was explored (Figure 6). KPM22 did not elicit hTNF-α 
 secretion from human mononuclear cells at concentra-
tions up to 1 µg mL-1, whereas restoration of Kdo syn-
thesis with an API plasmid correlated with an increase 
in cytokine secretion. The disconnection in KPM22 
between the dependence of cell viability on having a 
Kdo-containing agonistic LPS structure is a potentially 
useful property. Currently, the removal of LPS from 
biopharmaceuticals such as recombinant proteins, 

Figure 5. transmission electron microscopy images 
of wildtype BW30270 (a and b) and KPM22 (c and d). 
arrows indicate outer membrane vesicles at the surface 
of KPM22 (c). iM, inner membrane; oM, outer membrane; 
PG, peptidoglycan. scale bars = 50 nm.

table 2. Permeability properties of KPM22

     Mic Mic 
 MWa   Wildtype KPM22 Fold 
compound (g mol–1) XlogPa (µg ml–1) (µg ml–1) difference

Rifampin 822.9 3.72 16 0.03 512

Fusidic acid 516.7 3.7 512 2 256

Novobiocin 612.6 2.74 256 1 256

Erythromycin 733.9 1.98 128 1 128

Vancomycin 1449.3 –0.47 256 32 8

Bacitracinb 1422.7 –1.03 4096 512 8

Chloramphenicol 323.1 1.476 8 2 4

Ampicillin 349.4 0.25 4 2 2

Cephaloridine 416.5 1.73 4 4 1

Sodium dodecyl  
sulfate (SDS)   >32000 8 >4000

Bile saltsc   16000 128 125

aData from http://pubchem.ncbi.nlm.nih.gov/.   b74000 units g-1.   cSodium cholate 
and deoxycholate. 
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DNA, and whole cell or OMV-based vaccines produced 
in a Gram-negative bacterial host poses a challenging 
problem without a universal solution (23). As the OM 
of KPM22 is naturally detoxified, it is envisioned to be 
a suitable host for the production of macromolecules in 
an endotoxin-free environment using the prototypical 
Gram-negative organism E. coli K-12. 

Previous studies have shown that lipid A is not 
essential to the viability of other Gram-negative 
bacteria, including Neisseria meningitidis (24) and 
Moraxella catarrhalis (25), though OM biogenesis and 
cell division in E. coli is still considered to be abso-
lutely dependent upon both lipid A and Kdo biosyn-
thesis (6, 8). Targeting the API kdsD gene to attain 
 Kdo-negative constructs was originally accomplished in 
N. meningitidis (26) and then later repeated in Yersinia 
pestis (27) (Various gene names have previously been 
used for kdsD including kpsF (26) and yrbH (9,27)). 
These mutant strains produced non-glycosylated lipid A 
precursors containing six acyl chains in N. meningitidis 
while the acylation state was not determined for the 
latter. Although both E. coli and Y. pestis are enteric 
bacteria, fundamental differences exist in their LPS 
pathways which uniquely suit their respective biology. 
Wildtype Y. pestis naturally predominately makes and 
transports tetraacylated LPS at 37 °C (28, 29), hinting 

at a potential mechanism for evading the host immune 
response during infection by lowering its innate immu-
nogenic potential. In contrast, E. coli and Salmonella do 
not efficiently transport tetraacylated LPS (30, 31). This 
may reflect the demand for a highly acylated LPS layer 
within the confines of the intestinal tract. In turn, evolu-
tion has restricted the substrate promiscuity of the 
molecular machinery responsible for LPS recognition 
and transport in E. coli to ensure under-acylated (and 
non-glycosylated) LPS precursors are not prematurely 
transported, and thus the OM permeability barrier is 
kept uncompromised. 

Consistent with this theory, the inner membrane 
ABC (ATP binding cassette) transporter that flips LPS 
from the cytoplasm to the periplasmic face of the IM is 
highly selective for hexaacylated LPS/lipid A substrates 
in vitro (17, 32). MsbA was originally identified as 
a multicopy suppressor of LpxL (HtrB) temperature-
sensitive phenotypes (33). Complementation of the 
auxotrophic TCM15 strain with a cosmid library of 
KPM22 genomic DNA revealed that MsbA was a mul-
ticopy suppressor of the ΔKdo phenotype. Seventeen 
separate cosmid clones were isolated containing the 
msbA locus. A cosmid subclone (pMMW52), contain-
ing a 3.5 kb insert with only an intact wildtype msbA 
sequence identical to the wildtype, was apparently 
able to directly rescue TCM15 without the need to 
develop the presumed suppressor mutation(s), as 
judged by loss of A5P auxotrophy and restoration of 
colony-forming ability on solid agar (Table 3).  The 
growth rate of TCM15(pMMW52) is strikingly similar 
to KPM22 (Tables 1 and 3).  These results suggest that 
while lipid IVA is a poor substrate in vitro (32), lipid IVA 
likely becomes a substrate for MsbA in vivo when 
present in high concentrations by simple mass action. 
An E. coli construct with a mutant kdsA allele produc-
ing reduced levels of Kdo, resulting in a temperature-
sensitive growth defect, has also been shown to be 
partially suppressed by increased levels of MsbA (34). 
Taken together, the mechanism of suppression in 
TCM15(pMMW52) poses two main, though not alto-
gether unrelated, possibilities: (1) the actual minimal 
OM LPS structural requirement is lipid IVA, which needs 
to be transported at least at a basal rate sufficient 
to supply enough lipid for OM biogenesis, and/or 
(2) lipid IVA needs to be removed from the IM in order 
to relieve toxic side effects stemming from lipid IVA 
induced IM perturbation.   
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Figure 6. endotoxic activity of lPs preparations. Human 
mononuclear cells (Mnc) were challenged with various 
concentrations of lPs and htnF-α release was measured 
in duplicate (shaded bars, wildtype BW30270; empty 
bars, KPM22; hatched bars, KPM25).
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The derivation of KPM22 affords the unique oppor-
tunity to both challenge the existing Kdo2-lipid A LPS 
dogma and to further explore the role of LPS in cell 
growth. Kdo is evidently not obligatory for the transport 
of the lipid A backbone to, and then assembly of, the 
OM.  The discovery of MsbA as a multicopy suppressor 
of the lethal ΔKdo genotype presents the possibility 
for the de novo engineering of naturally detoxified 
ΔKdo E. coli strains, either through overexpression of 

MsbA or perhaps eventually through the 
utilization of naturally more promiscu-
ous MsbA homologues from other 
bacteria that can accept tetraacylated 
lipid IVA as a substrate. The permeability 
properties of KPM22 directly and dra-
matically demonstrate the potential of 
API biosynthesis inhibition as a means 
to broaden the spectrum of activity of 
existing antibiotics, for which numerous 
analogues already have been made 
and studied, by lowering the intrinsic 

resistance conferred by the OM barrier. In E. coli and 
related bacteria, API inhibition not only increases the 
susceptibility of the bacteria to otherwise OM-imperme-
able antibiotics but also decreases the risk of sepsis 
by lowering the endotoxin burden. The addition of 
these potent, but nonpenetrating, compounds to the 
Gram-negative antibiotic arsenal holds promise for the 
development of new chemotherapeutic approaches to 
treat Gram-negative bacterial infections.

table 3. Multicopy suppression of tcM15 auxotrophy by Msba
 colony forming units (cfu) ml–1 a Growth in liquid lB mediab 

strain lB only lB + a5P/G6Pc,d lBd lB + a5P/G6Pc,d 

TCM15 0 8.7  107  +++ (23)
TCM15 (pMBL19)e 0 2.1  106  +++ (22)
TCM15 (pMMW52)f 4.4  103 3.1  105 ++ (33) +++ (23)

aCfu values correspond to either direct plating (TCM15) or post-electrotransformation as 
described in Methods.  bWhere measurable, generation times (min) at 37 °C are listed in paren-
theses.  c15 µM A5P, 10 µM G6P.  dAmp (100 µg mL–1) was included for strains carrying plasmid.  
eCloning vector.  fSubclone containing msbA.

MetHods
strains and Media. All strains are listed in Supplementary 

Table 1 and were grown in standard Luria–Bertani media or 
MOPS-minimal media with 0.2% glycerol as the sole carbon 
source. KPM22 was derived by diluting (1:200 v/v) exponentially 
dividing cultures of TCM15 at 37 °C in MOPS-minimal media 
supplemented with 10 µM d-glucose 6-phosphate (G6P) and 
15 µM D-arabinose 5-phosphate (A5P) into fresh media lacking 
sugar phosphate supplements. G6P is included to induce the 
uhp hexose phosphate transporter for which A5P is a noninduc-
ing surrogate substrate (35). After an initial lag lasting from 
24 to 32 h, growth resumed and cultures were colony purified 
on LB agar plates. E. coli strain KPM22 was used as the host 
for chromosomal kdsA and waaA gene disruptions using the 
phage λ Red recombinase system according to the procedure of 
 Datsenko and Wanner (36). Kanamycin and ampicillin were used 
at 15 and 100 µg mL-1, respectively. Primer pairs P1/P2 with 
pKD13(kan) or P3/P4 with pKD4(kan) as templates were used 
to construct insert cassettes for KPM31 and KPM40, respec-
tively. Antibiotic resistance markers were excised using the FLP 
recombinase system as described (36), except all plasmids were 
cured at 37 °C. Growth rates were determined using cultures in 
early log phase in LB media by monitoring density at 600 nm 
(Tables 1 and 3; Supplementary Figure 1). Colony forming 
unit (cfu) values were determined after electrotransformation 
(50 µL, ~3.8  109 cells; 50 ng of plasmid) by plating serial 
 dilutions.

lPs Purification. Samples were routinely prepared by 
growing 500 mL of each strain in LB media (37 °C, 250 rpm). 
Stationary phase cultures were dried and extracted according 
to the phenol–chloroform–petroleum ether procedure (37). 
Samples were further purified by sequential treatment with 
DNase I/RNase A, proteinase K, pelleted by ultracentrifugation, 
washed three times with distilled water, before being extensively 

dialyzed.  Representative purification yields are listed in Supple-
mentary Table 2.

carbohydrate composition analysis. The hexosamine (38), 
3-deoxy sugar (39), and heptose (40) colorimetric chemical 
assays were used to estimate the glucosamine (GlcN), Kdo, 
and heptose content of LPS samples, respectively. Hexosamine 
content was determined posthydrolysis (500 µL of 4 M HCl, 
100 °C, 18 h). 

sds-PaGe and lipid a immunoblots. LPS profiles of whole-
cell lysates were analyzed on 13% SDS-PAGE according to the 
method of Hitchcock and Brown (41).  Gels were silver stained 
for LPS analysis (41), or electrotransferred to PVDF membranes 
using standard procedures. Prior to incubation of the blots with 
mAb A6, which recognizes the nonglycosylated 1,4´-bisphos-
phorylated β-1,6-linked GlcN disaccharide backbone of lipid 
A (42), the membranes were boiled for 1 h in 1% acetic acid to 
cleave the α-2,6-Kdo-GlcN linkage before being developed by 
the usual immuno-procedure (43). 

esi Ft-icR Mass spectrometry. Electrospray ionization Fourier 
transform ion cyclotron (ESI FT-ICR) mass spectrometry was 
performed in the negative ion mode using an APEX II Instrument 
(Bruker Daltonics) equipped with a 7 T actively shielded magnet 
and an Apollo ion source as described previously (44). Peaks 
were assigned on the basis of the previously published detailed 
structural analysis of LPS from E. coli K-12 strain W3100 (11). 
Structure assignments of the most abundant ions are summa-
rized in Supplementary Table 3. 

sucrose Gradient separation of iM and oM Fractions. 
Cells were grown in 2 L of LB medium at 37 °C to mid-log 
phase (A600 = 0.8), harvested by centrifugation, washed twice 
with buffer (50 mM Tris-HCl, pH 7.8, 1 mM EDTA), and then 
 resuspended in 20 mL of the same buffer containing DNase I/
RNase A (0.1 mg mL-1 each). After cell disruption in a French 
pressure cell (three passes, 20000 psi), the cellular debris was 
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removed by centrifugation (8000g; 30 min) and the membranes 
were sedimented (150000g, 60 min) and then washed three 
times (10 mM HEPES, pH 7.4). The membrane pellet was 
resuspended and layered onto a discontinuous sucrose gradient 
and centrifuged as described (45, 46). Fractions were assayed 
for protein content (Bio-Rad Protein Assay Reagent), for the IM 
marker NADH oxidase (47) and the OM marker phospholipase A 
(OMPLA) (48). OM and IM fractions were pooled, sequentially 
 diluted with buffer (10 mM HEPES, pH 7.4), and then sedi-
mented by ultracentrifugation (150000g, 2 h) to remove sucrose 
before finally being resuspended in water and lyophilized.  

After separation, aliquots of isolated membrane fractions 
were analyzed by two separate methods. The total content of the 
LPS/lipid IVA marker fatty acid 3-hydroxy myristate in the mem-
brane fractions was measured using gas chromatography-mass 
spectrometry (GC–MS) as described (49).  To isolate lipid IVA, 
samples were extracted using a single-phase Bligh-Dyer (50) 
mixture and then analyzed by ESI-MS.

transmission electron Microscopy (teM). Cultures of cells 
growing in early log phase in LB media at 37 °C were fixed 
(2% osmium tetroxide, 90 min, room temperature, 22 °C), 
washed with distilled water, incubated with 2% uranyl acetate 
contrast solution (1 h), and then rewashed. Cells were dehy-
drated by a series of ethanol washes (30%, 50%, 70%, 90% 
ethanol, 15 min each), twice bathed in propylene oxide (15 
min each), and impregnated in a propylene oxide/Epon mixture 
(1:1 v/v, overnight at 4 °C). Samples were polymerized (over-
night at 60 °C), and the block was sliced into ultrathin sections 
(80–100 nm), placed on grids, and contrasted in a lead citrate 
solution.  Images were acquired on a Phillips CM-100 transmis-
sion electron microscope equipped with an automated com-
pustage and Kodak 1.6 Megaplus high-resolution digital camera.

Minimum inhibitory concentration (Mic) determinations. 
The MICs of all antibiotics and drugs studied were measured 
in LB media using the standard serial microdilution method 
as described (51).  Cultures were incubated with shaking 
(~200 rpm) at 37 °C for 18 h, and growth was scored by visual 
inspection. MIC values were interpreted as the lowest concentra-
tion of a drug that completely inhibited growth.

Human tnF-α cytokine assay. The release of tumor necrosis 
factor (TNF)-α cytokine from human mononuclear cells (MNCs) 
was measured using an enzyme-linked immunoabsorbent assay 
(52). LPS samples were resuspended in Hanks’ balanced salt 
(HBS) solution by vortexing, aged overnight at 4 °C, and then 
vortexed immediately prior to use. Heparinized blood was mixed 
with an equal volume of HBS solution, and MNCs were isolated 
by differential gradient centrifugation using the Leucosep system 
with Lymphoprep media (Greiner Bio-One). MNCs were washed 
twice with RPMI 1640 media, transferred to 96-well culture 
plates (7.5  105 cells/well), and challenged with LPS. Data 
were collected in duplicate in three separate experiments. A 
representative data set is depicted in Figure 6.

construction of KPM22 cosmid library. A cosmid library 
was constructed from KPM22 genomic DNA by partial digestion 
with Sau3A, ligation into SuperCos1, and packaged using the 
 Gigapack III XL packaging extract as described by the manu-
facturer (Stratagene). TCM15 was prepared for phage infection 
by growth in LB media containing 0.2% (w/v) maltose and 
10 mM MgSO4 as well as additionally supplemented with A5P 
and G6P. Transformants were selected for growth on LB plates 
lacking supplemental sugar phosphates, along with the cosmid 
vector antibiotic resistance marker (100 µg mL-1 Amp). Cosmids 
were subcloned by partial Sau3A digestion followed by ligation 
into the BamHI site of the medium-copy number pMBL19 cloning 
vector (53).
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T uberculosis is the leading cause of mortality 
from a single infectious agent and is responsible 
for more than 2 million deaths worldwide every 

year (1 ). Current control efforts are severely hampered 
by the fact that Mycobacterium tuberculosis (MTB) is 
a leading opportunistic infection in patients with AIDS 
and by the spread of multidrug-resistant strains of MTB 
(MDRTB) (2–5 ). Since no effective vaccine is available, 
the major strategy for combating the spread of this 
disease is through chemotherapy. The current front line 
treatment regimen relies on isoniazid (INH; Scheme 1), 
one of the most effective and widely used drugs for 
the treatment of tuberculosis. INH compromises the 
integrity of the mycobacterial cell wall by inhibiting 
the biosynthesis of mycolic acids (6 ). Although the 
molecular basis for the action of INH is undoubtedly 
complex (7–10 ), there is clear evidence that InhA, the 
enoyl reductase in the type II fatty acid biosynthesis 
pathway (FASII; Figure 1), is a target for INH (11–13 ). 
InhA is inhibited by an adduct formed between INH 
and NAD(H), following activation of INH by KatG, the 
mycobacterial catalase-peroxidase enzyme (Scheme 1) 
(11, 14–19 ). Since the predominant mechanism of INH 
resistance arises from mutations in KatG (3, 20–22 ), 
compounds that inhibit the ultimate molecular target(s) 
of INH, but that do not require activation by KatG, have 
tremendous promise as novel drugs for combating 
MDRTB (23, 24 ). Importantly, Jacobs and co-workers 
have validated InhA as a drug target by demonstrating 
that inactivation of InhA using a temperature-sensitive 
mutation causes the same phenotypic response as INH 
administration (25 ). 
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A B ST R AC T  Novel chemotherapeutics for treating multidrug-resistant (MDR) 
strains of Mycobacterium tuberculosis (MTB) are required to combat the spread 
of tuberculosis, a disease that kills more than 2 million people annually. Using 
structure-based drug design, we have developed a series of alkyl diphenyl ethers 
that are uncompetitive inhibitors of InhA, the enoyl reductase enzyme in the MTB 
fatty acid biosynthesis pathway. The most potent compound has a Ki´ value of 
1 nM for InhA and MIC99 values of 2–3 µg mL-1 (6–10 µM) for both drug-sensitive 
and drug-resistant strains of MTB. Overexpression of InhA in MTB results in a 
9–12-fold increase in MIC99, consistent with the belief that these compounds 
target InhA within the cell. In addition, transcriptional response studies reveal that 
the alkyl diphenyl ethers fail to upregulate a putative efflux pump and aromatic 
dioxygenase, detoxification mechanisms that are triggered by the lead compound 
triclosan. These diphenyl ether-based InhA inhibitors do not require activation by 
the mycobacterial KatG enzyme, thereby circumventing the normal mechanism 
of resistance to the front line drug isoniazid (INH) and thus accounting for their 
activity against INH-resistant strains of MTB.
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Previous inhibitor design efforts have focused on 
the FASII enoyl reductase from both MTB (InhA) as 
well as from other organisms such as Escherichia coli, 
Staphylococcus aureus, and Plasmodium falciparum 
(23, 26–31 ). Using high throughput screening, 
Kuo et al. (23 ) identified two classes of InhA inhibitors 
based upon substituted piperazines and pyrazoles, 
the most potent of which had IC50 values for InhA of 
0.16 µM ((4-(9H-fluoren-9-yl)piperazin-1-yl)(indolin-
5-yl)methanone) and 2.4 µM (4-(trifluoromethyl)-2-
(4,5-dihydro-4-(2,4-dinitrophenyl)pyrazol-1-yl)pyrim-
idine), respectively. While less potent in vitro than the 
piperazine-based compound, the pyrazole inhibited the 
growth of drug-resistant MTB strains with MIC99 values 
of 1–30 µM. Since several of the strains have muta-
tions in the katG gene, these data are consistent with 
the premise that InhA inhibitors not requiring activation 
by KatG should be effective against INH-resistant MTB.

Our own efforts to develop a novel class of InhA 
inhibitors have focused on the biocide triclosan 
(Scheme 1), which was originally thought to have a 

nonspecific mode of action but has now been shown to 
target the FabI enzyme in a number of organisms (see 
ref 26 and references therein) including InhA (8, 32 ). 
Triclosan is a picomolar inhibitor of the E. coli FabI 
enzyme (ecFabI) (33, 34 ), but only a sub-micromolar 
inhibitor of InhA (35). Using the SAR data on ligands 
binding to FabI and InhA, we have now designed a 
series of InhA inhibitors with nanomolar inhibition 
constants (Scheme 1; Table 1). The increase in inhibi-
tion of InhA correlates with a concomitant reduction 
in the MIC99 values for inhibiting the growth of both 
drug-sensitive (H37Rv) and drug-resistant strains of 
MTB. 5-Octyl-2-phenoxyphenol (8PP), the most potent 
compound so far identified, has a Ki´ value of 1 nM 
for InhA and MIC99 values of 2–3 µg mL–1 (6–10 µM) 
for H37Rv as well as for five clinical strains of MTB 
with differing drug resistance profiles. Some of the 
clinical strains contain polymorphisms in KatG, and the 
antibacterial activity of the alkyl diphenyl ethers thus 
supports the hypothesis that compounds that inhibit 
InhA via a mechanism independent of KatG activa-
tion should be active against INH-resistant strains of 
MTB. Evidence that the compounds target InhA within 
the cell is provided by the observation that the MIC99 
values for growth inhibition are increased 9–12-fold 
upon overexpression of InhA in MTB. Finally, transcrip-
tional profiling suggests that the improved antibacterial 
activity of the alkyl diphenyl ethers compared to 
triclosan may be that the former compounds evade 
detoxification mechanisms triggered by triclosan. 

Scheme 1. Enoyl Reductase Inhibitors
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Figure 1. The FASII pathway in M. tuberculosis. The type II fatty acid 
biosynthesis pathway in MTB (FASII) elongates fatty acids provided by 
the MTB type I pathway (FASI). The growing fatty acid is carried by the 
MTB-specific acyl carrier protein, AcpM, and the elongation reactions 
utilize malonyl-AcpM formed from holo AcpM and malonyl-CoA by 
FabD, the malonyl CoA:AcpM acyltransferase. The FASII cycle is initially 
primed by FabH, the β-ketoacyl-AcpM synthase III, which catalyzes the 
condensation of malonyl-AcpM with a long chain acyl-CoA provided 
by the FASI pathway. This reaction occurs with the loss of CO2, and 
each elongation cycle adds two carbons to the growing fatty acid. 
The β-ketoacyl-AcpM is reduced by the NADPH-dependent 3-ketoacyl-
AcpM reductase (MabA or FabG) to 3-hydroxyacyl-AcpM, which is then 
dehydrated by a dehydrase to give 2-enoyl-AcpM. The last step in 
the cycle is catalyzed by the NADH-dependent enoyl-AcpM reductase 
(InhA or FabI) which reduces the enoyl-AcpM to a saturated fatty acid. 
Subsequent rounds of elongation are primed by a β-ketoacyl-AcpM 
synthase I which catalyzes the condensation of the acyl-AcpM formed by InhA with malonyl-AcpM. The resulting β-ketoacyl-AcpM is reduced, 
dehydrated, and reduced by the actions of MabA, the dehydrase, and InhA. There are two β-ketoacyl-AcpM synthase I enzymes in MTB that are 
designated, KasA and KasB. KasA is thought to function primarily in the initial rounds of elongation, while KasB is thought to be specific for 
very long chain fatty acids. 



RESULTS AND DISCUSSION
Since INH resistance results predominantly from 

mutations in KatG, compounds that inhibit the 
molecular target(s) of INH but that do not require KatG 
activation should be effective against the majority of 
INH-resistant strains of MTB. Although the mechanism 
of INH action is undoubtedly complex (8 ), there is con-
vincing evidence that InhA, the FASII enoyl reductase, 
is a target for activated INH. Using structure-based drug 
design, we have developed a series of alkyl diphenyl 
ethers that are potent in vitro inhibitors of InhA and that 
prevent the growth of both sensitive and INH-resistant 
MTB strains with MIC99 values of 2–3 µg mL–1 
(6–10 µM). Overexpression of InhA in MTB results in 
a 9–12-fold increase in MIC99, substantiating InhA as 
the intracellular target for these compounds. Finally, 
gene expression profiling suggests that the decrease 
in MIC99 for the alkyl diphenyl ethers compared to the 

parent compound triclosan may partly result from their 
ability to evade detoxification mechanisms triggered by 
triclcosan. 

Rational Design of Diphenyl Ether-Based InhA 
Inhibitors. Levy and co-workers were the first to 
provide evidence that triclosan targets the FabI enoyl 
reductase enzyme in the bacterial FASII pathway (36). 
Subsequently, triclosan has been shown to inhibit the 
FabI enzyme from a number of organisms (see ref 26 
and references therein), inhibiting the E. coli FabI 
(ecFabI) with a K1 value of 7 pM (33, 37 ). SAR studies 
have explored the interaction of triclosan deriva-
tives with the enzyme from several different sources 
(30, 34, 38–40 ), while Freundlich and co-workers (31 ) 
have studied in detail the importance of the triclosan 
4´ substituent (B ring para-substituent) on the inhibi-
tion of the P. falciparum FabI (pfFabI). The latter study 
identified several compounds that inhibited pfFabI  

45www.acschemicalbiology.org 	 VOL.1 NO.1   •	 	ACS CHEMICAL BIOLOGY

table 1. Enzyme inhibition and MIC99 data for triclosan, isoniazid, and the alkyl diphenyl ethers

 MIC99, µg mL–1 (µM)d

Compounda IC50 (nM)b Ki´ (nM)c H37Rv H37Rv
e W210 TN587 NHN20 HN335 NHN382 

    pMH29:inhA

Triclosan 1000 ± 100 220 ± 20 12.5 ± 0 33.3 ± 12.9 14.7 ± 3.8 12.5 ± 0 12.5 ± 0 18.8 ± 6.3 12.5 ± 0 
   (43.1 ± 0) (115 ± 45) (50.8 ± 13) (43.1 ± 0) (43.1 ± 0) (64.9 ± 21.7) (43.1 ± 0)

2PP 2000 ± 700  3.8 ± 0  
   (17.5 ± 0)

4PP 80 ± 15

5PP 17 ± 5 11.8 ± 4.5 1.0 ± 0  
   (3.5± 0)

6PP 11 ± 1 9.4 ± 0.5 2.1 ± 0.9 18.8 ± 6.8 2.9 ± 0.4 2.0 ± 1.0 3.1 ± 0 3.7 ± 0.9 3.1 ± 0 
   (7.8 ± 3.3) (69 ± 25) (10.7 ± 1.5) (7.4 ± 3.7) (11.5± 0) (13.7 ± 3.3) (11.5± 0)

8PP 5.0 ± 0.3 1.1 ± 0.2 1.9 ± 0.5 22.9 ± 5.1 2.6 ± 0.4 2.0 ± 1.0 2.4 ± 0.76 3.1 ± 0 2.6 ± 0.9 
   (6.4 ± 1.7) (77 ± 17) (8.7 ± 1.3) (6.7 ± 3.4) (8.0 ± 2.6) (10.4 ± 0) (8.7 ± 3.0)

14PP 150 ± 24 30.3 ± 4.7 175 (460)

INH  0.75 ± 0.08f 0.05 ± 0  0.03 ± 0.02 2.4 ± 1.3 0.03 ± 0 0.03 ± 0 1.6 ± 0 
   (0.37 ± 0)  (0.22 ± 0.15) (17.5 ± 9.5) (0.22 ± 0) (0.22± 0) (11.7 ± 0)

a2PP, 4PP, 5PP, 6PP, 8PP, and 14PP are the diphenyl ethers with ethyl, butyl, pentyl, hexyl, octyl, and tetradecyl substituents at the 5 position.  bIC50 deter-
mined by varying inhibitor concentration at a fixed substrate concentration.  cKi´ is the inhibition constant for uncompetitive inhibition of the enzyme.  
dMIC99 is the concentration of inhibitor that resulted in complete inhibition in growth of MTB. Numbers reported were determined in triplicate and stand-
ard deviations are given. H37Rv is a drug-sensitive strain of MTB, while W210, TN587, NHN20, HN335, and NHN382 are five clinical strains of MTB with 
various sensitivities to INH.  eH37Rv pMH29:inhA is the strain of MTB transformed with an InhA overexpression vector.  fKi for the inhibition of InhA by the 
INH-NAD adduct from Rawat et al. (24 ).



with IC50 values similar to that of the parent compound 
(IC50 = 73 nM) and that were active against drug-
resistant strains of the parasite. Although triclosan is a 
picomolar inhibitor of ecFabI, this compound inhibits 
InhA with a Ki´ value of only 0.2 µM (33, 35, 37 ). InhA 
and ecFabI share a high degree of structural homology 
(1.6 Å rms deviation in α-carbon position) and are 
36% identical in sequence (41 ). Consequently, our 
goal was to understand the 30 000-fold difference in 
the affinity of triclosan for ecFabI and InhA and to use 
this information to design high-affinity InhA inhibitors. 
To supplement our 1.75 Å structure of triclosan bound 
to ecFabI (Figure 2, panel a) (42 ), we determined the 
structure of triclosan bound to InhA. Consistent with 
the uncompetitive inhibition of InhA by triclosan (35 ), 
the inhibitor binds to InhA in the presence of NAD+ 
(Figure 2, panel b). The 2.3 Å resolution structure 
presented here reveals that the hydroxyl-substituted 
ring of triclosan (the “A” ring; Scheme 1) stacks with 
the nicotinamide ring of NAD+ and forms a hydrogen 
bond to Tyr158 and the 2´-hydroxy group of NAD+ 
(Figure 2, panel b); a highly conserved hydrogen-
bonding pattern observed in complexes of triclosan 
with other enoyl reductase enzymes (Figure 2, panel 
b, black dotted lines) (23, 42, 43 ). The remaining inter-

actions between triclosan and InhA are predominantly 
hydrophobic, and the dichlorophenyl ring (the “B” ring; 
Scheme 1) is positioned orthogonally to the A ring with 
one of the chlorine atoms pointing toward the NAD+, 
while the other is solvent-exposed. The asymmetric 
unit contains one and a half InhA tetramers, and the 
mode of triclosan binding is the same in all six InhA 
monomers. Kuo et al. have also reported the crystal 
structure of InhA bound to triclosan (23 ). In the latter 
case, the crystals were obtained in a different space-
group and only contained two InhA molecules in the 
symmetric unit. While triclosan was bound to the active 
site of each molecule in a conformation similar to that 
observed here, one of the InhA molecules contained 
a second triclosan in the active site in an inverted 
orientation relative to the first triclosan. This second 
binding mode is not present in our crystals, and we 
observed only one triclosan molecule per active site.

While the structures of triclosan bound to ecFabI and 
InhA are generally very similar, an important differ-
ence concerns the ordering of a loop of amino acids 
that covers the active site of each enzyme (42 ). This 
“substrate-binding” loop (residues 195–200; Figure 2, 
panel a, red loop) becomes ordered when triclosan 
binds to ecFabI (42 ) or when FabI is complexed with 
a diazaborine inhibitor (44 ). As triclosan is a slow, 
tight-binding inhibitor of ecFabI (33, 37 ), a plausible 
explanation for the slow step in triclosan binding is the 
ordering of this loop. In contrast, residues 197–211 
in the substrate-binding loop are disordered in the 
InhA–triclosan complex (Figure 2, panel b, loop ends 
colored red), and slow onset kinetics are not observed 
in the inhibition of InhA by triclosan (35 ). Taken 
together, these data suggest that ordering of the 
FabI (InhA) active site loop is coupled to high-affinity 
enzyme inhibition. In support of this hypothesis, we 
note that the InhA loop is ordered in the structure of 
the INH–NAD adduct bound to InhA (19 ) and that the 
INH–NAD adduct is a slow, tight-binding inhibitor of 
InhA with a Ki value of 0.75 nM (24 ). 

In previous studies on the interaction of triclosan 
with ecFabI, we noted that interactions between the 
chlorine atom on the triclosan A ring and Phe203, a 
residue adjacent to the substrate-binding loop in FabI 
(Figure 2, panel a, blue residue), were critical for high-
affinity inhibition of FabI. Phe203 is mutated in E. coli 
strains with increased resistance to triclosan (36 ); the 
F203L FabI enzyme has been shown to bind triclosan 
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Figure 2. Structures of triclosan bound to the E. coli FabI and InhA. Structures of 
triclosan (TCN; gray molecule) in complex with NAD+ (blue molecule) and a) the 
E. coli FabI (1QSG.pdb) and b) InhA. In the FabI-triclosan complex, the active site 
loop is ordered (colored red) and residue Phe203 (blue) is shown adjacent to the 
loop, while in the InhA-triclosan complex, the loop is disordered (loop ends colored 
red). In panels c and d, the InhA-triclosan structure has been overlayed with the 
structure of the C16-N-acetylcytseamine substrate (C16-NAC; yellow) bound to 
InhA and NAD+ (1BRV.pdb; (41 )). In the C16-NAC complex, the active site loop (red 
surface) is ordered. The figures were made with PyMol (http://www.pymol.org).



40-fold less tightly than the wild-type enzyme (37 ). In 
addition, subtle alterations in the A ring chlorine have 
a major impact on binding to FabI (34 ). In contrast to 
the data with ecFabI, replacement of the A ring chlorine 
with a fluorine or methyl group had only a minor impact 
on binding to InhA (unpublished data). Since InhA has 
a larger substrate-binding loop than ecFabI (19, 41 ), 
we speculated that larger substituents on the diphenyl 
ether A ring might result in additional contacts between 
triclosan and residues comprising the InhA substrate-
binding loop. This hypothesis was substantiated follow-
ing superposition of the structures of InhA in complex 
with triclosan (Figure 2, panel c, gray molecule) and 
hexadecenoyl-N-acetylcysteamine (C16-NAC; Figure 2, 
panel c, yellow molecule; PDB code 1BVR) (41 ). 
Significantly, the substrate-binding loop is ordered 
in the InhA–C16-NAC complex (Figure 2, panel d, 
red surface), and superposition of the two structures 
revealed that the thioester carbonyl group and the first 
three carbons of the acyl chain of the C16-substrate 
superimpose accurately with half of the triclosan A 
ring and the chlorine atom of ring A (Figure 2, panel c, 
yellow and gray molecules, respectively). Consequently, 
this lipophilic chlorine atom and those of ring B were 
removed, and the former was replaced with an alkyl 
chain of varying length resulting in the alkyl diphenyl 
ethers shown in Scheme 1. 

Interaction of the Alkyl Diphenyl Ethers with InhA. 
IC50 values for the inhibition of InhA by the alkyl 
diphenyl ethers are presented in Table 1. Under the 
conditions used, the IC50 value for triclosan was 1 µM. 
Removal of the two chlorines on the diphenyl ether 
B ring and replacement of the A ring chlorine with an 
ethyl group resulted in a 2-fold increase in IC50 com-
pared to triclosan. Thereafter, as the alkyl substituent at 
the meta-position on the A ring was enlarged from C2 
to C8, there was a corresponding decrease in IC50 value 
for InhA inhibition from 2 µM to 5 nM. Ki´ values were 
determined for several inhibitors, and these values 
followed the trend observed in the IC50 values. In each 
case, the compounds were rapid, reversible, uncom-
petitive inhibitors of InhA suggesting that they bind to 
the InhA–NAD+ product complex as observed for triclo-
san (35 ). The Ki´ value for triclosan was 0.22 µM and 
1.1 nM for 8PP, the most potent diphenyl ether reported 
in the present studies. In addition to compounds with 
alkyl chains of up to eight carbons, we also tested 
a diphenyl ether with a C14 alkyl substituent. This 

compound, while still an uncompetitive inhibitor of 
InhA, had a Ki´ value 30-fold larger than that for 8PP.

To probe the interaction of the alkyl diphenyl ethers 
with InhA, we solved the structures of the enzyme 
complexes with the pentyl (5PP) and octyl (8PP) 
derivatives to 2.8 and 2.6 Å resolution, respectively. 
As predicted from the superposition, the rings of these 
inhibitors bind in a similar orientation as the triclosan 
rings (Figure 3, gray molecules). In addition, a similar 
hydrogen-bonding pattern is observed between inhibi-
tor hydroxyl substituents and Tyr158 as well as the 
2´-hydroxyl group of NAD+ (Figure 3, black dotted lines). 
The 5PP alkyl chain is in a similar position in the active 
site as the alkyl chain of the C16 substrate. The pentyl 
chain forms predominantly hydrophobic interactions 
with residues Phe149, Met155, Tyr158, and Leu218. 
Superposition of the 8PP inhibitor structure with the 
C16 structure shows that the first four carbons of the 
octyl chain superimpose well with the C16 fatty-acyl 
chain. However, in contrast to the C16 substrate, which 
bends in the active site and forms a U-shape within the 
peptide gallery, the octyl chain adopts a linear confor-
mation and burrows into the protein forming hydropho-
bic contacts with Phe149, Met155, Ala157, Pro156, 
Ile215, and Leu218. To accommodate the linear 
conformation, Leu218 is shifted by an average of 2 Å. 

Similar to the InhA–triclosan complex, the majority 
of the substrate-binding loop is disordered in both the 
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Figure 3. Structures of InhA in complex with the alkyl diphenyl ethers 5PP and 
8PP. InhA in complex with NAD+ (blue molecule) and a) 5-pentyl-2-phenoxyphenol 
(5PP, gray) and b) 5-octyl-2-phenoxyphenol (8PP, gray). The color scheme is the 
same as that used in Figure 1, panel b. In both subunits, the active site loops are 
disordered and the loop ends are colored red. Also shown are hydrogen bonds 
(black dots) between the inhibitor (gray) and Tyr158 (blue molecule) as well 
as the 2´-hydroxyl group of NAD+ (blue molecule).  The figures were made with 
PyMol (http://www.pymol.org ).



pentyl and octyl ligand structures (Figure 3, loop ends 
colored red). Thus, in agreement with our hypothesis, 
compounds that are rapid, reversible inhibitors of InhA 
do not cause loop ordering. We note that the pentyl 
and octyl chains interact only with the very last residues 
of the loop, and further elaboration of the inhibitors is 
presumably required to cause loop ordering. We predict 
that compounds with this property will be slow, tight-
binding InhA inhibitors with sub-nanomolar affinities 
for the enzyme. 

Antibacterial Activity against Drug-Sensitive and 
Drug-Resistant Strains of MTB. Table 1 contains 
MIC99 values for triclosan and several of the substi-
tuted diphenyl ethers against H37Rv, a drug-sensitive 
laboratory strain of MTB, and five clinical strains of 
MTB, W210, TN587, NHN20, HN335, and NHN382 with 
multiple drug resistance profiles and, specifically, with 
various levels of susceptibility to the InhA inhibitor INH. 
Both TN587 and NHN382 are INH-resistant due to KatG 
alterations, the most common mechanism of resistance 
to INH. TN587 carries the KatG S315T mutation, while 
in NHN382, the katG gene has been deleted. We also 
included clinical strains NHN20 and HN335 which, 
while having a wild-type copy of katG, have been 
reported to have low levels of INH resistance. 

Triclosan has an MIC99 value of 12.5 µg mL–1 
(43 µM) for H37Rv, which decreases to 3.8 and 
1 µg mL–1 (17.5 and 3.5 µM) for the diphenyl ethers 
with ethyl (2PP) and pentyl (5PP) substituents, respec-
tively. 6PP and 8PP have MIC99 values of 2 µg mL–1 
(7.8 and 6.4 µM, respectively) against H37Rv. However, 
when the alkyl chain was extended to 14 carbons, a 
much larger MIC99 value of 175 µg mL–1 (460 µM) was 
obtained. Thus, there is a correlation between the anti-
bacterial activity of the diphenyl ethers and the affinity 
of these compounds for InhA. This is significant, espe-
cially when we take into account that modulation of the 
triclosan skeleton has also improved the therapeutic 
index for these InhA inhibitors. Thus, while triclosan is 
toxic to Vero cells at 5 × MIC, 6PP and 8PP display no 
toxicity up to 10  MIC (unpublished data).

Triclosan, 6PP, and 8PP were also evaluated against 
the five clinical MTB strains and were each shown to 
have MIC99 values close to those exhibited against 
H37Rv. In contrast, while the MIC99 values for INH 
against three of the clinical strains (W210, NHN20, 
and HN335) were similar to the value obtained against 
H37Rv (0.05 µg mL–1, 0.37 µM), strains TN587 and 

NHN382 had MIC99 values 30–50-fold higher than for 
H37Rv. Thus, not only are 6PP and 8PP more potent 
than triclosan at inhibiting the growth of MTB, but 
they are also active against clinical strains resistant 
to the front line TB drug INH. Thus, in support of our 
hypothesis, InhA inhibitors that do not require KatG 
activation are active against INH-resistant MTB. The cor-
relation between the Ki and MIC99 values suggests that 
the antibacterial activity of the compounds results from 
inhibition of InhA within the mycobacterium, a proposal 
supported by the observation that the C14-substituted 
diphenyl ether has a reduced affinity for InhA and a 
substantially poorer MIC99 value for H37Rv compared to 
6PP and 8PP (Table 1). To provide further mechanistic 
insight into the antibacterial activity of the diphenyl 
ethers, we evaluated the effect of InhA overexpression 
on the MIC99 values and used QRT-PCR to monitor the 
effect of compound treatment on the transcriptional 
response of several mycobacterial genes that discrimi-
nate between the antimycobacterial compounds INH, 
thiolactomycin (TLM), and triclosan (45, 46 ). 

Mode of Action Studies. Previously, it was shown 
that overexpression of InhA in MTB using the myco-
bacterial vector pMH29:inhA resulted in a 7-fold 
increase in MIC99 for triclosan (8 ). These data are 
in agreement with genetic selection experiments 
(32 ) and support the hypothesis that InhA is an 
important intracellular target for triclosan. We have 
now extended these studies to include the alkyl 
diphenyl ethers and have shown that transforma-
tion of MTB with pMH29:inhA causes a 9–12-fold 
increase in MIC99 values for 6PP and 8PP (Table 1). 
The increase in MIC99 values are of the same magni-
tude as the expected increase in InhA levels result-
ing from use of the pMH29:inhA vector, and thus, 
these data provide strong support for the belief that 
the antibacterial activity of the alkyl diphenyl ethers 
results from an inhibition of InhA within the cell. 

While the gene dosage experiments suggest that 
InhA is an intracellular target for both triclosan and 
the alkyl diphenyl ethers, the latter compounds are 
considerably more potent than the parent pharma-
cophore. To provide further insight into the mode of 
action of the alkyl diphenyl ethers, we evaluated the 
effect of these compounds on the expression levels of 
several genes that had previously been identified by 
Betts et al. who studied the transcriptional response of 
MTB to treatment with the antimycobacterial drug INH 
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and the in vitro bacterial inhibitors TLM and triclo-
san (46 ). The latter experiments were undertaken to 
provide more information on the molecular basis for 
INH action which, while known to inhibit InhA, has also 
been proposed to target KasA, the FASII β-ketoacyl-
AcpM synthase I (7 ). Both INH and TLM were shown 
to strongly induce genes in the kas operon, which 
encodes components of the FASII system including 
AcpM, KasA, and KasB (8, 45, 46 ). Since TLM is a Kas 
inhibitor, these data support the hypothesis that KasA 
is one of the targets for INH (7, 8 ). In contrast, triclosan 
has no effect on the expression of the kas operon, 
consistent with the proposal that triclosan inhibits InhA 
within the mycobacterium (8, 32 ). Instead, triclosan 
strongly upregulates rv1685c-rv1686c-1687c, an 
operon which encodes a transcriptional regulator 
and components of an ABC-type multidrug transport 
system, as well as rv3160c-rv3161c, which encodes a 
putative aromatic dioxygenase that converts aromatic 
compounds to non-aromatic cis-diols. 
Thus, the strongest response of MTB 
to triclosan treatment is to upregulate 
detoxification mechanisms that metabo-
lize triclosan and pump it out of the cell 
(46 ). Interestingly, neither triclosan nor 
INH affected the expression of the mab 
operon that encodes the FASII enzymes 
MabA and InhA.

Using the gene expression 
data, we chose discriminant genes 
encoding putative drug detoxifica-
tion proteins (rv3160c-rv3161c and 
rv1685c-rv1687c), fatty acid biosyn-
thetic proteins related to mode of 
action (fabD, kasA, and inhA), and 
proteins indicative of general meta-
bolic activity (dnaA) and of unknown 
function (rv1072, rv2253, and rv3486), 
in addition to a normalization gene 
(sigA), to evaluate the mode of action 
of 6PP and 8PP in comparison to the 
parent pharmacophore triclosan. The 
transcriptional response of the majority 
of the genes analyzed revealed that 
6PP and 8PP have a similar mode of 
action to triclosan (Table 2). Thus, like 
triclosan, 6PP and 8PP failed to dif-
ferentially alter the expression of the kas 

operon, in contrast to INH and TLM (8, 46 ). However, 
6PP and 8PP also failed to induce expression of two 
operons, rv3160c-rv3161c and rv1685c-rv1687c, 
that were highly induced in response to triclosan 
treatment (Table 2). Thus, one difference in MIC99 
values for 6PP and 8PP compared to triclosan may be 
that the former compounds, unlike triclosan, do not 
upregulate proteins involved in triclosan detoxification. 

While the gene dosage experiments provide strong 
evidence that the alkyl diphenyl ethers target InhA 
within the cell, transcriptional profiling suggests a 
mode of action for these compounds different from that 
of the front line TB drug INH. This is of interest since INH 
is a known in vitro InhA inhibitor, and InhA is thought 
to be a principal in vivo target for the activated form of 
the drug. While we firmly believe that InhA is a target 
for INH, the variation in transcriptional profiles between 
INH and the alkyl diphenyl ethers suggests that one 
or both of these compounds have additional targets 
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table 2. Transcriptional changes in discriminant genesa

 Ratio (treated/untreated)

ORF Gene  Gene productb Triclosan  6PP 8PP

Rv0001 dnaA Chromosomal replication initiator 0.5 ± 0.2 0.9 ± 0.6 0.6 ± 0.1
Rv0077c   Probable oxidoreductase 1.6 ± 0.6 1.0 ± 0.3 1.5 ± 1.3
Rv0711 atsA Possible arylsulfatase 1.2 ± 0.6 1.2 ± 0.4 1.2 ± 0.4
Rv1072  Probable conserved membrane  
  protein 1.1 ± 0.2 1.3 ± 0.8 0.4 ± 0.1
Rv1484 inhA Enoyl reductase 0.8 ± 0.0 1.1 ± 0.5 1.0 ± 0.1
Rv1557 mmpL6 Probable conserved transmembrane   
  transport protein 1.3 ± 0.6 0.6 ± 0.3 1.2 ± 0.4
Rv1685c  Unknown 10.6 ± 4.6 1.1 ± 0.3 1.9 ± 0.1
Rv1686c   Probable integral membrane  
  protein  ABC transporter 15.0 ± 1.0 1.0 ± 0.3 0.8 ± 0.1
Rv1687c  Probable ATP binding protein   
  ABC transporter 146 ± 3 0.7 ± 0.4 1.7 ± 0.2
Rv2243 fabD Malonyl CoA-AcpM acyltransferase 0.7 ± 0.4 1.4 ± 0.5 1.2 ± 0.5
Rv2245 kasA β-Ketoacyl synthase 1.0 ± 0.2 1.4 ± 0.1 1.0 ± 0.1
Rv2253  Unknown 0.3 ± 0.2 1.3 ± 0.9 0.7 ± 0.4
Rv3160c  Possible transcriptional regulator 4.7 ± 2.7 1.2 ± 0.5 1.1 ± 0.6
Rv3161c  Possible dioxygenase 7.4 ± 6.0 1.1 ± 0.3 1.4 ± 0.8
Rv3486  Unknown 0.6 ± 0.3 0.6 ± 0.2 0.5 ± 0.3
aTranscriptional response of MTB to 2 h treatment with triclosan, 5-hexyl-2-phenoxyphenol (6PP), or 
5-octyl-2-phenoxyphenol (8PP) normalized to sigA at 2 × MIC99.  Ratios are calculated from independent 
biological replicates of treated compared to untreated.  Standard deviations were determined from three 
biologically independent experiments.  bFunction taken from the tuberculist web site (http://genolist.
pasteur.fr/TubercuList/).



within the cell. Given that INH has also been proposed 
to target the mycobacterial FASII KasA enzyme (7 ) 
and that the activated form of INH is a highly reactive 
species, we believe that the data underline the com-
plexity in the mode of action of INH (8 ). Thus, it seems 
increasingly likely that INH has multiple targets within 
the mycobacterium. Further insight into this question 
will be provided by a genomewide analysis of the effect 
of the alkyl diphenyl ethers on gene transcription. 

Finally, it is clear that modification of the triclosan struc-
ture has resulted in compounds that are not detected 
by the bacterial machinery that senses and deals with 
exposure to chemicals that abrogate mycobacterial 
survival. Consequently, future studies will be focused 
on understanding the molecular mechanisms triggered 
by drug administration, since this is of paramount 
importance in directing the discovery of novel TB 
chemotherapeutics. 
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METHODS
Bacterial Strains. H37Rv is a drug-sensitive laboratory strain 

of MTB. W210, TN587, NHN20, HN335, and NHN382 are clinical 
MTB isolates with differing drug resistance profiles. TN587 
and HN335 have been described before (7, 47 ), while W210, 
NHN20, and NHN382 were obtained from Drs. Musser and 
Kreiswirth.

Synthesis of the Alkyl Diphenyl Ethers. The general reactions 
for the synthesis of the alkyl diphenyl ethers are shown in 
Figure 4. The bridging diphenyl ether bond was formed using 
Buchwald’s method to couple iodobenzene with 4-chloro-2-
methoxyphenol (reaction A) (48 ). Subsequently, a Negishi 

coupling reaction was 
used to replace the 
chloro group with an 
alkyl chain (reaction B) 
(49 ), and then the 
final product was 
generated using BBr3 
at low temperatures 
(reaction C) (50 ). Details 
of the synthesis may 
be found in Supporting 
Information.

Inhibition Kinetics. 
Kinetic assays using 
trans-2-dodecenoyl-
Coenzyme A (DD-CoA) 
and wild-type InhA were 
performed as described 
previously (35 ). 
Reactions were initiated 
by addition of substrate 
to solutions containing 
InhA, inhibitor, and 
NADH in 30 mM PIPES 
and 150 mM NaCl, 

pH 6.8, buffer. IC50 values were determined by varying the 
concentration of inhibitor in reactions containing 250 µM NADH, 
1 nM InhA, 85 µM DD-CoA, 8% (v/v) glycerol, and 0.1 mg mL–1 
BSA. The experimental data were analyzed using eq 1, where I is 
the inhibitor concentration and y is percent activity, and using a 
slope factor (s) of 1.0.

y = 100%/[1 + (I/IC50)s] (1)

Inhibition constants (Ki´) were calculated by determining the 
kcat and Km (DDCoA) values at several fixed inhibitor concentra-
tions using the same assay conditions to those described 
above. The inhibition data were analyzed using the standard 
equation for uncompetitive inhibition. For compounds with 
Ki´ values in the low nanomolar range, initial velocities were 

determined at a fixed substrate concentration and the data were 
fit to eq 2 using a value of Km (DDCOA) = 29 µM

vi/v0 = (Km + S)/(Km + S[1 + I/ Ki´]) (2)

where vi and v0 are the initial velocities in the presence and 
absence of inhibitor. The substrate concentration was fixed at 
15 µM, and the inhibitor concentration was varied from 3.5 to 
1200 nM. Data fitting was performed using Grafit 4.0 (Erithacus 
Software Ltd.).

X-ray Crystallographic Analysis of InhA-Inhibitor Complexes. 
Native crystals of InhA were grown by vapor diffusion at 22 °C, 
equilibrating equal volumes of protein solution (10 mg mL–1) 
and precipitant solution containing 12.5% (w/v) PEG 4000, 
6 mM DMSO, 100 mM ADA, pH 6.8, 2 mM NAD+, and 100 mM 
ammonium acetate against a reservoir solution identical to 
the precipitant solution minus NAD+. To prepare the complex 
with 5-octyl-2-phenoxyphenol (8PP), the InhA crystals were 
transferred into soaking solution (12.5% (w/v) PEG 4000, 
6 mM DMSO, 100 mM ADA, pH 6.8, 25% (v/v) glycerol, 
2 mM NAD+, and 150 mM NaCl) containing 18 mM inhibitor and 
incubated for 5 days before being cryocooled in liquid nitrogen. 
Diffraction data were collected at beam line X26C at the National 
Synchrotron Light Source at Brookhaven National Laboratory and 
indexed, integrated, and scaled using the HKL software (51 ). 
Crystals of InhA bound to 5-pentyl-2-phenoxyphenol (5PP) were 
obtained by vapor diffusion, co-crystallizing the protein in the 
presence of inhibitor. InhA (4.2 mg mL–1) was equilibrated for 
2.5 h in inhibitor solution (0.4 mM NAD+, 150 mM NaCl, 30 mM 
PIPES, pH 6.8, and 2.8 mM 5PP). Equal volumes of protein-
inhibitor solution and precipitant solution (14% (w/v) PEG 4000, 
6 mM DMSO, 100 mM ADA, pH 6.8, and 100 mM ammonium 
acetate) were mixed and equilibrated against a reservoir solu-
tion identical to the precipitant solution at 22 °C. The crystals 
were transferred to precipitant solutions containing 3 mM 5PP, 
2 mM NAD+, 150 mM NaCl, and increasing amounts of glycerol 
in steps of 5% (v/v) until a final concentration of 25% glycerol 
was obtained. The crystals were subsequently cryocooled in 
liquid nitrogen, and data were collected, indexed, integrated, 
and scaled as described above. Crystals of InhA bound to 
triclosan were also obtained by co-crystallization. Triclosan 
(Irgasan DP 300) was a gift from Ciba Specialty Chemicals 
Corp. Equal volumes of inhibitor solution (8.5 mg mL–1 InhA, 
30 mM PIPES, pH 6.8, 150 mM NaCl, 1 mM EDTA, pH 8.0, 
1.5 mM triclosan, and 1.5 mM NAD+) and precipitant solution 
(20% (w/v) PEG 4000, 6 mM DMSO, 100 mM ammonium 
acetate, and 100 mM ADA, pH 6.8) were mixed and equilibrated 
against the precipitant solution at 22 °C. These crystals were 
transferred to precipitant solutions containing 1.5 mM triclosan, 
1.5 mM NAD+, 150 mM NaCl, and increasing amounts of DMSO 
in 5% (v/v) increments to a final DMSO concentration of 25%. 

Figure 4. Synthesis of the alkyl diphenyl ethers. 
Conditions for each step are as follows. Reaction A: 
(CuOTf)2·PhH, Cs2CO3, EtOAc, [ArCO2H], toluene, 110 °C. 
Reaction B: 2% Pd(P(t-Bu)3)2, THF/NMP, 130 °C. Reaction 
C: BBr3, dry CH2Cl2, –78 °C. 



The crystals were cryocooled, and data were collected, indexed, 
integrated and scaled as described above. All three crystal 
forms contain six molecules in the asymmetric unit. Four of the 
molecules in the asymmetric unit form a homotetramer, while 
the remaining two subunits form half of a second homotetramer, 
which is completed by a crystallographic two-fold symmetry axis.

The 2.3 Å structure of InhA bound to triclosan was solved by 
molecular replacement with AMoRe, using the protein portion 
of the previously characterized structure of InhA bound to a 
C16-substrate (PDB code 1BVR) as a search model (41 ). From 
the MR model, phases and the associated figure of merit of the 
structure factors were calculated using the CCP4 programs SFALL 
and SIGMAA. This information was used to run the prime-and-
switch procedure of RESOLVE to remove model bias. The NAD+ 
cofactor and triclosan molecules were easily identified in the 
resulting maps and built using the program O. Iterative model 
building and refinement were carried out using O and CNS, 
respectively. 

The 2.8 Å structure of InhA bound to 5PP was solved by 
molecular replacement with AMoRe, using the protein portion 
of the triclosan structure as a search model. The MR model was 
used as the input for CNS rigid body refinement and simulated 
annealing. The NAD+ cofactor and 5PP could be identified in 
the resulting Fo – Fc difference density map and were built into 
the electron density maps using O. Iterative model building and 
refinement were carried out using O and CNS, respectively. 

The 2.6 Å structure of InhA bound to 8PP was solved by 
molecular replacement with AMoRe, using a single monomer 
of a previously characterized InhA (PDB code 1ENY) as a search 
model. The MR model was used as input for REFMAC rigid body 
refinement. The NAD+ cofactor and the 8PP were built into the 
resulting Fo – Fc difference density map using O. Iterative model 
building and refinement were carried out using O and REFMAC, 
respectively. For all three structures, six-fold noncrystallographic 
symmetry (NCS) restraints were maintained throughout refine-
ment. The tightness of restraints was chosen to minimize the 
free R-value. For the InhA-triclosan complex, all six subunits 
contain a single triclosan molecule. Crystallographic statistics 
are given in Supplementary Table 1.

MIC99 Determinations. MIC99 values were determined 
using the microplate dilution method, as previously described 
(52 ). M. tuberculosis strains (H37Rv and clinical isolates 
W210, TN587, NHN20, HN335, and NHN382) were cultivated 
in Middlebrook 7H9 liquid medium containing 10% OADC 
enrichment and 0.05% Tween-80 to an optical density of ~0.4 
at 600 nM. The bacterial cultures were then prepared for testing 
by diluting 1:100 in 7H9 Middlebrook liquid medium containing 
10% OADC enrichment and 0.05% Tween-80. A total of 50 µL of 
each culture was added to each well of a 96-well optical plate. 
INH was prepared at 90 µM in sterile H2O, while triclosan and 
the alkyl diphenyl ethers were prepared at 60 µM in 5% DMSO. 
Compound stock solutions were diluted 1:2 in Middlebrook 
7H9 liquid medium containing 10% OADC enrichment and 
0.05% Tween-80 and then distributed in the plate as 2-fold 
serial dilutions to achieve a concentration range of 30–0.47 µM 
(45–0.02 µM for INH) in a total final volume of 100 µL. The 
plates were incubated at 37 °C for 5–7 days and evaluated 
for the presence of bacterial growth or non-growth using an 
inverted plate reading method. The MIC99 was determined to 
be the lowest concentration of compound that inhibited visible 
growth of the bacterial culture. Reported MIC99 values represent 
measurements performed in triplicate. The effect of gene dosage 
on the MIC99 values was evaluated by overexpressing InhA in 
MTB H37Rv using the pMH29:inhA vector as described previ-
ously (8 ). The pMH29:inhA vector causes an 8–10-fold increase 
in the concentration of InhA in the mycobacterial cells 

Quantitative Real Time PCR (QRT-PCR). Total bacterial RNA 

from M. tuberculosis strain H37Rv was prepared for quantita-
tive real time PCR analysis from cells grown in 1000 mL of 7H9 
Middlebrook liquid medium supplemented with 10% OADC 
enrichment and 0.05% Tween-80C at 37 °C. The culture was 
shaken at a constant speed of 200 rpm until an OD600 of 
~0.4 was reached, and then the early mid-logarithmic phase 
culture was divided into eight 100 mL aliquots in 250 mL 
Erlenmeyer flasks; four of these aliquots were subjected 
to one of the following drugs: 6PP, 8PP, or triclosan at 2, 2, 
and 35 µM, respectively. DMSO was added to the remaining 
100 mL aliquots to account for the vehicle used to solubilize 
the compounds, and these were considered untreated controls. 
The 100 mL cultures were incubated at 37 °C with shaking 
at a constant speed of 200 rpm for 2 h. Upon completion 
of the incubation, the cells in the cultures were pelleted by 
centrifugation and resuspended in 10 mL of TRIzol reagent to 
stabilize the RNA. Total bacterial RNA was isolated from these 
cultured bacteria by sonic disruption of the TRIzol-bacterial 
mixture for a total of 3 min on ice. RNA was partitioned into 
the aqueous phase from the TRIzol bacterial homogenate 
mixture by the addition of 2 mL of chloroform and centri-
fuged at 27 000g for 30 min. RNA was further purified by 
precipitation in isopropyl alcohol overnight at -80 °C and 
centrifugation at 2800g for 1 h. Final preparation of total RNA 
was performed utilizing an RNeasy miniprep kit (Qiagen). 

cDNA was generated from total RNA using the SuperScript 
III First-Strand Synthesis System for RT-PCR (Invitrogen). Primer 
sequences for sigA, rv2243, rv2245, rv1685c, rv1687c, rv3160c, 
and rv3161c were identical to those described by Betts et al. 
(46 ) (Supplementary Table 2). Primer sequences for rv0001, 
rv0077c, rv0711, rv1072, rv1484, rv1557, rv1686c, rv2253, 
and rv3486 were designed using Primer3 (http://frodo.wi.mit.
edu/cgi-bin/primer3/primer3-www.cgi ) (Supplementary 
Table 2). QPCR was performed with an iCycler iQ real-time PCR 
detection system (Bio-Rad Laboratories) using Platinum SYBR 
Green qPCR SuperMix UDG (Invitrogen). PCR was performed 
at 55 °C for 5 min, then 95 °C for 2 min, followed by 45 cycles 
of 95 °C for 15 s, 60 °C for 30 s, and 72 °C for 45 s. The final 
steps involved an increase of 1 °C every 10 s beginning at 
30 °C for 65 cycles. The relative number of transcripts for each 
gene was determined from standard curves established for 
each primer set by linear regression of data obtained using 
100, 10, and 1 ng of H37Rv genomic DNA. Amplification results 
were visualized and analyzed using the iCycler software, the 
quantification of each gene was normalized to the number of 
sigA molecules, and the differential gene expression for each 
gene was determined in each treated sample relative to paired 
untreated samples.

Accession Codes. Atomic coordinates for each structure 
have been deposited in the Protein Data Bank with the ID 
codes 2B35 (InhA inhibited by triclosan), 2B36 (InhA inhibited 
by 5-pentyl-2-phenoxyphenol), and 2B37 (InhA inhibited by 
5-octyl-2-phenoxyphenol).
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Enhancing the Web Experience

F ew would argue that the Internet and the World Wide Web have not revolutionized 
the way we communicate. We e-mail our colleagues for information; we post our 
thoughts in our blogs; the latest news is fed to our handheld devices. And, we turn 

first to electronic media for our scientific information, searching databases for particular 
genes, structures, and papers. We download and read PDFs. ACS Chemical Biology is 
working to enhance our readers’ Web experience through a number of online-only features, 
including Ask the Expert, WIKI pages, as well as extensive links between these features and 
our print content. 

We include links within our content to Web-only features. For example, you can read 
about the lives, research interests, and backgrounds of the scientists who are featured 
in the Ask the Expert Web forum in the Profiles (1) section of the journal. On our website, 
you can easily navigate from the HTML of the Profile to the Ask the Expert section and 
back again. In Ask the Expert, you may ask questions of the featured scientists about the 
techniques they use in their research or topics on which they might have additional insight. 
For instance, we are currently highlighting neuroscientists Ehud Isacoff and Richard Kramer 
and organic chemist Dirk Trauner. One user asked these experts to speculate on why 
nature designed ion channels as homo-multimeric proteins instead of single polypeptide 
chains. Ask the Expert is designed for scientists at all career stages, from graduate students 
wanting to learn about a particular technique to established faculty members planning on 
shiftng their research focus. 

In the current issue of the journal, you will also note a glossary of keywords within the 
review by Schneider and Shilatifard (2 ). These keywords are linked from the HTML page to 
our Chemical Biology WIKI page where you can contribute your insight to these definitions. 
In addition to the growing glossary list, Chemical Biology WIKI asks for input on topics, such 
as, what is chemical biology and where is chemical biology being done? It is a real-time 
forum for users to shape discussions pertinent to chemical biology. 

Spend some time with our website; read research papers; and try out our new 
community building features. We firmly believe that these online tools are a great way to 
enhance learning, reach out to new colleagues, and challenge us all to think differently 
about chemical biology. 

Sarah B. Tegen
Managing Editor
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 2. Schneider, J., and Shilatifard, A. (2006) Histone Demethylation by Hydroxylation: Chemistry in Action,  
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Zinc Supplements
It is estimated that 2–3 g of zinc is distributed among 1000 proteins, 

making zinc the second most abundant trace element in the body. 
This element is vital for normal function of numerous enzymes and 
transcription factors involved in the immune response, reproductive 
system, and neuronal circuits. For example, zinc is essential for 
proper brain function; however, excess zinc in the brain is toxic 
to cells. Therefore, precise control of zinc levels within cells is 
crucial for health. Little is 

known about the processes 
that distribute and control the 

levels of this metal in the body or 
about the incorporation of zinc into a 

variety of metalloproteins. Now, Bozym 
et al. (p 103; see the accompanying Point 

of View by Barrios) develop a sensitive fluorescence 
assay to measure the concentration of the free (or 
rapidly exchangeable) zinc in live cells. They find that in 
resting PC-12 and CHO cells the concentration of zinc 
is 5–10 pM in the cytoplasm and in the nucleus. These 
new zinc sensors open the door to understanding the 
biology of this metal ion.

Published online March 17, 2006.

10.1021/cb6000922 CCC: $33.50

© 2006 by American Chemical Society

Discriminating Heads
Phospholipase A (PLA) 
enzymes are widely 
distributed in the 
human body and 
are implicated in 
many diseases 
such as cancer 
and autoimmune, 
cardiovascular, and 
neurological disorders. 
All PLA enzymes bind 
phospholipids and 
cleave them to generate a 
free fatty acid (such as arachidonic 
acid) and a lysophospholipid. Both 
of these products mediate a host 
of cellular signaling cascades. The 
subcellular localization and regulation 
of PLA isoforms in various cell types 
and under different physiological 
conditions is an area of intense 
study. How and when individual PLA 
enzymes selectively interact with their 
target phospholipid is not clear. To 
understand the substrate specificity of 
PLAs, Tyler and Prestwich (p 83; see 
the accompanying Point of View by 
Cho) synthesize fluorogenic analogues 
of the phospholipids phosphatidic 
acid (PA), phosphatidylcholine (PC), 
phosphatidylethanolamine (PE), and 
phosphatidylglycerol (PG) 
as model PLA substrates. 
They use these new 
molecules to determine, in 
real time, the influence of 
head group modifications 
on PLA activity in vitro and 
in vivo. The data indicate 
that these new probes will 
be useful in analyzing the selectivity 
of PLA enzymes and the potential 
overlap in the roles of individual 
phospholipases in pathological 
processes.

Blooming Toxins
Microcystins are responsible for the poisoning of animals and humans who come 
in contact with cyanobacteria-contaminated water. These toxins are particularly 
stable as a result of their cyclic structure. Very few cyanobacterial toxins have 
been characterized, and methods to detect and analyze their biosynthetic 
pathways are under development. Previous biochemical and genetic analysis 
has shown that the cyclic microcystins are assembled on a large multienzyme 

complex via a 
nonribosomal peptide 
synthetase/polyketide 
synthase (NRPS/PKS) 
pathway. Comparison of 
microcystin synthetase 
gene clusters with 
those from other 
NRPS/PKS systems 

suggested a biosynthetic mechanism for the synthesis of these toxins. However, 
in vivo data do not support all aspects of this synthetic scheme. Microcystin G 
polyketide synthase (McyG-PKS) contains an adenylation-peptidyl carrier protein 
(A-PCP) loading didomain that is believed to activate and load the starter unit 
phenylacetate for subsequent steps of the synthesis. Using a combination 
of assays and mass spectrometry techniques to observe enzyme-bound 
intermediates, Hicks et al. (p 93) report the in vivo and in vitro processing of the 
loading module McyG A-PCP. They find that McyG A-PCP preferentially activates 
phenylpropanoids rather than phenylacetates. Other results suggest that the 
microcystin biosynthetic pathway contains some novel biochemical reactions. 
Further analysis should elucidate the biosynthetic pathway of this hepatotoxin.
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Lithium, a common treatment for 
bipolar disorder, carries a number 
of side effects. Sleep disturbance 
is among the most common. Sleep 
patterns are controlled by circadian 
rhythm, the 24-hour internal clock 
in organisms. These rhythms, which are 
also displayed by cells, are maintained at the mole-
cular level through interconnected transcriptional 
feedback loops of clock genes. Post-translational 
modification also plays a role in regulation of the cellular 
clocks. Now, Yin et al. (Science 2006, 311, 1002–1005) suggest 
a molecular link between lithium, a kinase, an orphan nuclear 
receptor, and the clock genes.  

The orphan nuclear receptor Rev-erbα is responsible for 
modulating the transcription and rhythmic expression of Bmal1, 
one of many clock proteins. Previous studies showed that Rev-erbα 
turns down its own transcription and that of Bmal1 during circadian 
night. Rev-erbα contains several potential phosphorylation sites 
for glycogen synthase kinase 3β (GSK3β). Interestingly, this kinase 
is selectively inhibited by lithium ions and a mutation found in 
the fly homologue of GSK3β affects circadian timing. To test if this 

kinase modulates the activity of Rev-erbα, 
the authors depleted GSK3β from tissue 
culture cells using RNA interference. To their 
surprise, depletion of the kinase resulted in 

the disappearance of Rev-erbα as well. Since 
a number of timing events in the circadian circuit 

are regulated by positive and negative feedback on 
transcription, the mRNA levels of both Rev-erbα and 
master clock regulator Bmal1 were tested. When GSK3β 

is depleted, the mRNA levels of both regulators 
increased. These data suggested that GSK3β activity 

was modulating the amount of Rev-erbα through 
post-translational modification. To test this hypothesis, 
the authors inhibited GSK3β kinase activity with lithium 
at concentrations that mimic patient serum levels. 
They found very little Rev-erbα protein suggesting that 

it was being degraded. The authors show that ubiquitin-mediated 
proteasomal degradation of Rev-erbα is modulated by two key 
serine residues which are GSK3β phosphorylation sites. These and 
other data indicate that the kinase activity of GSK3β is critical for 
stabilizing Rev-erbα and explain how lithium inhibition of a kinase 
alters the circadian clock. JU

Trigger Points
Many age-related degenerative 
diseases, including Alzheimer’s, 
and diseases connected with 
medical therapy, such as 
dialysis-related amyloidosis 
(DRA), are associated with 
the oligomerization of protein 
into amyloid fibrils. The 
constituents of these amyloids 
vary widely, but the fibrils share 
common structural properties. 
In vitro studies indicate that 
fibril formation begins with a 
nucleation event that is followed 
by a rapid and cooperative 

association. As the amyloid 
product is a heterogeneous 
aggregate, the molecular 
basis for these changes are, 
to date, poorly understood. 
Now, Eakin et al. (Nat. Struct. 
Mol. Biol. 2006; 13, 202–208) 
determine the chemical basis 
and resultant structural changes 
required for oligomerization of 
β-2-microglobulin (β2m) in DRA.

β2m is a subunit necessary 
for the cell surface expression 
of class I-like complexes such 
as the major histocompatibility 

complex (MHC). As part of MHC 
turnover, β2m is released and 
subsequently broken down by 
the kidney. The concentration 
of β2m is higher in patients 
with kidney disease, but this 
increased level of the protein by 
itself does not result in aggre-
gation. Under physiological 
conditions, the transient pres-
ence of stoichiometric Cu2+ is 
required for β2m fibrillogenesis.

The authors show that Cu2+ 
catalyzes the formation of 

Clockwork Lithium

(continued on page 59)

Steve Campbell/Getty Images



Spotlight
Collagen, which is Greek for “glue producer”, 
is the most abundant protein in humans. 
True to its name, collagen literally holds 
the human body together as the major 
component of connective tissue. It also 
contributes to skin strength and elasticity 
and has a greater tensile strength than steel. 
Collagen’s many unique properties have 
stimulated attempts to develop materials for 
medicinal and nanotechnological applica-
tions. However, natural collagen is difficult 
to modify and can cause pathological side 
effects when transplanted into humans. 
Furthermore, generation of synthetic 
collagen has proved difficult to control. Now 
Kotch and Raines (Proc. Natl. Acad. Sci. 
U.S.A. 2006, 103, 3028–3033) have used 
synthetic chemistry to create unique frag-
ments that self-assemble into collagen.

Natural collagen is comprised of three 
polypeptide strands that fold into a triple 

helix, with each strand 
containing a repeating 
tripeptide sequence. The 
researchers generated synthetic 
peptides containing these tripeptide 
sequences along with strategically 
placed cysteines to enable covalent 
linkage of the strands through 
disulfide bonds. The pep-
tides were designed so that 
the locations of the cysteines 
resulted in “sticky ends” that 
enabled self-assembly of collagen-
like triple helices. The authors used a 
variety of techniques to characterize the syn-
thetic collagen triple helices. Circular dichro-

ism spectra confirmed a triple 
helical structure, and 
thermal stability experi-
ments demonstrated 

cooperative denaturation, 

characteristic of triple helices. 
Dynamic light scattering, 

atomic force microscopy, and 
transmission electron micros-

copy provided information about the 
hydrodynamic radius and length of the 

fibrils, which had a width near 1 nm 
and a length approaching 1 µm, 

depending on amino acid 
composition, temperature, 

and solvent. The length of 
natural collagen is approximately 

300 nm; thus this “sticky-ends” 
method for producing synthetic collagen 

is capable of producing strands longer 
than those of natural collagen. This unique 
approach presents intriguing opportunities 
for creating collagen-based materials for 
diverse applications, ranging from tissue 
engineering to providing nanowires for 
electronic devices. EG
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Designer Collagen

M*, an alternative native-
like conformation of the 
protein. This intermediate 
assembles into dimeric 
building blocks that are 
stabilized by Cu2+. The 
authors hypothesized 
that divalent cation–
mediated backbone 
isomerization of 
one proline residue was 
responsible for M* formation. 
To test this hypothesis, Eakin 
et al. mutated the proline to 
alanine trapping this residue 

in a trans conform-
ation. This mutant 
bound Cu2+ 10 000 

fold more tightly 
than WT β2m. The 

crystal structure showed 
that, like WT β2m, 

the mutant adopts a 
β-sandwich structure but its 
hydrophobic core is repacked. 
These and other structural 

rearrangements result in the 
formation of an amphipathic 
dimer. The dimeric structure 
reveals a basis for its role as 

an intermediate building block 
for the formation of higher 
oligomeric states.  

Metal ions are implicated in 
other amyloid diseases. The 
proteins in these systems, like 
β2m, show cation-triggered 
conformational transitions 
possibly involving backbone 
rearrangements. Understanding 
the relationships between these 
metal-triggered transitions and 
fibril formation will be valuable 
in understanding amyloid 
diseases. EJ

Trigger Points, continued
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Some anticancer agents work by 
inducing cancer cells to undergo apop-
tosis or commit suicide. Cancer cells 
unfortunately are notorious for acquir-
ing resistance to apoptosis-inducing 
drugs, including the DNA topoisomer-
ase II-based DNA-damaging agent 
doxorubicin. Smukste et al. (Cancer Cell 
2006, 9, 133–146) have developed 
an assay to identify small molecules 
that boost the toxicity of doxorubicin in 
resistant cancer cells.

Human papillomavirus (HPV), the 
major causative factor in cervical 
cancer, produces an oncogenic protein 
called E6. This protein increases the 
resistance of cancerous cells to antican-
cer drugs through various mechanisms. 
E6 forms a complex with E6 Associated 
Protein, an E3 ligase, and induces p53 
ubiquitination and degradation. This 
allows tumor cells to become resis-
tant to apoptosis. E6 also causes the 
degradation of a proapoptotic protein 
BAK and activates telomerase, which 
extends the life of cancer cells. To 
identify small molecules that overcome 

E6-mediated drug resistance, 
the researchers used an 
E6-expressing colon carcinoma 
cell line called RKO-E6 
that is two to four times 
more resistant to doxo-
rubicin-mediated apop-
tosis than RKO cells 
alone. Approximately 
27 000 small molecules 
were screened for their 
ability to increase the 
toxicity of doxorubicin, and 88 com-
pounds were identified that selectively 
increase doxorubicin’s lethality by 
at least 20%. The compounds were 
grouped into five structural classes, 
including quaternary ammonium com-
pounds, protein synthesis inhibitors, 
11-deoxyprostaglandin E1 analogues, 
1,3-bis(4-morpholinylmethyl)-2-imidaz-
olidinethione analogues, and a collec-
tion that the authors named indoxins.

Examination of the mechanisms 
by which the compounds exerted 
their effects revealed that doxorubicin 
resistance is tied to regulation of its 

target, topoisomer-
ase IIα. Many of the 
compounds were found 
either to increase 
cellular topoisomerase 
IIα levels or to induce 
S phase arrest. The 

latter could affect topoisomerase 
IIα transcription. The indoxins 
were especially interesting 
because they upregulated 
topoisomerase IIα and caused S 

phase arrest, increasing the sensitivity 
of resistant cells to these compounds. 
Photoaffinity pull-down experiments 
revealed that the molecular target of 
the indoxins is a nuclear actin-related 
protein complex involving myosin 1c 
and ARP2, proteins that are known 
to be involved in transcriptional 
regulation. The mechanisms of action 
of the compounds identified in this 
screen shed light on pathways of 
doxorubicin resistance in cancer, and 
this knowledge could lead to improved 
treatment strategies for drug-resistant 
cancers. EG
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How do cells know where to end tran-
scription of a gene, and what do they do 
when the transcription process stalls? 
Transcription termination is the answer, 
and E. coli have evolved a number of 
different mechanisms to accomplish this 
task. Termination can be accomplished 
by an intrinsic mechanism relying on the 
formation of a hairpin structure within 
the RNA molecule. Alternatively termina-
tion can rely on an enzymatic process 
involving either the Rho terminator factor 
or the Mfd protein, which is important 
for removing stalled polymerases. Parks 
and Roberts (Proc. Natl. Acad. Sci U.S.A.; 
doi:10.1073/pnas.0600145103) have 
explored the similarities between these 
termination mechanisms and have found 

there are common elements in each 
of them, all involving the transcription 
bubble. 

The transcription bubble is the 
region of unwound DNA in which RNA 
polymerase elongates the new RNA 
molecule. Termination and release of 
the RNA involve the rewinding of the 
DNA duplex within this region and the 
unwinding of the DNA/RNA hybrid. 
Intrinsic RNA termination requires the 
formation of a hairpin structure that 
disrupts the RNA/DNA hybrid. This 
disruption allows the DNA transcription 
bubble to be partially reformed, 
favoring dissociation of the RNA/DNA 
hybrid. Parks and Roberts examined 
whether Rho-mediated or Mfd-mediated 

termination also involved the rewinding 
of the transcription bubble. They show 
that transcription bubbles prevented 
from reannealing by incorporation of 
mismatches within the bubble region are 
less efficient at releasing transcripts in 
both Rho-dependent and Mfd-dependent 
termination. They further show that both 
Rho and Mfd translocate the transcription 
bubble downstream, effectively moving 
the transcription bubble and further 
favoring dissociation of the RNA from 
the DNA template. These results 
indicate that all known mechanisms of 
termination involves the remodeling of the 
transcription bubble, and yield a clearer 
picture of the mechanism of prokaryotic 
transcription termination. ST
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Capturing the Capsid
Many viruses, including hepatitis B virus (HBV), West Nile 

virus, and HIV, have macromolecular protein cores, or capsids, 

that contain the viral genome. Assembly of the core is an 

integral part of the viral life cycle, has no counterpart in 

the infected cell, and may be particularly sensitive to small 

changes in local conformation, making it an attractive target 

for antiviral therapy. However, capsid assembly has not been 

extensively pursued as a drug target, in part due to difficulty 

in adapting relevant assays for high throughput screening. 

Stray et al. (Nat. Biotechnol. 2006, 24, 358–362) has devel-

oped an in vitro assay for HBV capsid assembly, facilitating 

the search for small molecule inhibitors. This assay can be 

readily adapted to other virus assembly systems (such as 

avian influenza).

In HBV, the icosahedral core consists of 240 copies of 

capsid protein that enclose the viral DNA and reverse tran-

scriptase. In vitro, assembly of the capsid protein into a core-

like particle is dependent on many factors, such as protein 

concentration, pH, and ionic conditions, and is nucleated 

by a trimer of protein dimers. This assembly process results 

in close proximity of the C termini of the capsid proteins, 

suggesting that fluorescence quenching could be employed 

to monitor assembly progression. The researchers gener-

ated a fluorescent capsid protein, termed C150BO. This 

modified protein was highly fluorescent prior to assembly, 

but fluorescence dropped markedly upon capsid assembly 

due to fluorescence quenching. Two small molecules known 

to disrupt capsid assembly, urea and a heteroaryldihydro-

pyrimidine (HAP-1), were used to determine whether pertur-

bation of capsid assembly could be detected using C150BO. 

When HAP-1, which is known to accelerate capsid assembly 

and nucleate the formation of irregular particles, was added 

to the C150BO assembly reactions, a decrease in fluorescence 

was observed. This result suggests that HAP-1 increased 

the rate and extent of C150BO assembly as it does with 

wild-type capsid protein. Unlike HAP-1, urea inhibits capsid 

assembly. When it was added to C150BO assembly reactions, 

an increase in fluorescence was observed, confirming the 

decrease in assembly. These results indicate the C150BO 

assay can identify small molecule inhibitors of virus assembly. 

Furthermore, this assay is amenable to a high throughput 

format, providing a novel method for discovering small 

molecule antiviral agents that misdirect capsid formation to 

yield aberrant and noninfectious virus particles. EG

Spotlight

61www.acschemicalbiology.org  VOL.1 NO.2   •  ACS CHEMICAL BIOLOGY

Image courtesy of A. Zlotnick



Spotlight

62 ACS CHEMICAL BIOLOGY  •  VOL.1 NO.2 www.acschemicalbiology.org

Several neurodegenerative disorders, 

such as Huntington’s, Alzheimer’s, Parkin-

son’s, and amyotrophic lateral sclerosis 

(Lou Gehrig’s disease), are associated 

with the misfolding of proteins. In some 

of these disorders, protein misfolding 

and aggregation are caused by expan-

sion of polyglutamine (polyQ) residues 

in specific proteins, but the link between 

aggregation and disease pathogenesis 

is not clearly defined. Gidalevitz et al. 

(Science, 2006, 311, 1471–1474.) have 

uncovered a connection between polyQ 

expansion and cellular 

malfunction that helps 

explain the role of 

aberrant protein folding 

in neurodegenerative 

conditions.

The researchers 

employed genetic methods using 

Caenorhabditis elegans (C. elegans) 

temperature-sensitive (ts) mutations 

to explore the effects 

of the presence of an 

aggregation-prone pro-

tein on cell homeostasis. 

Temperature-sensitive 

mutant proteins are dependent on the 

folding environment, so the extent of 

aggregation versus folded protein in the 

ts mutant worms serves as an indicator of 

the state of the protein-folding quality-

control system. C. elegans strains contain-

ing either nonaggregating or aggrega-

tion-prone polyQ proteins were crossed 

with several structurally 

and functionally unrelated 

ts mutants. The authors 

observed that the presence 

of an aggregation-prone 

polyQ protein, but not the 

nonaggregating protein, 

was sufficient for the worms to exhibit 

the mutant phenotype at the permissive 

condition. These observations indicate 

that expression of the 

aggregation-prone polyQ 

protein generally interferes 

with the protein-folding 

capacity of the cell. 

The results are surprising considering 

that normally the presence of misfolded 

protein activates a stress response 

that increases protein refolding. The 

researchers hypothesize that the chronic 

presence of aggregation-prone proteins, 

while insufficient to activate the stress 

response, initiates a positive feedback 

mechanism that enhances disruption of 

protein folding. Over time, the gradual 

accumulation of misfolded and damaged 

proteins compromises cellular function 

and results in a disease state. This work 

puts forward a general mechanism for the 

catastrophic effects of protein misfolding, 

and further discernment of this process 

could lead to new therapeutic strategies 

to treat neurodegenerative disorders. EG

Misfortunes of Misfolding

Is data coming at you faster than you can catalogue 
it? You’re not alone but don’t despair. A group of 
RNA scientists, the RNA Ontology Consortium (ROC) 
is developing an RNA Ontology (RO) (RNA 2006, 
published online February 16, 2006, 10.1261/
rna.2343206). According to Wikipedia, ontology has 
one basic question: “What actually exists?” For the 
RNA scientists what exist are the kinds, structures, and 
sequences of RNA, and the events and processes in 
which they are involved. RNA Ontology is an initiative 
to create a taxonomy of all this information along with 

the methodologies used to examine and interpret it. 
RO also aims to create software to bring computational 
tools to the bench scientists and to make possible pre-
cise searches for all RNA information. With this aggre-
gate of taxonomies, tools, and common vocabulary, 
scientists with different backgrounds, experiences, and 
interests can discuss their favorite RNA using a mean-
ingful, mutually intelligible dialect.  The ROC invites 
those interested in RNA to contribute to the on-going 
discussion of RNA ontology through their Community 
Discussion Board (http://roc.bgsu.edu) GM

Integrating Your RNA 
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Distinguishing Cathepsins 
Cathepsins are cysteine proteases whose expres-
sion levels and activity are increased in human and 
mouse cancer cells. In some tumors, cathepsins 
are also mislocalized to the cell surface and can 
be secreted into the extracellular space. There are 
11 cathepsin family members but their individual 
functions in cancer and normal cells are not clear. 
In a recent study, Gocheva et al. (Genes Dev. 2006, 
20, 543–556) used a genetic approach to define 
the roles of four cathepsin genes in cancer cells.

The author generated knockouts of four 
different cathepsin genes in cancer bearing mice 
and examined the phenotypes of the mutants. 
Mutations in cathepsins B and S impaired the 
formation of tumors and angiogenesis. Removing 
cathepsin B, L or S resulted in reduced tumor 
growth. Absence of any one of these three 
cathepsins impaired tumor invasion. In contrast, 
removing cathepsin C had no significant effect 
on the tumor parameters examined. Further 
analysis showed that cathepsin B, L, and S cleaved 
E-cadherin, a protein involved in cell adhesion, 
in vitro, but cathepsin C did not. In mice lacking 
cathepsin B, L, and S, the levels of E-cadherin 
levels are maintained. The authors propose 
that the cathepsin B, L, and S-mediated tumor 
invasion is likely due to loss of cell adhesion 
resulting from the cleavage of E-cadherin. 
The molecular mechanism by which each 
cathepsin mediates other aspects of tumorigensis 
requires additional studies. However, the data 
from Gocheva et al. may be useful in designing 
inhibitors that target specific cathepsins and 
thereby specific stages of cancer progression. EJ

A Life or Death Decision
Cellular response to the proinflam-
matory cytokine tumor necrosis factor 
(TNF) can result in cell survival or cell 
death, depending on the circumstances. 
TNF activates the c-Jun NH2-terminal 
kinase (JNK) signaling pathway, but 
understanding how JNK determines the 
cell’s destiny requires deciphering its 
apparent dual role in mediating both 
life and death. TNF-induced activation of 
JNK is characterized by an early, robust 
but transient phase followed by a late, low-level but sustained period. 
Ventura et al. (Mol. Cell 2006, 21, 701–710) have used chemical genetics 
to investigate how the time course of JNK activity affects the fate of the cell.

The redundancy of kinases in the cell has hampered the ability 
to find specific small molecule inhibitors to probe kinase function, 
and JNK is no exception. To circumvent this problem, the researchers 
created mutant JNK (m-JNK) containing an enlarged ATP binding pocket 
and an inhibitor, 1-naphthylmethyl-4-amino-1-tert-butyl-3-(p-methyl-
phenyl)pyrazolo[3,4-d]pyrimidine (1NM-PP1), that binds specifically to 
this pocket but not to wild-type JNK or other kinases. The researchers also 
created murine embryonic fibroblasts (MEFs) that express wild-type JNK, 
no JNK, or m-JNK to facilitate interpretation of the specific function of JNK in 
the cell.

The temporal role of JNK in apoptosis and survival pathways was 
investigated using these unique biological tools. The authors found that 
JNK activity during the late phase of JNK signaling mediates proapoptotic 
signaling. In contrast, it was observed that the early phase of TNF-induced 
JNK activation is critical for signaling survival. These data explain the 
apparent paradoxical roles of JNK in the cell and indicate that a cell’s 
fate is critically dependent on the temporal regulation of this kinase. The 
details of how JNK controls each signaling process will require additional 
mechanistic studies. EG
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Seeing Is Believing: Real-Time Cellular 
Activity Assay for Phospholipase A2 
Wonhwa Cho* 
Department of Chemistry (M/C 111), 845 West Taylor Street, University of Illinois at Chicago, Chicago, Illinois 60607-7061

A majority of cellular enzymes work 
in concert with other interacting 
proteins or function as part of a 

multiprotein complex (1 ). Also, cellular 
activities of enzymes are tightly and 
dynamically regulated in a spatiotemporally 
specific manner by different mechanisms, 
including reversible post-translation modi-
fication and binding to small molecules. 
Therefore, real-time activity assays of 
cellular enzymes within the context of their 
natural physiological environment, that is, 
cells, tissues, or whole organisms, are an 
essential tool for elucidating their physio-
logical function and regulation and also for 
developing and validating specific enzyme 
inhibitors as drug candidates. 

Real-time cell assays pose a much 
greater technical challenge than in vitro 
assays because the activity of a particular 
enzyme must be measured in a highly 
heterogeneous and dynamic environment, 
which entails a sensitive, rapid, specific, 
and high-resolution detection and quanti-
fication of signals. In general, fluorescence 
measurements meet these requirements, 
and thus, microscope-based assays using 
fluorogenic substrates have been the most 
popular means of real-time cell assays. 
Fluorescence-based, real-time cellular 
activity assays have been developed for 
several classes of enzymes (2 ), including 
proteases, protein kinases, phosphatases, 
and phospholipases. 

Phospholipase A2 (PLA2) is one of 
several phospholipases whose cellular 
actions have been investigated by means 
of fluorescence-based, real-time cellular 
assays (3–7 ). PLA2 is a superfamily of 

intracellular (calcium-dependent and 
-independent) and secreted enzymes that 
catalyze the hydrolysis of the sn-2 ester of 
phospholipids (Figure 1). Since PLA2’s have 
been implicated in various physiological 
processes (e.g., inflammation) and dis-
eases (e.g., rheumatoid arthritis, asthma, 
etc.) through the production of bioactive 
fatty acids (e.g., arachidonic acid) and lyso-
phospholipids, these enzymes have been 
extensively studied. However, determina-
tion of physiological functions and regula-
tion of PLA2 isoforms and the sites of their 
cellular action has been elusive. Therefore, 
development of a set of fluorogenic sub-
strates that can be specifically recognized 
by individual PLA2 isoforms in the cell 
would be a boon to PLA2 research. 

PLA2’s can have two types of substrate 
selectivity, headgroup selectivity and sn-2 
acyl group selectivity. In general, PLA2’s 
have diverse headgroup selectivity but 
exhibit a lesser degree of sn-2 acyl group 
selectivity; only group IVA cytosolic PLA2 
(cPLA2α) shows pronounced selectivity for 
the sn-2 arachidonoyl group (8, 9 ). The first 
generation fluorogenic substrate for the 
cell PLA2 assay, N-((6-(2,4-dinitrophenyl)-
amino)hexanoyl)-1-hexadecanoyl-2-
(BODIPY-pentanoyl)-sn-glycero-3-phos-
phoethanolamine (PED6) (3 ), contains a 
BODIPY fluorophore in the sn-2 acyl chain, 
the fluorescence of which is quenched by a 
2,4-dinitrophenyl moiety appended to the 
lipid headgroup. The release of the BODIPY 
fluorophore by PLA2 catalysis would relieve 
this quenching, hence, the increase in 
fluorescence intensity (Figure 1). Although 
recent cell studies using PED6 and its 
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A B S T R A C T  Quantitative real-time in situ 
activity assays are necessary for determining 
the physiological function and regulation 
of enzymes. A paper in this issue reports 
the synthesis of a series of new fluorogenic 
phospholipids that allow fast real-time 
measurements of cellular activity and head 
group selectivity of an important family of 
enzyme, phospholipases. 
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derivative have provided valuable informa-
tion about the function and regulation of 
different PLA2’s (3–7 ), these substrates 
allow determination of neither headgroup 
nor acyl group selectivity of PLA2’s. Thus, 
it is difficult to identify the PLA2 respon-
sible for the hydrolysis of these substrates 
unless specific enzyme inhibition or 
overexpression is carried out indepen-
dently. Also, some PLA2’s, such as cPLA2α, 
show extremely low activity toward these 
phospholipids due to a bulky, unnatural 
headgroup (6, 7 ). 

On page 83 of this issue of ACS Chemical 
Biology, Rose and Prestwich report a 
series of new fluorogenic phospholipids 
that allow not only robust and fast in vitro 
determination of headgroup selectivity of 
PLA2 isoforms but also a real-time cellular 
activity measurement for a diverse group of 
PLA2’s, including cPLA2α (10 ). A new twist 
is that in these substrates the fluorescence 
of the BODIPY fluorophore appended to the 
sn-2 acyl chain is quenched by a Dabcyl 
group attached to the sn-1 acyl chain 
(Figure 1), allowing variation in the head-
group structure from phosphatidylcholine 
(1-(6-p-methyl red)aminohexanoyl)-2-O-(12-
(5-BODIDY-pentanoyl)aminododecanoyl)-
sn-3-glycererophosphocholine; DBPC), 
-ethanolamine, and -glycerol to phosphatic 
acid (DBPA). Therefore, these substrates 

should be extremely valuable for measuring 
the physiological activities of those PLA2 
isoforms with strong headgroup selectivity. 
For example, the formation of potent bioac-
tive lipids, lysophosphatidic acid and lyso-
phosphatidylcholine by PA- and PC-specific 
PLA2 isoforms, respectively, can be directly 
monitored under physiological conditions 
using DBPA and DBPC, respectively, as 
substrates. 

Undoubtedly, the work by Rose and 
Prestwich (10 ) represents important 
progress toward developing an in vitro 
or cell-based, high-throughput screening 
system for PLA2 inhibitors. However, some 
key issues still need to be addressed to 
establish a robust and versatile quantita-
tive real-time cell assay of PLA2’s. First, 
current substrate designs make it difficult to 
incorporate the sn-2 arachidonoyl group in 
fluorogenic substrates. As a result, cPLA2α, 
which plays a key role in cellular arachidonic 
acid formation (11, 12 ) due to its unique 
sn-2 arachidonoyl selectivity (8, 9 ), cannot 
be specifically assayed. Another important 
factor that applies to all cell-based assays 
is the cellular localization of fluorogenic 
substrates. Because PLA2’s, cPLA2α in 
particular, act in a spatially specific manner 
(13), uniform distribution of fluorogenic 
lipids over cell membranes is essential for 
unbiased monitoring of PLA2 activities and 

for determining the sites of PLA2 actions. 
Unfortunately, the cellular distribution of 
fluorogenic phospholipids cannot be readily 
controlled or monitored. Finally, current fluo-
rogenic phospholipids allow only qualitative 
to semiquantitative activity measurements 
because neither ratiometric measurement 
nor substrate concentration determination 
through calibration is feasible. Improvement 
in fluorogenic substrate design as well as in 
fluorescence microscopy detection would 
lead to the development of a true quantita-
tive real-time in situ assay for PLA2 (and 
other phospholipases) that can be used for 
functional and mechanistic studies of PLA2’s 
and PLA2-specific drug development in vari-
ous cells, tissues, and whole organisms. 
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Figure 1. Structures of 
fluorogenic substrates 
used for the real-time 
cell activity assay of 
PLA2. PED6 has a BODIDY 
fluorophore (green) 
in the sn-2 acyl group 
whose fluorescence 
is quenched by a 2,4-
dinitrophenyl moiety (red) in the sn-3 headgroup. DBPC also contains a BODIPY group (green) 
appended to the end of sn-2 acyl chain, but in this molecule, the BODIPY fluorescence is 
quenched by a Dabcyl group (red) in the sn-1 acyl chain. This design allows variation in the 
headgroup structure and thereby a more versatile PLA2 activity assay. For both PED6 and 
DBPC, PLA2-catalyzed hydrolysis of sn-2 ester (blue arrows), which liberates fatty acid and 
lysophospholipid as products, relieves the fluorescence quenching and thus enhances the 
emission intensity of BODIPY. For DBPC, phospholipase A1 which catalyzes the hydrolysis of 
the sn-1 acyl group can also give the same fluorescence signal.



Z inc is the second most abundant 
“trace” element in the body with an 
estimated 2–3 g distributed among 

over 1000 different proteins (1, 2 ). Zinc 
plays important roles in numerous biologi-
cal processes including gene expression, 
apoptosis, enzyme regulation, immune 
system modulation and metabolism, to 
name a few (3). Although the total cellular 
concentration of zinc is approximately 
200 µM (2 ), most is tightly bound to bio-
molecules and is not readily accessible to 
chelation by small molecules (3 ). However, 
it has been established that in specialized 
cells in the brain, pancreas, and prostate, 
significant pools of readily exchangeable 
zinc are accumulated (3 ). Because of the 
well-established roles of protein-bound 
and exchangeable zinc in both healthy and 
diseased tissue, the question of how much 
zinc is available in a cell has emerged at 
the forefront of chemical biology. On page 
103 of this issue of ACS Chemical Biology, 
Bozym et al. report the first use of a fluo-
rescence resonance energy transfer (FRET) 
based ratiometric zinc sensor to directly 
image and quantify the concentration of 
zinc in resting eukaryotic cells (4 ). 

Interest in the development of reagents 
to sense intracellular and extracellular 
zinc levels has skyrocketed over the past 
decade, resulting in a multitude of probes 
based on molecules, peptides, or proteins 
that exhibit zinc-dependent fluorescence 
(5 ). These probes exhibit various dynamic 
ranges, excitation and emission profiles, 
and cellular permeabilities and localize 
differently in cells. Biological metal ion 
sensing continues to be the subject of 

intense research in part because it is clear 
that no one probe will be ideal for all appli-
cations. However, there are certain features 
that are desirable in zinc probes for a bio-
logical toolkit. First, the probes must exhibit 
excellent selectivity for zinc over metal ions 
such as calcium and magnesium, which are 
present in cells at a much higher concen-
tration. Second, probes should be useful 
over a broad concentration range, for use 
in imaging the very low resting concentra-
tions of zinc present in most cells as well 
as the high resting zinc concentrations in 
certain specialized cell types. Third, probes 
may also need fast zinc association and 
dissociation rates in order to facilitate 
dynamic imaging of changes in zinc con-
centrations over time and in response to 
various stimuli. Fourth, the probes should 
ideally localize in the organelle of interest, 
distribute evenly throughout the cell, or 
remain in the extracellular environment, 
depending on the experiment. Finally, the 
probes should not be cytotoxic or perturb 
the resting state of the cells. 

Despite recent advances in intracel-
lular zinc sensing, it remains difficult to 
quantify the concentration of exchangeable 
zinc in resting eukaryotic cells that do not 
accumulate large amounts of zinc. The 
zinc biosensor reported by Bozym et al. (4 ) 
is based on FRET from a zinc-bound aryl 
sulfonamide to a fluorophore covalently 
attached to carbonic anhydrase (CA), an 
enzyme with exquisite selectivity and 
sensitivity to zinc (Figure 1) (4 ). By label-
ing CA with a TAT cell-penetrating peptide, 
the authors are able to introduce the zinc 
sensor into both PC-12 (a rat pheochromo-
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A B S T R A C T  Metal ions play numerous crucial 
roles in biology, and there is great interest in 
obtaining an accurate measurement of the intra-
cellular concentrations of both tightly bound 
and exchangeable metal ions. Measuring the 
concentration of readily exchangeable transition 
metal ions in a cell has been particularly difficult 
because of the extremely small concentrations 
involved, interference from other metal ions and 
biomolecules, and the challenge of introducing 
probes into the cell with minimal perturbations. 
Recent work has made quantification of the 
intracellular exchangeable zinc pool possible 
for the first time using a cell-permeable, ratio-
metric, fluorescence resonance energy transfer 
based zinc biosensor. 



cytoma cell line) and CHO (Chinese hamster 
ovary) cells with no apparent ill effects, 
circumventing the need for microinjection, 
electroporation, or other, less “gentle” 
methods of introducing sensors into cells, 
one of the major difficulties in this field. 
The zinc concentration inside the cells is 
quantitatively measured from the ratio of 
fluorescence intensities at two different 
excitation wavelengths (6 ). The advantages 
of ratiometric imaging methods include 
minimal background from variations in 
excitation intensity, specimen thickness, 
and fluorophore concentration (7 ). 

With a CA-based zinc sensor, the intra-
cellular concentration of available zinc is 
measured at approximately 5 pM through-
out both types of cells (Figure 1, inset). This 
concentration, while quite low, is signifi-
cantly higher than the femtomolar levels 
proposed for prokaryotic cells (8 ). In these 
experiments, the zinc seems to be evenly 
distributed throughout the cytoplasm. One 
unexpected result of this research is the 
rapid equilibration between apoprotein and 
metal-bound protein in the cells. In vitro, 
the zinc-binding kinetics of apo-carbonic 
anhydrase are quite slow, and equilibration 
of  the apoprotein with picomolar levels of 
intracellular exchangeable zinc would be 
expected to require several hours. In the 
imaging experiments, however, the equi-
librium seemed to occur in minutes. This 

suggests that catalysis of zinc insertion into 
the CA may be occurring.

This work represents a critical step 
forward in sensing intracellular metal ion 
concentrations in that it provides the first 
example of a quantitative measurement of 
zinc levels in eukaryotic cells in a rest-
ing state. As is often the case, the results 
raise even more questions and highlight 
the prospects for future research in this 
field. For example, is 5 pM a standard level 
of exchangeable zinc in many types of 
differentiated eukaryotic cells? Is this zinc 
really distributed evenly throughout the 
cytoplasm, and how do exchangeable zinc 
levels differ in various subcellular compart-
ments? What effects, if any, do the probes 
have on the cells? 

We can expect many more exciting 
breakthroughs in sensing biological metal 
ion concentrations over the next several 
years, building upon recent advances in 
the field. Genetically encoded biosensors, 
“reagentless” sensing systems, and cell-
permeable small molecule sensors are all 
promising directions to pursue. Chemists 
are charged with designing novel probes 
with high selectivity, optimal binding affini-
ties, and on/off rates that can be selectively 
delivered to a desired subcellular compart-
ment. Techniques that allow improved 
spatial resolution as well as reliable 
quantification of analyte concentrations will 

be of paramount importance. Biologists are 
presented with the challenge of developing 
“gentle” methods for delivering sensors 
into cells, elucidating the biological effects 
of the added sensors, and interpreting the 
results of metal ion concentration measure-
ments. With the right toolkit, the tasks of 
quantifying metal ion concentrations and 
imaging changes in metal concentrations 
in response to external stimuli, intracellular 
signaling events, physiological and patho-
logical processes will become routine. 
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Figure 1. Ratiometric 
zinc determination 
using Alexa Fluor 
594‑modified carbonic 
anhydrase and dapoxyl 
sulfonamide. The 
emission intensity 
at 617 nm following 
excitation at 365 nm 
is normalized to the 
emission intensity 
at 617nm following 
excitation at 543 nm, leading to a quantitative measure of zinc concentration. 
On the right is shown a PC‑12 cell false‑colored to indicate exchangeable 
cytoplasmic zinc concentrations with a concentration calibration bar at the far 
right. Cell image from Bozym et al. (ACS Chem. Biol. 1, 103–111)
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With the right toolkit, the tasks of quantifying metal ion concentrations and imaging 

changes in metal concentrations in response to external stimuli, intracellular 

signaling events, physiological and pathological processes will become routine.
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E fforts to understand histone acetyla
tion lie at the crossroads of chemical 
and biological research. It is well

established that addition of a twocarbon 
acetyl group to a specific lysine side chain 
on one of the core histone Nterminal “tail” 
domains (NTDs) can stimulate an entire 
biological process such as gene transcrip
tion (1, 2 ). However, we know almost 
nothing about the molecular mechanism(s) 
that transduce the change in the local 
chemistry of the histone tail domain into 
potent biological regulation. A very recent 
publication by ShagrenKnack et al. (3 ) 
addresses the molecular basis of acetyla
tion function by determining how specific 
acetylation of K16 of the H4 NTD influences 
the saltdependent condensation of model 
nucleosomal arrays and native chromatin 
fibers in vitro. The exciting results obtained 
by ShagrenKnaak et al. (3 ) show that 
K16 acetylation completely inhibits the 
ability of the H4 NTD to mediate chroma
tin fiber condensation and that H4 K16 
acetylation is a potent modulator of the 
nucleosome–nucleosome interactions that 
drive chromatin fiber condensation. These 
findings strongly implicate changes in 
genome architecture as a primary mecha
nism through which K16acet regulates 
processes such as transcription. At the 
molecular level, these results indicate 
that conversion of a single, strategically 
placed lysine side chain from a positively 
charged amine to a neutral hydrophobic 
moiety is sufficient to completely abol
ish the ability of the H4 NTD to engage in 
nucleosome–nucleosome interactions.

Core Histone NTDs, Chromatin Fiber 
Condensation, and Genome Architecture. 
A schematic depiction of the hierarchical 
organization of interphase chromosomes 
is shown in Figure 1. Chromosomal DNA is 
assembled with repetitively spaced core 
histone octamers into nucleosomal arrays. 
A short stretch of nucleosomal arrays 
in many ways can be thought of as the 
“subunit” of an interphase chromosome. 
Nucleosomal arrays that are complexed 
with nonhistone proteins are called 
chromatin fibers (hence, there are many 
different specific types of chromatin fibers 
embedded within chromosomes). Local 
nucleosome–nucleosome interactions 
result in formation of a highly condensed 
irregular helical structure traditionally 
termed “the 30 nm fiber” (4 ). Longer range 
organizational levels beyond 30 nm fibers 
have been welldocumented in chromo
somes (5 ), although little is known at 
the biochemical level about how they are 
assembled and maintained. 

In vitro studies of chromatin fiber 
dynamics have been performed for over 
30 years. Early studies were limited by the 
use of heterogeneous endogenous chroma
tin fragments and the at times staggering 
complexity of the system; even a short 
12mer array of nucleosomes is composed 
of nearly 100 histone proteins and 2500 bp 
of DNA, has a mass of 3 million Da, and 
exists in many different conformational 
states in solution. Progress during the 
last 2 decades has been driven by the 
availability of model systems that can be 
assembled in vitro from defined sequence 
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A b s t r A c t  A recent publication shows that a 
simple chemical event, acetylation of lysine 16 
on the histone H4 N-terminal tail domain (NTD), 
completely abolishes the ability of the H4 NTD 
to mediate the nucleosome–nucleosome 
interactions involved in chromatin condensa-
tion. This result provides novel insight into the 
molecular mechanism of histone acetylation and 
also implicates H4 K16acet-dependent changes 
in chromatin fiber architecture as a central 
mechanism for generating transcriptionally 
active genomic domains.
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DNA and pure histones, in effect yielding 
a homogenous preparation of length and 
compositionally defined chromatin fibers. 
Moreover, the recent use of native and 
mutant recombinant core histones (6–9 ) 
has opened the doors to a much better 
understanding of the histone contributions 
to chromatin fiber architecture.

Model system studies have provided 
the following essential background for the 
ShagrenKnaak et al. article (3 ): (a) under 
physiological ionic conditions, nucleo
somal arrays are in equilibrium between 
extended (“beadsonastring”), moderately 
folded, extensively folded, and oligo
meric conformational states (4 ); (b) the 
extensively folded “30 nm” chromatin 
fiber appears to be a twostart helix (6), 
although the detailed structure remains a 
mystery; (c) assembly of both folded and 
oligomeric nucleosomal arrays requires 
cationdependent DNA charge neutraliza
tion and additional functions mediated by 
the core histone NTDs (4 ); (d) the H4 NTD 
mediates local nucleosome–nucleosome 
interactions by binding to a specific acidic 
domain formed by H2A/H2B on the surface 
of adjacent nucleosomes (7–9 ); and (e) a 
threshold level of nonspecific core histone 
acetylation inhibits the nucleosome–

nucleosome interactions involved in array 
condensation (4 ). Other equally important 
studies have shown that H4 K16acet is 
associated with transcriptionally active 
euchromatic domains in vivo (10–12 ). With 
this as background, we can now better 
understand the importance of the central 
questions addressed by ShagrenKnaak 
et al. (3 ). Does H4 K16acet inhibit folding 
and/or oligomerization of model nucleo
somal arrays and endogenous, transcrip
tionally active chromatin fragments? Is 
specific acetylation a biochemical switch 
that destabilizes the repressive nucleo
some–nucleosome interactions involved in 
chromatin condensation? Is modulation of 
genome architecture one of the mecha
nisms through which specific acetylation 
accomplishes its biological functions? 

The Key to Success: Overcoming 
Technical Challenges. As is so often the 
case, surmounting technical barriers 
paved the way for success. Specifically, 
it was necessary to assemble prepara
tions of defined nucleosomal arrays that 
uniformly contained H4 NTDs acetylated 
only on lysine 16. ShagrenKnaak et al (3 ). 
conquered this problem by using recom
binant core histones together with a 
“native chemical ligation” strategy. In 

this protocol, a peptide was synthesized 
that consisted of residues 1–22 of H4 
and was acetylated on K16. This peptide 
was chemically ligated to a recombinantly 
expressed H4 fragment (residues 23–104) 
to yield fulllength H4 that was acetylated 
exclusively on K16. This acetylated H4 was 
mixed with recombinant fulllength H2A, 
H2B, and H3 using standard protocols to 
yield H4 K16acet core histone octamers. 
Defined 12mer nucleosomal arrays were 
assembled from core histone octamers 
and nucleosome positioning DNA using 
classical salt dialysis reconstitution. Three 
different types of histone octamers were 
used for the reconstitutions: wildtype, 
H4 K16acet, and H4 NTD– (octamers lack
ing H4 residues 1–22). The latter provides 
a critical control that defined the condensa
tion behavior of arrays that lack a functional 
H4 NTD. Whereas assembly of wildtype 
and H4 NTD– arrays has been accom
plished previously and is straightforward 
(6–9 ), assembly of the model K16acet 
arrays represented an elegant solution to 
a very difficult problem, one that allowed 
direct determination of the structural effects 
of a histone modification that increased 
the mass of a 3 MDa nucleosomal array 
by roughly 1/100 of 1%! This technical 
rigor laid the foundation for the success of 
the subsequent biochemical and bio
physical experiments discussed below.

H4 K16acet Is a Potent Chemical Switch 
That Regulates Genome Architecture. 
To assay for saltdependent folding, native 
and H4 K16acet and H4 NTD– nucleosomal 
arrays in the absence and presence of 
1 mM Mg2+ were analyzed by sedimenta
tion velocity in the analytical ultracentri
fuge. Nucleosomal arrays (12mer) undergo 
a change in sedimentation coefficient from 
~30 to ~55 S as they progress from the fully 
extended to maximally folded conforma
tions, making sedimentation velocity 
an ideal assay for defining the extent of 
compaction under any given set of solution 
conditions (4 ). The exciting result obtained 
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Figure 1. Schematic illustration of the interphase chromosome organization. Extended, 
moderately folded, and maximally folded nucleosomal arrays are discussed in detail in the 
text. The first nucleosome (lower right-hand corner) is shown as having lysine 16 acetylation 
on each H4 NTD. The acetyl groups are shown in blue.
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by ShagrenKnaak et al. (3 ) was that 
H4 K16acet arrays sedimented identically 
as the H4 NTD– arrays and were incapable 
of forming the maximally folded 30 nm struc
tures formed by the native nucleosomal 
arrays under the same ionic conditions. 
Subsaturated arrays (i.e., <12 octamers 
per DNA) cannot condense beyond the 
moderately folded conformation due to 
the nucleosomefree gaps in the array (4 ). 
Subsaturated H4 K16acet and H4 NTD– 
arrays also sedimented identically in 
Mg2+ and much slower than native arrays, 
indicating that K16acet also completely 
abolished the ability of the H4 NTD to 
interact with adjacent nucleosomes. These 
intriguing results indicate that specific 
H4 K16acet is as effective at inhibiting the 
ability of H4 to mediate local nucleosome–
nucleosome interactions as is the removal 
of the 22 Nterminal most H4 residues. 

Oligomerization of model nucleosomal 
arrays is reversible, highly cooperative, 
and produces very large aggregates. This 
structural transition can be rapidly and 
effectively characterized by a simple differ
ential centrifugation pelleting assay (4 ). 
A great deal of indirect evidence suggests 
oligomerization is related to organizational 
levels beyond 30 nm fibers in chromo
somes (4 ). ShagrenKnaak et al. (3 ) found 
that H4 K16acet and H4 NTD– arrays 
yielded identical oligomerization profiles 
and required more Mg2+ than wildtype 
arrays to achieve comparable levels of 
oligomerization. Thus, as with folding, 
H4 K16acet was as disruptive to oligo
merization as was complete removal of 
the H4 NTD. A complimentary approach 
was taken to address the physiologically 
relevance of the oligomerization results. 
Nucleasedigested HeLa cell chromatin 
fragments were mixed with different MgCl2 
concentrations, the samples pelleted 
by centrifugation, and the H4 K16acet 
levels determined in the supernatant 
(Mg2+“soluble”) and pellet fractions. 
Results showed that the endogenous 

chromatin that remained in the supernatant 
in 0.5–2.0 mM MgCl2 was enriched in 
H4 K16acet. The Mg2+solubility experi
ment is essentially identical to performing 
an oligomerization assay at a single Mg2+ 
concentration. Hence, H4 K16acet also 
appears to inhibit the Mg2+dependent 
oligomerization of native chromatin frag
ments isolated from intact nuclei. 

Taken together, the biochemical and bio
physical studies of ShagrenKnaak et al. (3 ) 
document that H4 K16acet serves as a 
molecular switch that regulates genome 
architecture by controlling the ability of the 
H4 NTD to mediate local and global nucleo
some–nucleosome interactions.

Chemical and Biological Ramifications. 
The experiments of ShagrenKnaak et al. (3 ) 
have many important implications relating 
to eukaryotic genome structure and 
function. For chemists, they raise the 
fundamental question of how a simple two
carbon addition to a lysine side chain can 
completely abolish the ability of the H4 NTD 
to engage in nucleosome–nucleosome 
interactions. Because of their high positive 
charge density, the core histone NTDs 
historically were believed to mediate 
chromatin condensation by binding to DNA 
and neutralizing backbone charge (4 ). The 
finding that a reduction in a single positive 
charge is sufficient to completely abolish 
H4 NTD function is perhaps the strongest 
direct evidence against nonspecific DNA 
binding. Instead, an increasingly large 
body of evidence points to a mechanism 
involving interaction of residues 14–19 of 
the H4 NTD with a specific “acidic patch” 
domain formed by H2A and H2B on the 
surface of neighboring nucleosomes (7–9 ). 
If one assumes that the H4 NTD interacts 
with the acidic charge patch similarly to 
that of the viral LANA peptide (13 ), it makes 
sense that K16 acetylation could abolish 
nucleosome–nucleosome interactions. 
Acetylation not only neutralizes a positive 
charge that may be needed to interact with 
the acidic domain, but also caps the lysine 

side chain with a hydrophobic methyl group 
that will further destabilize this interaction. 
In this manner, a simple chemical event, 
H4 K16acet, can act as a switch that helps 
regulate the stability of condensed chroma
tin in any given region of the genome. 

The popular histone code hypoth
esis states that specific patterns of core 
histone posttranslational modifica
tions are “marks” that are recognized 
by functionally important chromatin
associated proteins (1, 2 ). Obviously, 
the results of ShagrenKnaak et al. (3 ) 
cannot be explained by the histone code 
hypothesis. Instead, H4 K16acet appears 
to function by fundamentally altering the 
local protein chemistry of the H4 NTD, 
perhaps in conjunction with the intrinsically 
disordered nature of the domain (14 ). The 
extent to which other histone posttrans
lational modifications function through 
alteration of the local chemical environment 
of the NTD remains to be determined and 
will be a fruitful area of future research.

Extensively folded nucleosomal arrays 
and chromatin fibers are generally con
sidered to be repressive to transcription 
initiation and elongation (4, 15 ). Although 
the H4 NTD has a central role, each of the 
four unmodified core histone NTDs contrib
ute significantly to the extensive network 
of nucleosome–nucleosome interactions 
that help stabilize condensed chromatin 
fiber structures (16 ). Any given nucleo
some in a chromatin fiber has the potential 
to engage in 16 distinct NTDdependent 
interactions with neighboring nucleosomes, 
eight involving its own NTDs interacting 
with other nucleosomes and eight from 
other nucleosomes interacting with that 
nucleosome. Assuming that there are 
specific posttranslational modifica
tions that can switch off the chromatin
condensing functions of the H2A, H2B, and 
H3 NTDs in the same manner as K16acet 
does for the H4 NTD, the local network of 
nucleosome–nucleosome interactions will 
allow for finetuned biological regulation. 



One extreme is the extensively condensed, 
biologically inactive fiber structures formed 
when all the NTDs are unmodified. At the 
other extreme is the extended, more func
tionally active conformation. In between 
is an entire spectrum of condensed 
chromatin structures whose stability and 
biological activity will be determined by 
which particular NTDs are unmodified 
in any given region of the genome. In 
this manner, chromatin fiber architec
ture can exert an exquisitely sensitive, 
rheostatlike control over transcriptional 
activity and other biological processes 
that take place in a chromatin milieu.
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The local network of nucleosome–nucleosome interactions 

will allow for fine-tuned biological regulation. 
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W e often struggle with how 
to extend beautifully done 
in vitro experiments with clear 

molecular explanations into the much 
more complicated environs of cells and 
complex organisms. Would it not be great 
if we could disable a protein of interest, 
an enzyme for example, and then turn it 
on at will? Would it not be even better if 
the control over activity were reversible? 
This is exactly what Cole and colleagues 
(1 ) have accomplished with an inactive 
mutant of the proto-oncogene, tyrosine 
kinase src that they chemically rescued in 
cells using the small molecule imidazole. 
This could easily just fall into the neat trick 
category; however, their results include two 
surprises. First, it appears that Src is active 
under basal conditions, an observation that 
is certain to have impact upon the signaling 
field. Second, they turn up new substrates 
for the kinase including CrkL (chicken 
tumor virus no. 10 [CT10] regulator of 
kinase).  As the authors point out “CrkL is 
a particularly intriguing Src target because 
of its well-established role in cytoskeletal 
signaling and its known Src connections”.  

Src is a tyrosine kinase and the first 
of that family to be described. The 
story begins with Peyton Rous and what 
he endured to convince the community 
that what was later identified and named 
Rous sarcoma virus was involved in tumor 
formation. In time it was shown that 
v-src is an oncogene and essential to the 
transforming properties of the virus. It is 
an understatement to say that finding the 
cellular homologue c-src was a major step 
forward along with the later identifica-

tion of it as a proto-oncogene. Many key 
discoveries followed and continue up to 
the present. The Nobel Prizes to Rous, 
Varmus, and Bishop certainly add to 
the luster of the great discoveries. Steve 
Martin has written two very nice accounts 
of how we have gotten to this point (2, 3 ). 
Despite all that has been uncovered, 
Src proteins are tyrosine kinases, how 
mutations in src can lead to transformed 
cells, and much more, functional ques-
tions remain unanswered. The findings 
by Cole and colleagues provide new 
insight into the long-standing questions.  

Site-directed mutagenesis has been a 
powerful tool, particularly in the probing 
enzyme mechanism (4 ). Mutagenesis to 
change enzyme specificity represents an 
important early contribution showing that 
enzyme engineering was indeed possible. 
Though many examples exist, the prote-
ases remain among the most instructive 
(5 ). The replacement of key protein side-
chains that lead to little or no activity and 
the regaining of activity by building that 
missing, chemically important residue into 
the substrate, termed chemical comple-
mentation, was an important forerunner 
to chemical rescue (6 ). This led the way 
to chemical rescue with what has also 
been termed substrate-assisted catalysis, 
creation of an inactive site directed mutant 
of a residue involved in catalysis and the 
rescue of activity by providing a substrate 
analog the contains chemical functionality 
that is missing from the mutant residue (7 ). 
In this work, Carter and Wells removed the 
catalytic histidine from B. subtilis subtilisin 
and replaced it with alanine. The enzyme 
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A B S T R A C T  The complexity of partners and 
reaction sequence has made the deciphering 
eukaryotic signaling pathways particularly 
difficult. Various approaches have yielded 
important results. A recent paper reports on an 
advance that uses chemical rescue of inac-
tive mutant of Src. The rescue was done in 
cells, and the results obtained showing new 
aspects of Src function point the way toward a 
general use of this chemical tool in the sort-
ing out of complex biological processes.
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was severely wounded (kcat/Km was down 
a million-fold); however a substrate with a 
histidine in the P2 position complemented 
the missing catalytic histidine and signifi-
cant activity was restored.  

The first true chemical rescue was 
carried out by Toney and Kirsch on 
aspartate aminotransferase, a pyridoxal 
phosphate dependent enzyme (8 ). In this 
remarkable paper, they removed a critical 
lysine residue that acts a general base 
in the essential proton transfer steps in 
the reaction and replaced it with alanine. 
The resulting mutant was dead but could 
be rescued by the addition of exogenous 
amines. Toney and Kirsch ultimately used 
11 different amines and were able to do 
the first true Brønsted analysis of proton 
transfer reactions in enzymes (8 ).  

Now, Cole and colleagues (1 ) used 
imidazole to rescue an inactive Src mutant, 
R388A.  Arginine 388 is conserved in the 
Src family and participates in hydrogen 
bonds with the substrate tyrosine hydroxyl 
group and an aspartate active site residue, 
again conserved in the Src family. The inac-
tive mutant is then rescued by imidazole 
playing the part of the mutated arginine (1)

Imidazole rescue has received attention 
before, and these past studies have shown 
the utility of using it to decipher complex 
reactions and in heme cofactor binding. 
For example, Ortiz de Montellano and 
colleagues (9 ) restored catalytic activity to 
an inactive mutant (H25A) of heme oxygen-
ase with imidazole. In this case, the added 
imidazole replaces the proximal His ligand 
to the heme when bound as a substrate. 
Goodin and co-workers carried out similar 
studies with cytochrome c peroxidase 

(10 ). Others have rescued heme cofactor 
binding with imidazole where the histidine 
mutation has taken away the proximal 
ligand to the heme (11, 12 ). Expression 
without imidazole leads to apoprotein, and 
so these latter two studies also strongly 
suggest that His–iron coordination is 
an early step in cofactor incorporation, 
perhaps early along the folding path.  

The choice of imidazole to replace 
arginine by Cole and colleagues (1 ) 
circumvents the transport and toxicity 
issues of guanidines. Imidazole itself is 
not without toxicity, but they were able 
to carry out the studies without cellular 
toxicity as a complicating problem. It is 
somewhat surprising that 30–50% of the 
wild-type activity is regained with imidazole 
when attempting to replace arginine, but it 
works. With the cellular experiments, Cole 
and colleagues (1 ) have taken rescue to a 
new level and they chose a target where 
there are plenty of important questions to 
answer. Despite years of intense study, the 
cellular functions of Src remain elusive. 
The ability to control the enzyme activity in 
cells without laborious conditional knock-
outs should open new doors, and it has. 
Addition of imidazole in the absence of 
growth factor stimulation still led to phos-
phorylation of tyrosine, so c-Src is basally 
active. Future experiments that combine 
stimulation with control of activity will be 
very useful in sorting out complex signal-
ing pathways. Perhaps most importantly, 
the authors identify new substrates (CrkL, 
lamin A/C, and procollagan). Findings like 
these will prove invaluable to a complete 
understanding of the complex signaling 
pathways regulated by proteins like Src.  

Chemical rescue is clearly complemen-
tary to the use of inhibitors and has some 
advantages. The paper from Cole and 
colleagues (1 ) illustrates the power of the 
method and points the way toward future 
discoveries.  
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Figure 1. Chemical rescue of Src.  a) wild type c-Src showing the active site D386 and R388 (PDB id entry 2PTK); b) model of R388A made by 
removal of R388 except for the b-carbon. This mutation renders the enzyme inactive; and c) model shown in b) with imidazole placed in the site 
occupied by R388 in the wild type protein.  The addition of imidazole resurrects catalytic activity. The figures were made by Douglas Mitchell at 
University of California-Berkeley using PyMol (http://www.pymol.org).
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E ukaryotic cells wrap their chromosomal DNA 
around octamers of histones to form nucleo-
somes. This process is a crucial first step in com-

pacting and packaging DNA into the nucleus. In addi-
tion to a role in DNA packaging, nucleosomal assembly 
and disassembly regulate accessibility of the transcrip-
tional machinery to gene coding and regulatory regions.

Electron microscopy studies have shown chromatin 
as a series of “beads on a string,” with the “string” 
as linker DNA and the “beads” as individual nucleo-
somes consisting of eight core histone proteins (two 
each of H3, H4, H2A, and H2B) (1, 2 ) (Figure 1a). The 
core histones are wrapped by 147 base pairs of DNA 
(1.65 turns around the histone octamer), forming the 
intact nucleosome (3 ). The amino termini of histone 
tails protrude away from the nucleosome and are 
therefore available for interactions with DNA and other 
proteins and many histone tail-modifying enzymes (3 ). 
The posttranslational modifications of histone tails so 
far include: acetylation, phosphorylation, ubiquitina-
tion, and methylation. Multiple modifications can 
decorate each histone tail, and some amino acids 
within the histone tail can be modified in several differ-
ent ways (4, 5 ). In fact, the combinatorial effect of such 
histone tail modifications can serve to elicit a multitude 
of different responses. This “epigenetic regulation” 
denotes an inherited state of gene regulation that is 
independent of the genetic information encoded within 
DNA itself.

Lysine or arginine residues within histones can be 
posttranslationally modified via the enzymatic addition 
of methyl groups from the donor S-adenosylmethionine 
(SAM) (6 ). A class of enzymes containing SET domains 
[this domain takes its name from the Drosophila pro-
teins Su(var)3-9, Enhancer of zeste (E(z)), and trithorax 
(trx)] can catalyze methylation of the lysine residue of 
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A b st r Ac t  Histone methylation plays an essential role in epigenetic regu-
lation and has been thought to be an irreversible and stable modification of 
histones. However, several enzymes have recently been discovered to demethylate 
mono- and dimethylated lysine residues of histone H3 as well as monomethyl-
ated arginines via either amine oxidation or deimination, respectively. The JmjC 
domain-containing histone demethylase 1 (JHDM1), which is conserved from yeast 
to human, has been demonstrated to demethylate mono- and di- but not trimethyl-
ated H3 K36 via hydroxylation of the methyl moiety within the methylated lysine 
residue.  This study broadens our understanding of different types of reaction 
mechanisms and cofactor requirements for a different category of histone demethyl-
ating machinery.



histones on the ε-nitrogen (Figure 1b). The SET domain-
containing enzymes are specific in their substrate 
selection, unlike histone acetyltransferases. Therefore, 
methylation of each lysine residue within histones 
requires a specific SET domain-containing enzyme 
(4, 6). For example, the Set1 protein in yeast, which is 
found as a component of the macromolecular complex 

COMPASS, is specific for 
methylation of lysine 4 of 
histone H3 (Figure 1b) (7–9 ). 
Even its human counterpart, 
the MLL protein, exists in 
a similar macromolecular 
complex and has the same 
histone substrate selectivity 
as COMPASS (10, 11 ). Other 
lysines within histones, such 
as lysine 36 of histone H3, 
require the catalytic activ-
ity of other SET domain-
containing enzymes, such 
as Set2 (Figure 1b) (12 ). 
In addition to SET domain-
containing histone methyl-

transferases, there are also non-SET domain-containing 
enzymes capable of methylating lysine residues within 
histones. The enzyme Dot1 (disruptor of telomeric 
silencing 1) is a histone lysine methyltransferase that 
lacks the characteristic SET domain, and it has been 
shown to methylate the lysine residue of histone H3 on 
lysine 79 (Figure 1b) (13–15 ).

Following the identification of enzymatic machinery 
capable of methylating the lysine residues within 
histone proteins, it was demonstrated that the methyl-
ation of histones is a stable and irreversible modifica-
tion. The relatively high stability of lysine methylation 
compared to other reversible modifications such as 
phosphorylation and acetylation was in part attributed 
to the fact that the N-CH3 bond is thermodynamically 
highly stable. Furthermore, experimental studies dem-
onstrated that once methylated, the lysine residues 
exhibit a half-life similar to that of unmodified histones 
(16, 17 ). For example, H3 K9 methylation is required for 
the regulation of epigenetic silencing and the mainte-
nance of heterochromatin; therefore, one would expect 
this modification to be static rather than dynamic 
(18, 19 ). In addition to the importance of particular 
sites being methylated on histones, the state of methyl-
ation also plays an essential role, as lysine residues 
may be either mono-, di-, or trimethylated (20, 21 ). 
Transition from the tri- to dimethyl or the di- to mono-
methyl form may be required for the proper response 
to developmental or environmental signals. Therefore, 
regulation of the transition from fully methylated to 
partially or fully unmethylated lysine residues within 
histones is likely to be indispensable for the biological 
outcomes associated with histone methylation; regula-
tion of this process could be one of the main reasons 
for the presence of histone demethylating machinery.

Although histone methylation is considered stable, 
several different histone demethylating enzymes 
have recently been identified to reverse some, but 
not all, forms of histone methylation (Figure 2) (22 ). 
PADI4 gene product was discovered as a histone 
deiminase that antagonizes histone arginine methyl-
ation (23, 24 ). It was demonstrated that either free or 
monomethylated arginine can be cleaved at the guani-
dine C-N bond (Figure 2a) by the arginine deiminase 
PADI4, generating the products citrulline and methyl-
ammonium. Although PADI4 is capable of deimination 
of free and monomethyl arginine, dimethylation of 
arginines prevents deimination by PADI4.  Although 
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Figure 1. The histone tails. a) Nucleosomes are involved in processes ranging 
from DNA compaction to transcriptional regulation. They are also considered 
to be major carriers of epigenetically inherited information as well. As shown, 
the repeating nucleosomes with intervening “linker” DNA form the 10-nm fiber, 
known descriptively as “beads on a string”. The histone tails protrude away 
from each nucleosome and therefore are available for interactions with DNA 
and other proteins and many histone tail-modifying enzymes. b) The site of 
modification by methylation and the enzymatic machinery involved in histone tail 
methylation. The N-terminal amino acid sequences of histones H3 and H4 along 
with positions of specific methylation sites and the known enzymes required for 
such modifications are shown above. 
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KeyworDS
Nucleosome: Fundamental repeating unit in 

chromosomes made up of DNA and histone 
proteins. Nucleosomes are found in eukaryotic 
nuclei and appear as bead-like structures 
along the DNA when viewed by electron 
microscopy. Routinely referred to as the 
“beads on a string.”

Chromatin: Mass of genetic material located in 
the cell nucleus containing DNA and proteins 
that condenses to form chromosomes in a 
eukaryotic cell. 

epigenetic information: Heritable changes in 
gene function not encoded by eukaryotic 
chromosomal DNA.

Histone methylation: Posttranslational modifica-
tions occurring on lysine or arginine residues 
within histone tails that carry epigenetic 
information.



PADI4 can prevent dimethylation of arginine residues, 
its discovery does not fully address how cells manage 
dimethylated arginine residues. Other possibilities 
include enzymatic machinery capable of demethylating 
dimethylated arginine or the involvement of histone 
replacement machinery.

Amine oxidation was the first mechanism to be 
proposed for lysine demethylation (Figure 2b). The 
BHC110/LSD1 protein, a histone H3 K4 demethylase 
(25 ), is a riboflavin-binding protein, which is a member 
of a FAD-dependent enzyme family. BHC110/LSD1 
is highly conserved in organisms ranging from 
Schizosaccharomyces pombe to human. The amine 
oxidase domain of this enzyme is found in its carboxyl-
terminal end. This enzyme also contains a SWIRM 
domain, which is a protein-protein interaction domain 
found in several chromatin-associated proteins. The 
demethylation of mono- and dimethylated lysine 4 
residue of histone H3 by BHC110/LSD1 is an oxida-
tion reaction that requires the presence of the cofactor 

flavin adenine dinucleotide (FAD). Formaldehyde and 
an unmodified lysine residue are the byproducts of the 
enzymatic reaction catalyzed by BHC110/LSD1 (25 ). 
Since the formation of an imine intermediate requires a 
protonated nitrogen, BHC110/LSD1 can only demethyl-
ate mono- and dimethylated lysine residues and not 
the trimethylated form.

Biochemical investigations have demonstrated 
that BHC110/LSD1 can associate with the androgen 
receptor and can act as a coactivator for transcription 
(26 ). Surprisingly, the interaction of BHC110/LSD1 
with the androgen receptor overlaps with the specific 
loss of H3 K9 methylation from the androgen-receptor 
DNA element, with little to no effect on H3 K4 methyl-
ation within the same region (26 ). Furthermore, in 
the presence of the androgen receptor but not its 
absence, affinity-purified BHC110/LSD1 can catalyze 
the demethylation of H3 K9. This indicates that the 
specificity of BHC110/LSD1 towards its histone sub-
strate can be modulated through its interaction with 
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Figure 2. enzymatic mechanisms required to remove the methyl moiety from modified histones. a) It has been demonstrated 
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of unmodified lysine and formaldehyde. It has been proposed that this reaction mechanism can be employed to demethylate 
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other cofactors. In addition to the interaction with the 
androgen receptor, BHC110/LSD1 has been shown 
to exist in a large macromolecular complex contain-
ing the CoREST corepressor complex. Association 
of BHC110/LSD1 within the CoREST complex can 
increase the demethylation of histone H3 lysine 4 
(H3K4) by nearly 5-fold as compared to that of 
recombinant BHC110/LSD1 alone (27, 28 ). More 
importantly, recombinant BHC110/LSD1 is unable to 
demethylate H3 K4 on nucleosomes. However, within 
its complex, nucleosomes are readily demethylated by 
BHC110/LSD1 (27, 28 ). On the basis of its biochemical 
interaction with the CoREST complex and other biologi-
cal studies, it has been proposed that BHC110/LSD1, 
within the CoREST complex, is recruited to genes 
containing the REST-responsive element to participate 
in gene silencing by demethylating K4 mono- and 
dimethylated histone H3 within the REST-responsive 
repressor element.

Although BHC110/LSD1 is capable of demethylating 
both K4 and K9 of histone H3, several observations 
have suggested the possibility for the presence of 
additional demethylases that employ other chemical 
mechanisms to demethylate lysine residues within 
proteins. Such observations include that (a) it is 
chemically impossible for BHC110/LSD1 to demethyl-
ate trimethylated H3 K4, but trimethylated K4 exists 
from yeast to human; (b) the number of homologues 
of BHC110/LSD1 are limited within a given organ-
ism relative to the large number of modified histone 
residues; and (c) BHC110/LSD1 homologues do not 
exist in S. cerevisiae, but H3 K4 can be mono-, di-, and 
trimethylated by COMPASS in vivo (8, 21, 29).

In theory, the mono-, di-, and trimethylated lysine 
residues can be demethylated by hydroxylation of 

the methyl group. This reaction could be catalyzed by 
dioxygenases that use Fe(II) in their catalytic center, 
resulting in hydroxylation of the methyl group and sub-
sequent demethylation (Figure 3). Such an observation 
has already been reported for the DNA repair demethyl-
ase AlkB (Figure 3a) (30, 31 ). AlkB is a 2-oxyglutarate 
(2OG)-Fe(II)-dependent dioxygenase, which uses Fe(II) 
at its active site in order to activate a molecule of 
dioxygene to form a highly reactive oxoferryl species 
and to hydroxylate the methyl group of certain forms 
of damage-induced DNA methylation (30, 31 ). This 
oxidized product is highly unstable and can be readily 
released as formaldehyde, resulting in the release of 
the methyl group from DNA.

Recently, it was suggested by Allshire and 
colleagues (32 ) that Epe1 (33 ), which is geneti-
cally required for the integrity of heterochromatin in 
Schizosaccharomyces pombe, could be a histone 
demethylase functioning via hydroxylation (Figure 3b). 
Allshire and colleagues have modeled Epe1 onto the 
known structure of the factor inhibiting hypoxia induc-
ible factor, which belongs to the 2-OG-Fe(II)-dependent 
dioxygenase family (32 ). This family of enzymes can 
catalyze two electron oxidations using iron in their 
catalytic core and 2-OG as cosubstrate. Furthermore, 
sequence alignment of Epe1 and its related family 
members, the JmjC family, show that Epe1 and many 
of the JmjC-domain proteins share distinctive features 
of 2-OG-Fe(II)-dependent dioxygenases. Allshire and 
colleagues have therefore suggested that JmjC-domain 
proteins may function as protein demethylases capable 
of demethylating mono-, di- and trimethylated lysine 
residues within proteins. Indeed, a recent study by 
Tsukada et al. (34 ) demonstrated that JHDM1 (JmjC 
domain-containing histone demethylase 1), a protein 
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Figure 3. Demethylation via hydroxy-
lation. a) A mechanism for demethylation 
of 3-methylcytosine by AlkB has 
already been demonstrated. b) Allshire 
and colleagues have proposed that 
JmjC domain-containing proteins can 
function via the same mechanism 
to demethylate methylated lysine 
residues on proteins (32 ). A recent 
study supports a role for JmjC domain-
containing proteins in demethylation 
of mono-and di- but not trimethylated 
lysine residues on histones (34 ).
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conserved from yeast to human, specifically demeth-
ylates mono- or dimethylated histone H3 yet is not 
capable of demethylating trimethylated nucleosomal 
substrates either in vitro or in vivo.

In search for enzymatic activity capable of demeth-
ylating nucleosomal substrates, Tsukada et al. (34 ) 
identified an activity in HeLa cell nuclear extracts 
capable of demethylating radio-labelled nucleosomal 
substrates methylated on K36 of histone H3. This 
enzymatic assay was set up to detect the release 
of radioactive formaldehyde from K36 methylated 
histone H3, which was enzymatically synthesized 
using Set2 and radioactive SAM. To increase the 
sensitivity of the assay, the radioactive formaldehyde 
was converted to radioactive 3,5-diacethyl-1,4-dihydro-
lutidine to facilitate its extraction in the organic phase 
away from the substrate. Using this assay, Tsukada 
et al. (34 ) have identified the F-box and leucine-rich 
repeat protein 11 (FBXL11) as the enzyme capable 
of demethylating K36 methylated histone H3.

FBXL11 was identified in a bioinformatic search for 
F-box containing proteins (35 ). In addition to the F-box 
domain, the FBXL11 contains three leucine-rich repeats 
at its C-terminal domain, CxxC and PHD domains at 
its center, and a JmjC domain towards its N-terminal 
domain. Mutational analyses of FBXL11 indicated that 
its JmjC domain is required for the demethylase activity 
associated with this protein and that the deletion of 
other domains such as the CxxC, PHD, and leucine-rich 
domains partially impair its activity. In their report, 
Allshire and colleagues predicted that amino acids 
required for coordinating Fe(II) within the dioxygenases 
should be required for demethylase activity (32 ). 
Indeed, a single point mutation of histidine 212 within 
FBXL11, which is highly conserved among FBXL11 
orthologues and is predicted to coordinate Fe(II) in the 
catalytic center of the enzyme, abolishes the demethyl-
ase activity associated with this enzyme. On the basis 
of the demethylase activity associated with FBXL11, 
Tsukada et al. (34 ) have renamed this protein JHDM1, 
which will be used to describe this enzyme henceforth.

To determine the in vitro specificity of JHDM1, 
Tsukada et al. (34 ) tested the enzymatic activity of 
recombinant JHDM1 towards several methylated 
nucleosomal substrates differentially methylated on 
K4, K9, K27, K36, and K79 of histone H3, as well as 
K20 and R3 of histone H4. This study indicated that 
JHDM1 preferentially demethylates dimethylated 

H3 K36 and is not able to demethylate trimethylated 
H3 K36. Furthermore, analysis of the consequence of 
JHDM1 overexpression in 293 T-cells indicated that 
this enzyme is capable of demethylating dimethylated 
H3 K36 in vivo as well.

The study by Tsukada et al. (34) supports the 
proposed model that JmjC domain-containing pro-
teins demethylate methylated lysine residues within 
histones via hydroxylation. An advantage of this reac-
tion mechanism is that all forms of methylated lysine 
residues (mono-, di-, and trimethylated forms) can be 
demethylated. Enzymatic analyses of JHDM1 indicate 
that this enzyme is not capable of demethylating 
trimethylated nucleosomal substrates. This observation 
can be explained in several ways. First, JHDM1 may 
require the association with other factors to be able to 
demethylate trimethylated lysine residues. Regulation 
of the catalytic activity of an enzyme by its interact-
ing factors within a complex is not unprecedented in 
chromatin biology. For example, several components of 
COMPASS, Cps60 and Cps40, are required for histone 
H3 K4 trimethylation by Set1/COMPASS (21 ). Therefore, 
it is also possible that interaction of other factors with 
JHDM1 regulates its enzymatic activity. A second possi-
bility is that the activity of JHDM1 may be regulated via 
direct posttranscriptional modification of JHDM1. Since 
trimethylation for several different sites on H3 appears 
to have different patterns of localization than the cor-
responding mono- or dimethyl form, it is possible that 
JHDM1 demethylase activity may be regulated towards 
these sites. A third possibil-
ity is that demethylation 
of trimethylated histones 
may require the presence of 
other modifications on the 
same or other histones. An 
example for such mechanism 
was shown by the activity 
of Rad6/Bre1 in histone 
H2B monoubiquitination 
and signaling for histone H3 
methylation by COMPASS 
(29, 36, 37 ). A fourth pos-
sibility is the catalytic pocket 
of JHDM1 may be too small 
to accommodate trimethyl-
ated histones, and other JmjC 
domain-containing proteins 
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KeyworDS
Histone methyltransferases: Factors/proteins 

that transfer methyl groups from donor 
S-adenosylmethionine (SAM) to lysine or 
arginine residues on histones. 

SeT-domain: (Drosophila Su(var)3-9, Enhancer 
of zeste (E(z)), and trithorax (trx)). A domain 
found within a class of histone methyltrans-
ferase that catalyzes lysine residue methyla-
tion of histones on the ε-nitrogen.

CoMPASS: (Complex Proteins Associated with 
Set1). A SET domain-containing complex 
capable of mono- di- and tri-methylating 
lysine 4 of histone H3.  Its human homo-
logue, the MLL complex, is also found in a 
COMPASS-like complex capable of methylat-
ing lysine 4 of histone H3.

Histone demethylases: Factors/proteins that 
remove the methyl moiety from methylated 
lysine or arginine residues on histones.



could function in this process. Finally, it is also feasible 
to consider that once lysine residues within histones 
are trimethylated, such marks are permanent and 
irreversible.

Recent studies reported by Tsukada et al. (34 ) 
extend our knowledge regarding the mechanism of 
posttranslational modification of histones by methyla-
tion. This study demonstrated the existence of reaction 
mechanisms and cofactor requirements fundamentally 
different from previously reported histone demethyl-
ases. Because JmjC domain-containing proteins are 
conserved from yeast to human and large numbers of 
JmjC homologues exist within an organism, this class 

of enzymes could be involved in modulating a diverse 

range of existing histone and protein modifications 

via methylation. Future genetic and biological studies 

aiming to define the role of JmjC domain-containing 

proteins in the regulation of gene expression should 

shed further light on the role of the JmjC superfamily in 

pathways involving lysine methylation in histones and 

other proteins.
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T he PLA are an ever-expanding family of enzymes, 
both in numbers and newly recognized roles 
in cell signaling. The PLA2 (phospholipase A2) 

superfamily in mammals consists of over 19 enzymes 
(1 ), which are broadly divided into three groups: 
cytosolic (cPLA2), secretory (sPLA2), and Ca2+-indepen-
dent (iPLA2). PLA2 isozymes catalyze the hydrolysis of 
sn-2 position acyl chains of phospholipids, while PLA1 
catalyze sn-1 cleavage. 

All PLA reactions generate a free fatty acid and a 
lysophospholipid, and each product has the potential 
to mediate cellular responses. Arachidonic acid, for 
example, can be a precursor for pro-inflammatory 
eicosanoids (1 ). Lysophospholipids such as LPA 
(lysophosphatidic acid), known to be generated by 
the action of PLA1 or PLA2, often in concert with a 
PLD (phospholipase D) (2 ) or lysoPLD/ATX (3 ), are 
associated with a variety of cellular events (4 ). The 
widespread distribution of PLA in the human body and 
the bioactive nature of their cleavage products have 
implicated these enzymes in many human diseases, 
including autoimmune (5 ) and cardiovascular diseases 
(6 ), neurological disorders (7 ), and cancer (8 ). 

To explore the effects of particular PLA isozymes 
in cell physiology, it is important to understand their 
spatiotemporal activation, diacyl group selectivity, and 
head group selectivity. For example, PLA isozymes have 
been reported with selectivities for PA (9 ), PE (10, 11 ), 
PC (12–14 ), PS (15, 16 ), and PG (17, 18 ), but informa-
tion regarding the biological significance of the head 
group selectivity is limited. Furthermore, the patho-
physiology of PLA activity in various diseases has made 
these enzymes important targets for isoform-specific 
drug development. In this case, rapid, sensitive, high-
throughput, and real-time fluorescence-based activity 
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A B ST R AC T  PLA (phospholipases A) are important mediators of cell signaling, 
generating bioactive fatty acids and LPLs (lysophospholipids). PLA products having 
different head groups can initiate vastly different types of signaling. Fluorogenic 
analogues of the PLs (phospholipids) PA (phosphatidic acid), PC (phosphatidyl-
choline), PE (phosphatidylethanolamine), and PG (phosphatidylglycerol) were 
synthesized as PLA substrates for rapidly determining in real time the influence 
of head group modifications on cell signaling both in vitro and in cells. Enzyme-
assisted remodeling of the sn-2 position of the diacylglyceryl moiety with cobra 
venom PLA2 and transphosphatidylation with a particular PLD (phospholipase D) 
were central steps in the preparation of these enzymatic probes. The resulting 
fluorogenic Dabcyl- and BODIPY-containing PL analogues, DBPA, DBPC, DBPE, and 
DBPG, were used in mixed micelle assays to determine PLA2 kinetics. Next, the 
assays were used to determine the Xi(50) value of a common PLA2 inhibitor. Finally, 
the head group selectivities of a series of commercially available PLA2 enzymes 
were readily established using the DBPLs (Dabcyl-BODIPY PLs) as substrates.  



assays are desirable which would be compatible with 
isolated enzymes or suitable for cell-based assays. 

PLA activity has traditionally been monitored using 
radiometric, titrametric, or chromatographic endpoint 
analyses (19 ), all of which are time-consuming and 
often do not permit real-time monitoring. Chromogenic 
assays (20 ) allow real-time monitoring of PLA in vitro, 
but fail for in situ applications. Recently, fluorogenic 
PLA probes based on a PC skeleton have been devel-
oped by our group (21 ), as well as by others (22, 23). 
These fluorogenic probes provide rapid, sensitive, real-
time monitoring of PLA activity in vitro and in situ. 

We describe here the synthesis and evaluation of 
fluorogenic PLA probes with four different head groups, 
PA, PC, PE, and PG, by enzyme-assisted organic syn-
thesis. Each fluorogenic substrate contains the same 
diacylglyceryl moiety, in which the sn-1-acyl chain con-
tains an attached fluorescence quencher (Dabcyl, also 
known as p-methyl red), and the sn-2 acyl chain con-
tains an appended BODIPY fluorophore. Intramolecular 
FRET (fluorescence resonance energy transfer) to the 
Dabcyl group quenches BODIPY fluorescence until PLA-
mediated substrate cleavage; then, a fluorophore is 
released when the lysolipid and fatty acid moieties are 
separated and the intermolecular distance exceeds that 

required for efficient energy transfer. We demonstrate 
herein that these four DBPLs (Dabcyl-BODIPY PLs), 
specifically DBPA, DBPC, DBPE, and DBPG, are suitable 
for in vitro monitoring of PLA activity, including applica-
tions for inhibitor screening and head group selectivity 
studies.

RESULTS AND DISCUSSION
The significance of head group selectivity among 

PLA enzymes is one aspect of their crucial roles in cell 
signaling that has not been studied in great detail. To 
address this unmet need, we synthesized fluorogenic 
phospholipid analogue probes having different head 
groups using an enzyme-assisted synthetic route. 
The resulting probes were validated using real-time 
continuous-monitoring in vitro assays. In addition, 
these substrates are being employed to identify spatio-
temporal regulation of PLA activity in living cells.

Enzyme-Assisted Synthesis of DBPC and DBPA. 
The original synthesis of DBPC (21 ) was modified 
to improve yields and permit access to a variety of 
phospholipid head groups. The new enzyme-assisted 
synthetic route is shown in Figure 1a and was based 
on a route used to prepare photoactive phosphatidic 
acid derivatives (24 ). Initial attempts to condense 
Dabcyl-linked aminohexanoic acid (1) with PC-glycerol 
using DCC/DMAP conditions resulted in poor yields 
of a mixture of monoacyl and diacyl products. Other 
unsuccessful esterification conditions included use 
of Sc(OTf)3 as a catalyst (25 ), elevation of reaction 
temperature, and conversion of the fatty acid to an acid 
chloride. Finally, acyl imidazole chemistry, previously 
shown to be effective at acylating PC-appended glycerol 
(26 ), provided the desired diacyl product 2 in accept-
able yield (Figure 1a). After removal of the sn-2 fatty 
acid with cobra venom and re-esterification in high 
yield, the carbamate 4 was cleaved and the resulting 
primary amine was conjugated with C5–BODIPY(FL), SE 
(Molecular Probes) in 78% yield to give DBPC as the 
final product. This new synthesis generates a DPBC that 
has a diacylglycerol moiety with more appropriately 
matched distances between the glyceryl backbone and 
the appended quencher and fluor.

Treatment of intermediate 4 with peanut PLD 
yielded its PA analogue, which was deprotected 
with TFA and then condensed with the active ester 
C5–BODIPY(FL), SE to give DBPA. This revised route, 
using PLA2 and PLD as synthetic reagents, provided 
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4
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Figure 1. Enzyme-assisted route to DBPC (a) and DBPA (b). See Methods for 
experimental details.
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both DBPA and DBPC in eight steps overall. The 
combined yield for DBPC was 24%, an approximately 
100-fold increase over the totally synthetic route previ-
ously reported (21 ). DBPA was synthesized in 25% 
overall yield from intermediate 4.

Synthesis of DBPE and DBPG by 
Transphosphatidylation. In the presence of excess 
alcohol, PLD can preferentially catalyze the alcoholysis 
of phosphatidylcholine in a process called transphos-
phatidylation (27–29 ). It was therefore envisaged that 
transphosphatidylation of intermediate 4 might yield 
PS, PE, and PG analogues, which could be processed 
further to give DBPS, DBPE, and DBPG. 

In our hands, the use of anhydrous conditions 
defined earlier (28 ) for transphosphatidylation gave 
little or no product regardless of nucleophile. Addition 
of nucleophile in buffer, or of buffer alone, was 
required to drive the PLD reaction to completion. This 
procedure, a modification of earlier studies (27 ), was 
followed using L-serine, ethanolamine, and glycerol as 
nucleophiles, and DBPC precursor 4 as electrophile. 
The method gave DBPG and DBPE precursors, 5 and 6, 
in good to excellent yields (Figure 2). Streptomyces sp. 
PLD(P) (Genzyme) was the only PLD that consistently 
catalyzed transphosphatidylation over hydrolysis. 
Other commercial PLD gave either no reaction or PA 
analogues. In the case of the L-serine reaction, the 
product distribution favored DBPA precursor upon 
buffer addition. Modifying the nucleophile to include 
variously protected forms of L-serine did not generate 
the desired DBPS.

To eliminate the need for protection and deprotection 
of the phosphatidylethanolamine moiety, direct trans-

phosphatidylation of DBPC was attempted 
with PLD using the same conditions as 
above. Unfortunately, these conditions 
resulted in decomposition of the starting 
material, with no DBPE product detected. 
With this knowledge, the routes shown in 
Figure 3 were used to convert precursors 5 
and 6 to final products DBPG and DBPE.

Using the described semienzymatic syn-
thesis, we synthesized four fluorogenic PL 
analogues with different head groups from 
a common intermediate (4) in two to five 
steps. Chemical methods for head group 
introduction from modified diacylglyceryl 
precursors gave unacceptably low yields. 
Furthermore, chemical introduction of head 

groups before incorporation of acyl chains was rejected 
as inefficient, as it would require separate synthetic 
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Figure 3. Synthesis of DBPG from 5 (a) and of DBPE from 6 (b). See 
Methods for experimental details.
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reactions leading to DBPE 
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Reagents and conditions 
are as follows: aqueous 
nucleophile (glycerol, 
or ethanolamine) was 
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until a reaction occurred, 
to Amberlite IRC-50 
ion exchange resin and 
Streptomyces sp. PLD(P) 
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stirred at 40–45 °C. See 
Methods for experimental 
details.



routes for each 
probe. Transphos-
phatidylation by 
PLD provided a 
mild, effective way 
to rapidly introduce 
head group diversity 
in our phospholipid 
probe design.

In vitro Activity 
Assays with DBPC 
and DBPA. In vitro 
enzyme assays with 
DBPC and DBPA 
produced linear 

fluorescence increases that were dependent on the 
concentrations of enzyme and probe (data not shown). 
These assays also revealed that predictable tracking of 
enzyme activity is predicated on the amount of deter-
gent or phospholipid used as a carrier for the probe. 
As the fraction of probe in Triton X-100 micelles is 
decreased, the plots of initial velocity versus probe con-
centration become increasingly hyperbolic (Figure 4). At 
≤0.2% (w/w) of DBPC in Triton (0.3 U well–1 LysoMaxS 
PLA2) and ≤0.03% (w/w) of DBPA in Triton (0.5 U well–1 
bee venom PLA2), the data fit the Michaelis–Menten 
equation, and apparent Vmax and Km values can be 
determined at a given Xd.

Regardless of whether the probes were dispersed 
in Triton micelles (Figure 4) or phospholipid vesicles 
(data not shown), a window of robust PLA activity was 
observed. Above a certain mole fraction of DBPL, the 
reported enzyme activity stopped following Michaelis–
Menten kinetics; at too low a mole fraction of DBPL, 
the fluorescent signal fell below detection limits. Mole 
fractions of probe beyond an upper limit presumably 
yield disrupted aggregation states that are resistant 
to enzyme catalysis, resulting in lower-than-expected 
signal generation.

Inhibitor Assay with DBPC. 
The Triton mixed micelle assay, 
despite its intrinsic limita-
tions for obtaining primary 
kinetic parameters (30 ), is 
widely used to obtain relative 
kinetic information in inhibitor 
screens and is the basis for a 
well-developed chromogenic 

sPLA2 assay (31 ). Triton X-100 has the advantages of 
being commercially available and relatively inert and is 
frequently used for isolation of membrane-associated 
proteins. Triton/DBPC micelles provided a suitable 
matrix to allow an Xi(50) for thioether amide–PC (32 ) 
inhibition of PLA2 to be quantified (Figure 5).

Increasing concentrations of thioether amide–PC 
were sonicated into Triton/DBPC mixed micelles and 
assayed in duplicate with bee venom PLA2 (Figure 5). 
The resulting Xi(50) was calculated to be 0.004, corre-
sponding to a thioether amide-PC concentration of 
2 µM. This result correlates with that of a previous mea-
surement of IC50, also 2 µM, for thioether amide–PC 
inhibition of cobra venom PLA2 (32 ).

Head Group Selectivity Assays. The completed 
fluorogenic probes DBPA, DBPC, DBPE, and DBPG 
were used to experimentally determine the head 
group selectivities of a sampling of commercial PLA2 in 
Triton mixed micelles. Each fluorogenic substrate was 
assayed with LysoMaxS, bee venom, cobra venom, 
bovine pancreas, Streptomyces violaceoruber, and 
Human Type V PLA2 in TritionX-100 (reduced) micelles.

Selectivities expressed as a percentage of the slope 
of the analogue showing the most activity (Figure 6) 
revealed several interesting trends. First, mammalian 
enzymes (bovine and human) preferred the PG head 
group, followed by PC > PE >> PA. Second, the venom 
and bacterial enzymes preferred the PC head group, 
followed by PG > PE >> PA. Third, only the venom and 
pancreatic enzymes significantly catalyzed DBPA hydro-
lysis. Previous reports on the head group selectivity 
of these or other closely related PLA2, as determined 
using a variety of assay methods, are summarized 
in Table 1. The degree of agreement between the 
listed head group selectivity studies is noteworthy, 
considering the contrasting methods used. Since the 
PLA head group preferences are conserved from assay 
platform to assay platform in vitro, the same prefer-
ences might also legitimately extrapolate to living 

Figure 5. Inhibition of bee PLA2 
by thioether amide–PC. The log of 
increasing mole fractions of thioether 
amide–PC sonicated with 0.5 µM DBPC 
at Xd = 0.001/0.2% (w/w) in Triton X-100 
micelles is plotted versus initial velocities 
(n = 2) generated upon addition of 
0.01 U well–1 of bee venom PLA2. 
Calculated Xi(50) = 0.004, corresponding 
to 2 µM thioether amide–PC.

86 ACS CHEMICAL BIOLOGY  •	 	VOL.1 NO.2 www.acschemicalbiology.org

Figure 4. Concentration-dependent hydrolysis of DBPC 
(a) and of DBPA (b) by PLA2. An increasingly hyperbolic 
curve is observed for plots of initial velocity (RFU (relative 
fluorescence unit)/s) versus probe concentration (µM) 
as the fraction of probe (either DBPC (a), or DBPA (b)) in 
Triton X-100 is decreased. LysoMaxS PLA2 (0.3 U well–1) 
and bee venom PLA2 (0.5 U well–1), respectively, were 
used with DBPC and DBPA in these assays.



systems. Thus, these data validate the applicability of 
the much more easily utilized DBPL fluorogenic assay 
for further biological studies and inhibitor discovery. 

Probe Design Features. Our probe design provides 
the benefit of unmodified phospholipid head groups 
and ester linkages that should reflect authentic 
protein-ligand interactions. Binding models (33, 34 ) 
predict shallow insertion by sPLA2 into the membrane 
and place the PL acyl chains outside the phospho-
lipid-binding pocket beyond approximately the ninth 
carbon of the sn-2 chain and the fourth carbon of 
the sn-1 chain (35 ). This leads to the assumption 
that, for sPLA2, once a probe is properly inserted 
into liposomes/micelles, minor modifications to the 
chain termini compatible with a hydrophobic lipid 
environment will not be an important factor in enzyme 
selectivity. The correlation between our head group 
selectivity data and those of assays using different 
methods (Table 1) seems to support this assumption. 
However, the aromatic fluor and quencher groups 
at the chain termini of the DBPLs may disrupt the 
micelles sufficiently to result in attenuation of enzyme 
activity at higher mole fractions (36, 37 ) and could 

also affect subcellular localization of the probes (38 ). 
Additionally, the saturated acyl linkages connecting the 
glyceryl backbone to the Dabcyl and BODIPY groups are 
expected to resist cleavage by cPLA2, which insert more 
deeply into lipid bilayers and thereby maintain a prefer-
ence for sn-2 arachidonic acid (34, 39 ).

The DBPL probes have also been designed so that 
fluorescence is completely quenched until cleavage 
occurs. In this regard, they are like molecular bea-
cons, often used to detect the hybridization of nucleic 
acids (40 ). Another paradigm for probe design uses a 
FRET pair in which the donor and acceptor both emit 
fluorescence. The acceptor quenches donor fluores-
cence while simultaneously emitting at another distinct 
wavelength. The advantage of a design that uses two 
fluorophores is that the degree of cleavage can be 
assessed by measuring emission ratios between the 
donor and acceptor. Such ratiometric probes have been 
used in single molecule detection studies (41 ) and 
as substrates for phosphodiesterases (42 ) and PLA2 
(23 ), among other examples. However, bis-fluorophore 
probes suffer from higher background, lower sensitiv-
ity, and a requirement for more complex data analy-
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Figure 6. Head group 
selectivities of commercially 
available PLA2. a) 0.1 U 
well–1 of bovine pancreas, 
b) 20 ng well–1 of 
human Type V, (c) 0.2 U 
well–1 of S. violaceoruber, 
d) 0.6 U well–1 of LysoMaxS, 
e) 0.5 U well–1 of Naja 
mossambica venom, and 
f) 0.1 U well–1 of bee venom 
PLA2 were assayed against 
DBPA, DBPC, DBPE, and DBPG 
in Triton X-100 (reduced) mixed 
micelles (Xd = 0.0001/0.02% 
(w/w) for all probes). Head 
group selectivities are reported 
as percentages of the largest 
slope obtained over a 3 min 
incubation of enzyme with 
DBPL mixed micelles.
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sis. Incomplete quenching and inadequate spectral 
overlap can result in a high fluorescence background. 
An extreme example of this occurred when DBPC was 
compared with BBPC (bis-BODIPY-PC, Invitrogen) and 
found to generate a vastly superior signal (21 ). 

The nonratiometric data obtained with the DBPL 
substrates is qualitative in a cellular context: compara-
tive fluorescence intensity is used to monitor subcellu-
lar enzyme activity. The straightforward synthetic route 
to the DBPL analogues would readily allow substitution 
of the BODIPY–dabcyl pair with a ratiometric fluoro-
phore pair, should applications require such probes. 
But, notwithstanding the quantitative limitations of the 
“dequenching” paradigm, a probe design in which fluor-
escence is completely quenched prior to enzyme cleav-
age, and only one fluor (rather than two) is released 
following cleavage, offers an advantage in fluorescence 
or laser scanning confocal microscopy. When used 
with these visualization techniques, dequenching 
probes like the DBPL substrates offer the potential for 
achieving excellent sensitivity and detailed detection 
of enzyme activity at subcellular locations without the 
need for specialized equipment.

Potential Probe Applications. An increasing body 
of work indicates important cell signaling roles for 
cPLA2, sPLA2, and iPLA2 that do not necessarily prefer 

unsaturated acyl chains and for which the 
DBPL probes could serve as fluorogenic 
substrates. For example, serum LPA is 
biosynthesized primarily by PLD cleavage 
of LPLs that have been generated either 
directly by serum LCAT (lecithin–cholesterol 
acyl transferase) or by cellular sPLA2 and 
PS–PLA1 (2 ). Direct cleavage of PA by sPLA2 
or mPA–PLA1 can also give serum LPA in a 
mechanism that may be important for local 
signaling events like wound healing and 
inflammation (2 ). LPA production is thought 
to be regulated in cells by initial PLD conver-
sion to PA followed with cleavage by an 
sPLA2 or PA–PLA1 (4 ). 

Further examples include a human Group 
III sPLA2 with homology to bee venom sPLA2 
that has an apparent preference for PG. Its 
unique tissue distribution relative to other 
sPLA2 suggests a specialized biological role 
(18 ). A lysosomal PLA2 from macrophages 
(17 ) having a demonstrated preference for 

PG has been implicated in the biosynthesis of LBPA 
(lysobisphosphatidic acid), an important component 
of vesicle structure (43 ). In addition, tafazzin, the gene 
responsible for Barth syndrome, has been shown to 
encode a transacylase responsible for remodeling of PG 
and cardiolipin (44 ). On the basis of sPLA2 hydrolysis 
experiments, LPE or its N-acyl derivatives are proposed 
intermediates in the biosynthesis of N-acyl ethanol-
amines, endogenous ligands for cannabinoid and vanil-
loid receptors having anti-inflammatory activity (10 ).

Another example of a signaling sPLA2 with a 
demonstrated head group preference, a PC-preferring 
lysosomal PLA2, is selectively expressed in alveolar 
macrophages and may play a role in pulmonary sur-
factant catabolism (12 ). LPC generation by iPLA2 can 
stimulate the attraction of phagocytes to apoptotic cells 
(13 ). And, Group X sPLA2, which is uniquely located in 
peripheral and neuronal fibers, demonstrates neurito-
genic activity dependent on LPC production (14 ). The 
literature contains descriptions of many other sPLA2 
and iPLA2 with uncertain or unknown head group 
selectivities.

Furthermore, cPLA2 enzymes hydrolyze a variety of 
saturated phospholipids and can be important signal 
transducers. A cPLA2 of this kind is likely to play a role 
in transducing stimulation of muscarinic receptors to 
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table 1. Comparison of head group selectivity data

PLA2 Phospholipid selectivity Assay system

S. violaceoruber PC >> PE > PA Triton X-100/chromagenica

S. violaceoruber PC > PG > PE > PA Triton X-100/DBPLs
Pig pancreas PG >> PC Triton X-100 and other detergents/pH statb

Pig pancreas PG >> PE > PC Continuous fluorescence displacementc

Bovine pancreas PG >> PE > PC > PA Triton X-100/DBPLs
Bee venom PG >> PC > PE Continuous fluorescence displacementc

Bee venom PE ≥ PC Triton X-100/pH-statd

Bee venom PC > PG ≥ PE > PA Triton X-100/DBPLs
N. naja venom PC > PG >> PE Continuous fluorescence displacementc

N. naja venom PC >> PE Triton X-100/pH-statd

N. mossambica venom PC > PG >> PE > PA Triton X-100/DBPLs
Human group V PC > PG > PA > PE Mixed POPL vesicles/LC-ESIe

Human group V PG > PC > PE  Polymerized mixed liposomes/
Pyrene-labeled PLf

Human group V PG > PC > PE > PA Triton X-100/DBPLs

aAdapted from ref 48.  bAdapted from ref 49.  cAdapted from ref 50.  dAdapted from ref 51.  
eAdapted from ref 52.  fAdapted from ref 53.



modulation of calcium channel activity (45 ) in neurons. 
In a related example, which also demonstrates the use 
of DBPC in a cell-based enzyme assay, SCG (superior 
cervical ganglion) neurons from mice expressing cPLA2 
and deficient in sPLA2 were labeled with DBPC and 
found to exhibit a distinct increase in gross PLA2 activ-
ity following stimulation with the muscarinic agonist 
Oxo-M (oxotremorine-M, Figure 7).

In conclusion, DBPA, DBPC, DBPE, and DBPG are 
useful new substrates for analysis of PLA activity in vitro 
and in living cells and tissues. The fluorogenic assay 
allows expeditious detection of enzyme activity in real 
time with a continuous readout. The assay is amenable 
to high-throughput screening for PLA2 isozyme inhibi-
tors and for examination of the PL head group selectiv-
ity of virtually all PLA2 isozymes. The utility of DBPC in 
cell-based enzyme assays has been shown here as 
well as previously (21 ). Reports of its use in whole cell 
monitoring of PLA in studies investigating a putative 
PLA2 involved in ovarian cancer progression (46 ), and 
for another PLA2 involved in neuronal L-channel inhibi-
tion (Liu, L., Zhao, R., Bai, Y., Stanish, L. F., Evans, J. E., 

Sanderson, M. J., Bonventre, J. V., and Rittenhouse, 
A. R., unpublished results) will be described in detail 
in other publications. Further collaborative demonstra-
tions of the utility of DBPLs bearing other head groups 
as substrates for a variety of animal, plant, and bacte-
rial PLA enzymes in vitro and in cells are in progress 
and will be reported in due course.

Figure 7. Fluorescence of DBPC in a cell-based assay of 
stimulation of an adult mouse superior cervical ganglion 
neuron expressing cPLA2 but deficient in sPLA2. PLA2 
activation is shown at 0 min (a, baseline PLA2 activity), and 
after 6 min exposure to 10 µM Oxo-M (b). Images provided 
by Ann R. Rittenhouse, Rubing Zhao, Yen Bai, and Michael J. 
Sanderson; used with permission.
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METHODS
NMR and MS data can be found online in the Supporting 

Information.
6-(p-Methyl Red)aminohexanoic Acid (1). The sodium salt of 

p-methyl red (Acros) was converted to its acid form by treatment 
with 2 M HCl, followed by lyophilization. The acid form (6.8 g, 
25 mmol) was then combined with NHS (N-hydroxysuccinimide, 
4.4 g, 38 mmol) and EDCI (N-(3-dimethylaminopropyl)-N´-ethyl-
carbodiimide hydrochloride, 7.3 g, 38 mmol) in DMF (60 mL). 
After stirring overnight, the reaction was concentrated under 
vacuum and washed (H2O) to give the NHS–ester of p-methyl 
red. The NHS–ester (226 mg, 0.62 mmol) was further reacted 
with 6-aminocaproic acid (123 mg, 0.94 mmol) in a 2:1 solu-
tion of DMF/H2O containing 7% DMAP. After 24 h, the reaction 
was acidified with 3 M HCl, then extracted with 10% MeOH in 
CH2Cl2. Solvents were removed in vacuo, and the product was 
precipitated from EtOH/H2O as a deep red solid (200 mg, 77% 
yield, two steps). 

1-O-(6-(p-Methyl Red)aminohexanoyl)-2-O-(6-(p-methyl 
red)aminohexanoyl)-sn-glyceryl Phosphatidylcholine (2). 
A solution of 6-(p-methyl red)aminohexanoic acid (40 mg, 
0.11 mmol) and carbonyldiimidazole (25 mg, 0.16 mmol) in 
anhydrous DMSO (0.5 mL) was stirred under Ar for 30 min. This 
thick reaction mixture was transferred via syringe in 1 mL DMSO 
to a flask containing 4.5 mg (0.02 mmol) sn-glycero-3-phospho-
choline (Bachem) and DBU (21 µL, 0.14 mmol) stirring in DMSO 
(0.25 mL) at 40 °C. After 24 h, the reaction was concentrated 
under vacuum and purified on SiO2 (Flash Chromatography 
ASTM 230–400 Silica Gel) by elution with 65:25:4 CH2Cl2/
MeOH/H2O to give a red solid (7 mg, 40% yield). 

1-O-(6-(p-Methyl Red)aminohexanoyl)-sn-glyceryl 
Phosphatidylcholine (3). Compound 2 (100 mg) was dissolved 
in MeOH (300 µL) and then treated with 1 mg (ca. 1400 U) PLA2 

(Naja mossambica mossambica, Sigma) in 600 µL of 0.1 M 
sodium borate buffer containing 0.1 M CaCl2 and adjusted 
to pH 7.8. This solution was allowed to stir at 40 °C. Over 
48 h, another 1 mg of PLA2 was added in a total of 1.2 mL 
of 1:2 MeOH/buffer. After 72 h, the solvents were removed 
under a stream of Ar and compound 3 (56 mg, 90% yield) was 
collected as a red solid from a small SiO2 column with 60:35:7 
CH2Cl2/MeOH/H2O. 

1-O-(6-(p-Methyl Red)aminohexanoyl)-2-O-(12-Boc-amino-
dodecanoyl)-sn-glyceryl Phosphatidylcholine (4). To 65 mg 
(0.21 mmol) of 12-(Boc-amino)dodecanoic acid (Fluka) and 
TPSNT (23, 47 ) (76 mg, 0.20 mmol) stirring in distilled CH2Cl2 
(2 mL) was added 30 µL (0.38 mmol) of 1-methylimidazole. 
The solution was stirred for 30 min and then added to a stirred 
solution of 3 (40 mg, 0.06 mmol) in 2 mL of CH2Cl2. After 72 h, 
the solvent was evaporated and product 4 (50 mg, 85% yield), 
a red solid, was isolated from SiO2 with a step gradient of 1:9 
MeOH/CH2Cl2; 65:25:4 CH2Cl2/MeOH/H2O; then, 60:35:7 
CH2Cl2/MeOH/H2O. 

1-O-(6-(p-Methyl Red)aminohexanoyl)-2-O-(12-(5-BODIPY-
pentanoyl)aminododecanoyl)-sn-glyceryl Phosphatidylcholine 
(DBPC). Compound 4 (10 mg, 0.01 mmol) was dissolved in 
a solution of 1:2 TFA/CHCl3 (1.5 mL, total). After stirring for 
1 h, the solvent was removed in vacuo and the crude amine 
was used without purification in the next step. Freshly made 
1 M TEAB buffer (600 µL, pH 8.5) was added to the crude 
amine (8.9 mg, 0.01 mmol), followed by a solution of 5 mg 
(0.01 mmol) of C5–BODIPY(FL), SE (Molecular Probes) in 400 µL 
of DMF. The reaction was stirred for 24 h, at which time the 
solvents were removed with a stream of Ar. DBPC (9.5 mg, 78% 
yield) was isolated from a short SiO2 column as a red solid, 
using a step gradient of 30% MeOH in CH2Cl2; then, 65:25:4 
CH2Cl2/MeOH/H2O. 



1-O-(6-(p-Methyl Red)aminohexanoyl)-2-O-(12-(5-BODIPY-
pentanoyl)-aminododecanoyl)-sn-glyceryl Phosphatidic Acid 
(DBPA). To a solution of 2 mg (0.002 mmol) of 4 in 300 µL of 
CHCl3 was added 140 U of peanut PLD (Sigma) dissolved in 
700 µL of 0.1 M sodium acetate buffer (pH 5.6) that contained 
0.1 M CaCl2. The reaction was stirred vigorously at 35–40 °C for 
2 days, at which time the solvents were removed by vacuum. 
The crude PLD product was purified as a red solid from SiO2 with 
20% MeOH in CH2Cl2. The PLD product (ca. 4 mg) was dissolved 
in a 1:5 solution of TFA/CH2Cl2 (1.2 mL, total). After stirring for 
2 h, the solvents were removed, first under a stream of nitrogen 
and then in vacuo. The product (2 mg, 0.003 mmol) was then 
dissolved in 1 M TEAB buffer (600 µL), and 1.3 mg (0.003 mmol) 
of C5–BODIPY(FL), SE was added in 400 µL of DMF. The reaction 
was stirred for 6 h, and solvents were removed in vacuo. The 
product was isolated from SiO2 with a step gradient elution of 
1:9 MeOH/CH2Cl2; then, 65:25:4 CH2Cl2/MeOH/H2O + 1% TEA. 
DBPA was further purified by passage through Sephadex LH-20 
in 1:9 MeOH/CH2Cl2. It was then passed through DOWEX 
50WX8-200 (sodium form) to give DBPA as a red, solid sodium 
salt (1.6 mg, 25% yield, 3 steps). 

1-O-(6-(p-Methyl Red)aminohexanoyl)-2-O-(12-Boc-amino-
dodecanoyl)-sn-glyceryl Phosphatidylglycerol (5). Compound 
4 (5 mg, 5.4 µmol) was dissolved in 1.3 mL of CHCl3. An excess 
(~250 µL, total) of glycerol, 97 mg of Amberlite IRC-50 beads, 
and 1000 U of Streptomyces sp. PLD(P) (Genzyme) were then 
added. After stirring for several days at 40–45 °C, no reaction 
was observed. Approximately 250 µL of buffer (0.2 M NaOAc 
and 0.08 M CaCl2, pH 5.6) and 25 U of additional PLD were 
then added. After stirring overnight, the reaction had proceeded 
almost to completion. The DBPG precursor 5 was purified on 
SiO2 using 25% MeOH/CH2Cl2 to give a red solid. 

1-O-(6-(p-Methyl Red)aminohexanoyl)-2-O-(12-(5-BODIPY-
pentanoyl)aminododecanoyl)-sn-glyceryl Phosphatidylglycerol 
(DBPG). Compound 5 (2 mg, 2.2 µmol) was dissolved in a 50% 
solution of TFA in CH2Cl2. After stirring for 2.5 h at room tempera-
ture, the solvents were removed under a stream of Ar. After 12 h 
under vacuum, the residue was dissolved in DMF (200 µL) con-
taining C5–BODIPY(FL), SE (1.2 mg, 2.9 µmol). To this solution 
was added 400 µL of 1 M TEAB buffer (pH 8.4), and the reaction 
was stirred for 4 h. Solvents were removed with a stream of 
argon and then in vacuo. DBPG (1.7 mg, 68% yield, two steps), 
a red solid, was isolated from SiO2 using 10% MeOH/CH2Cl2; 
20% MeOH/CH2Cl2; then, 70:20:2 CH2Cl2/MeOH/H2O. 

1-O-(6-(p-Methyl Red)aminohexanoyl)-2-O-(12-Boc-amino-
dodecanoyl)-sn-glyceryl Phosphatidylethanolamine (6). 
Amberlite IRC-50 beads (50 mg) and CHCl3 (500 µL) were added 
to a vial containing dried 4 (6 mg, 6.5 µmol). Ethanolamine 
(10 µL, 164 µmol), then 200 U of Streptomyces sp. PLD(P) 
(Genzyme) in 400 µL of buffer (0.2 M NaOAc and 0.08 M CaCl2, 
pH 5.6) was added. The reaction was stirred at 40–45 °C. After 
24 h, another 200 U of PLD was added, and then 200 U were 
added again after another 24 h. After stirring overnight, the 
solvents were stripped with a stream of nitrogen and DBPE 
precursor 6 was collected as a red solid from a SiO2 column with 
65:25:4 CH2Cl2/MeOH/H2O. 

1-O-(6-(p-Methyl Red)aminohexanoyl)-2-O-(12-Boc-amino-
dodecanoyl)-sn-glyceryl Phosphatidylethanolamino-Fmoc 
Carbamate (7). To compound 6 (1.6 mg, 1.8 µmol) was added 
Fmoc-Cl (0.6 mg, 2.4 µmol) in 0.9 mL of dioxane, followed by 
0.5 mL of a saturated solution of NaHCO3. After stirring for 24 h, 
the reaction was diluted with EtOAc and washed with water and 
brine. The solvents were removed, and the red, solid product 7 
(1.5 mg, 78% yield) was purified on SiO2 with a step gradient of 
20% MeOH/CH2Cl2, then 65:25:4 CH2Cl2/MeOH/H2O. 

1-O-(6-(p-Methyl Red)aminohexanoyl)-2-O-(12-
(5-BODIPY-pentanoyl)aminododecanoyl)-sn-glyceryl 

Phosphatidylethanolamino-Fmoc Carbamate (8). Compound 7 
was dissolved in 1 mL of CH2Cl2 and stirred with 0.2 mL of TFA 
for 1 h at room temperature. Following removal of solvents by 
vacuum, the crude amine (3.1 mg, 3.1 µmol) was dissolved in 
0.7 mL of 1 M TEAB buffer, followed by addition of 0.5 mL of DMF, 
then C5–BODIPY(FL), SE (1.4 mg, 3.4 µmol). The solution was 
concentrated by about half, after several minutes, with a stream 
of nitrogen, and another 0.5 mL of DMF was added to improve 
solubility. After stirring overnight, the reaction was stripped of 
solvent with nitrogen, and DBPE precursor 8 was purified on SiO2 
using a step gradient of 10% MeOH/CH2Cl2, 20% MeOH/CH2Cl2, 
and 65:25:4 CH2Cl2/MeOH/H2O to give a red solid. 

1-O-(6-(p-Methyl Red)aminohexanoyl)-2-O-(12-
(5-BODIPY-pentanoyl)aminododecanoyl)-sn-glyceryl 
Phosphatidylethanolamine (DBPE). A 5% solution of piperidine 
in DMF was added to a vial containing a dried film of 8 (3.3 mg, 
2.5 µmol). The solution was allowed to stir for 15 min and then 
evaporated under a stream of nitrogen. The product, DBPE, was 
collected from a short SiO2 column as a red solid using 10% 
MeOH/CH2Cl2, then 65:25:4 CH2Cl2/MeOH/H2O. 

Fluorogenic Assays Using DBPC and DBPA with PLA2. DBPC 
or DBPA was combined with either PC or Triton X-100 (reduced) 
at the relative concentrations given in the text. Carrier solvents 
(usually chloroform, or 65:25:4 chloroform/methanol/water) 
were evaporated under a stream of nitrogen and then in vacuo 
before buffer (0.1 M Tris, 0.1 M CaCl2, and 0.05% NaN3, pH 8.9) 
was added. The resulting suspension was sonicated for 30 s 
on a probe sonicator set at output = 3 and duty cycle = 50%, 
and then for an additional 2 min at the same sonicator settings 
with ice-bath cooling. Aliquots (0–100 µL) of the resulting 
micelle/vesicle solution were diluted to 100 µL total volume 
with buffer in a 96-well plate. Enzyme in buffer was added to 
initiate hydrolysis of the probe following a separate thermal pre-
equilibration (2 min) at 37 °C of the enzyme and micelle/vesicle 
solutions. Fluorescence readings were recorded (λex = 500 nm; 
λem = 530 nm) every 15 s for 5 min on a SpectraMax GeminiXS 
fluorescent plate reader. Plots of initial velocity (RFU s–1) versus 
probe concentration were plotted and fit to the Michaelis-
Menten equation using GraphPad Prism (GraphPad Software, 
Inc.) and were shown at various mole fractions of DBPA and 
DBPC in Triton mixed micelles (Figure 4). 

Thioether Amide–PC Inhibitor Assay. To a 2 µg dried film of 
DBPC was added 2.2 mL of 0.04% (w/v) Triton X-100 (reduced) 
that had been prepared in 0.1 M Tris buffer, pH 8.8, contain-
ing 0.1 M CaCl2 and 0.05% NaN3. Using a probe sonicator set 
to power output = 3 and duty cycle = 50%, we sonicated this 
suspension for 30 s at room temperature, then in an ice bath 
for 2 min. The resulting mixed micelle stock solution was 0.8 µM 
in DBPC, amounting to 0.25% (w/w) of the Triton micelles. 
Thioether amide–PC (Cayman Chemical) was aliquoted into test 
tubes from 1 ng µL–1 and 10 ng µL–1 stock solutions to give 
0, 15, 46, 77, 152, 463, and 772 ng of inhibitor in 100 µL total 
of 0.04% (w/v) Triton X-100 (reduced) buffer. A total of 250 µL of 
the DBPC mixed micelle stock solution was added to each test 
tube of inhibitor. Each test tube was then sonicated as above 
for 30 min at room temperature and placed on ice for 2 min. 
When an approximate MW of 631 for Triton X-100 (reduced) was 
assumed, this gave thioether amide–PC/DBPC/Triton mixed 
micelle solutions of mole fraction XTEPC = 0.0001–0.005 and a 
final concentration of DBPC in Triton of 0.18% (w/w), or 0.6 µM 
relative to solution. From each test tube, 100 µL of solution 
was placed in a black 96-well plate in duplicate. Separate wells 
containing 0.0013 U µL–1 bee venom PLA2 were also prepared. 
After the plate was incubated at 37 °C for 2 min, 10 µL of bee 
venom PLA2 solution was added to each well of DBPC/thioether 
amide–PC solution. Readings were recorded at 15 s intervals 
on a fluorescent plate reader during 5 min (λex = 500 nm; 
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λem = 530 nm). Initial velocities were calculated from the slopes 
generated within the first 75 s of enzyme reaction. The log(XTEPC) 
was plotted against the initial velocities and fit to a sigmoidal 
curve for one-site competitive binding using GraphPad Prism 
(Figure 5).

Head Group Assay. Samples of DBPA, DBPC, DBPE, and 
DBPG were dried into separate vials and carefully weighed five 
times to get average masses. Stock solutions were generated by 
diluting the samples with 65:25:4 CH2Cl2/MeOH/H2O. On the 
basis of the calculated average concentration of each sample, 
5 µg aliquots of each stock solution were withdrawn. To increase 
precision and decrease variability between experiments, the UV 
absorbance at 510 nm of each 5 µg aliquot was measured and 
compared to the absorbance at 510 nm of its mother solution. 
Aliquot concentrations were then adjusted as necessary to bring 
each absorbance to its expected value. The 5 µg aliquots were 
dried down to a film. To each resulting film was added a 0.76% 
(w/v) solution of Triton X-100 (reduced) in Tris buffer (0.1 M, 
containing 0.1 M CaCl2 and 0.05% NaN3, pH 8.8). These were 
sonicated as above to generate 1.2 µM solutions of each probe 
as mixed micelles in Triton (0.02% (w/w) probe). Each solution 
was added to the wells of a black 96-well plate in duplicate. 
The wells were incubated and inoculated with 0.1 U well–1 
(70 ng well–1) bee venom (Sigma), 0.6 U well–1 LysoMaxS 
(Genencor), 0.5 U well–1 (260 ng well–1) N. mossambica venom 
(Sigma), 0.1 U well–1 (5 µg well–1) bovine pancreas (Sigma), 
0.02 U well-1 S. violaceoruber (Sigma), or 20 ng well–1 human 
Type V PLA2 (Cayman Chemical) at 37 °C, and the fluorescence 
was measured as above. Slopes were obtained from 0–150 s, 
averaged, and compared (Figure 6).

Cell Assay. Images (Figure 7) were recorded from enzymati-
cally dissociated SCG neurons from cPLA2 +/+ mice. Dissociated 
neurons from 8–16 week-old SCG were plated at a density of 
one-half ganglion per one 35 mm poly-l-lysine-coated glass 
bottom petri dish (no. 1.5, MatTek Corp.) and incubated at 37 °C 
in a 5% CO2 environment in MEM. A 1 µg µL–1 stock solution of 
DBPC in chloroform was prepared, divided into 12 µL samples, 
dried with nitrogen, and stored at –80 °C. Aliquots were mixed 
with 44 µL of PS in chloroform and redried under nitrogen. The 
DBPC-PS mixture was rehydrated with 1 mL of PBS, sonicated 
for 15 min on ice to generate liposomes, and used within a few 
hours of preparation. Cells cultured in Matek dishes were prein-
cubated in HBSS (Hank’s balanced salt solution) for 30 min. The 
DBPC-labeled liposomes were then added to the cell culture, 
yielding a final DBPC concentration of 0.01 µg µL–1. Cells were 
incubated for 40 min at 37 °C, washed three times with HBSS to 
remove any adherent liposomes, and then viewed on a custom-
built, video-rate confocal microscope with a 40× objective lens. 
An excitation wavelength of 488 nm was used, and emission 
spectra were collected with long pass filters (OGSIS) at 515 nm. 
After recording time-zero images (Figure 7a), cells were stimu-
lated with Oxo-M (oxotremorine-M) or treated with HBSS for 
unstimulated control images (not shown). For each time point, 
images were collected at room temperature at 30 frames/s for 
1 s using Video Savant (IO industries, Inc.) and directly written 
to a PC. Each set of 30 images was averaged to create an image 
for time intervals ranging from 1 to 9 min and analyzed using 
NIH ImageJ133. The image generated after 6 min stimulation is 
shown in Figure 7b.
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T oxic cyanobacterial waterblooms are of serious 
concern due to their production of potent 
hepatotoxins and neurotoxins in freshwater 

lakes and water reservoirs. Of the known toxins, the 
hepatotoxic microcystins are produced in various cyano
bacterial genera, including Microcystis, Anabaena, 
Nostoc, Oscillatoria, and Planktothrix (1–5 ). Previous 
biochemical and genetic studies found that these cyclic 
heptapeptides are assembled on a large multienzyme 
complex via a mixed nonribosomal peptide synthe
tase/polyketide synthase (NRPS/PKS) pathway, the 
first such pathway identified in a cyanobacterium. 
NRPSs and PKSs are large, multifunctional protein 
complexes that catalyze the synthesis of nonribo
somal peptides and polyketides, respectively, from 
amino acid and small chain carboxylic acid monomers 
via a thiotemplate mechanism (Figure 1) (6, 7 ). The 
microcystin synthetase (mcy) gene cluster was cloned 
from Microcystis aeruginosa (Figure 2) (8–10 ) and 
more recently from strains of the genera Planktothrix 
(11 ) and Anabaena (12 ). Through comparison of 
the sequence data from the mcy gene clusters with 
other NRPS and PKS systems, a biosynthetic scheme 
for microcystin was proposed (8–10 ). Microcystin 
synthetase contains an adenylation–peptidyl carrier 
protein (A–PCP) loading didomain at the Nterminus 
of the McyG PKS that has been postulated to activate 
and load the starter unit phenylacetate for subsequent 
polyketide extension in the formation of the novel 
aromatic βamino acid (2S,3S,8S,9S)3amino9
methoxy2,6,8trimethyl10phenyl4,6decadienoic 
acid (Adda) residue (Figure 2) (9, 10 ). While the 
structure of Adda suggests priming with phenylacetate, 
in vivo feeding experiments do not support the direct 
involvement of this starter unit (13, 14 ). Hence, on 
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A B ST R AC T  The microcystin family of toxins is the most common cause of 
hepatotoxicity associated with water blooms of cyanobacterial genera. The bio-
synthetic assembly line producing the toxic cyclic peptide, microcystin, contains 
an adenylation–peptidyl carrier protein didomain (A–PCP) at the N-terminus of the 
initiator module McyG (295 kDa) that has been postulated to activate and load 
the starter unit phenylacetate for formation of the unusual aromatic β-amino acid 
residue, Adda, before subsequent extension. Characterization of the McyG A–PCP 
didomain (78 kDa) using ATP–PPi exchange assays and mass spectrometry 
revealed that assorted phenylpropanoids are preferentially activated and loaded 
onto the PCP carrier domain rather than phenylacetate itself. For the first time, 
thioesters formed in vivo were detected directly using large molecule mass 
spectrometry. Additionally substrates were cleaved using a type II thioesterase 
for structural elucidation by small molecule mass spectrometry. Unprecedented 
features of the McyG A–PCP didomain include the in vivo acylation of the holo PCP 
with exogenous and endogenous substrates, along with the ability of the apo 
protein to retain the acyl-AMP intermediate during affinity purification. These 
results imply that phenylpropanoids are preferentially loaded onto the McyG PCP; 
however one carbon must be excised following extension of the starter unit with 
malonyl-CoA in order to generate the expected polyketide chain which leads us to 
ponder the novel biochemistry by which this occurs. 



the basis of these incompatible in vivo data, we 
set out to investigate the substrate selectivity and 
specificity of the McyG didomain (McyG APCP). 

Conventional methods to analyze the biosynthesis 
of NRPS/PKS complexes include quantification of indi
vidual intermediates present at stoichiometric levels 
by autoradiography and/or base hydrolysis of the thio
ester intermediates and analysis by radioTLC (or high
performance liquid chromatography (HPLC)) (15–18 ). 
However, breakthroughs in electrospray ionization (ESI) 
and matrixassisted laser desorption ionization (MALDI) 
(19, 20 ) catalyzed a period of technology development 
that established a variety of instrumental modes for 
mass spectrometry (MS) to report on the molecular 
structure of small molecules, peptides, and intact 
proteins. Currently, the direct interrogation of enzyme 
intermediates by MS is illuminating a diverse array 
of chemistries used in nature (21 ). The development 
of hybrid quadrupole Fouriertransform mass spectro
metry (QFTMS) instruments has enabled the detection 
of lowlevel components from complex mixtures and 
verification of their identity by highresolution tandem 
MS (MS/MS) (22 ). The application of ESI coupled with 
QFTMS for the interrogation of thioester bound inter
mediates of the bacitracin, yersiniabactin, epothilone, 
and aminocoumarin pathways has further improved 
fundamental understanding of the mechanistic enzym
ology of these complex pathways (23–27 ). Probing of 
multiple modules in parallel has been achieved, along 
with substrate–activity relationships and quantification 

of active site occupancy. Additionally, proteolysis and 
liquid chromatography on line with iontrap MS applied 
to natural and engineered proteins in the prototypical 
PKS system, 6deoyxerythronolide B synthase (DEBS), 
has recently been reported (28, 29 ).  

By use of diverse types of measurement strategies 
and instruments, a growing number of labs are utilizing 
the potential of MS to directly observe enzymebound 
intermediates. In this study, we report the in vitro and 
in vivo processing of the microcystin loading module 
(McyG APCP) with assorted primer units. Using 
conventional ATPPPi exchange assays and a combina
tion of MS technologies, including MALDI timeofflight 
(TOF) MS, ESIQFTMS, and small molecule structural 
elucidation by gas chromatography/electron impact MS 
(GC/EIMS), novel NRPS biochemistry is revealed.

RESULTS AND DISCUSSION
While sequence analysis of the mcy gene cluster 

has identified the mixed NRPS/PKS assembly complex 
proposed for Adda biosynthesis (9, 10 ), the mecha
nism of starter unit incorporation remains elusive. 
Phenylacetate was suggested to be the starter unit for 
Adda biosynthesis since it correlates with the structures 
of these related cyclic peptides and recent analysis of 
their respective biosynthetic gene clusters did not sug
gest otherwise. Previous feeding experiments, however, 
did not directly support the incorporation of phenyl
acetate and instead indicated that the starter unit was 
derived from lphenylalanine (13, 14 ). Because of 
these intriguing observations, we set out to determine 
the priming mechanism of microcystin synthetase to 
deduce whether starter unit modifications take place 
before or after tethering to the assembly line.  

The McyG A–PCP Loading Domain. Sequence 
analysis revealed that the M. aeruginosa PCC7820 
mcyG gene was 99% identical to those from the other 
M. aeruginosa strains. The deduced protein sequence 
was identical in its arrangement of catalytic domains 
(Figure 2, panel c) with each containing the conserved 
active site residues required for activity. The amino acid 
sequence of the McyG A domain was aligned with the 
sequence of the GrsA A domain, for which the crystal 
structure has been solved; however, the presence 
of additional amino acids around the active site of 
the McyG A domain which were absent in the GrsA 
sequence made it difficult to postulate the substrate 
specificity based on sequence alignments alone 
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Figure 1. General mechanism of NRPS biosynthesis. Each module (denoted by 
color) contains the machinery to incorporate one monomer into the growing 
peptide chain. A minimal module contains an adenylation (A) domain, a 
condensation (C) domain, and a thiolation (T) domain (also known as peptidyl 
carrier protein or PCP) to which the intermediates are covalently tethered. The 
carrier protein domain contains an active site Ser to which a phosphopantetheine 
moiety is post-translationally loaded. This moiety then serves as the transporting 
group, moving the elongation intermediates between the catalytic centers. The A 
domains are responsible for recognizing and activating the requisite amino acid 
substrates and loading them onto the carrier protein domains. The C domains 
are responsible for catalyzing condensation, which forms the peptide bonds 
between the subunits. The final product composition depends on the number and 
arrangement of these modules, with the final product release step catalyzed by a 
thioesterase (TE) domain.  



(30, 31 ). The apo McyG A–PCP didomain (78 kDa) was 
successfully expressed as described in the Methods 
section and is shown in Supplementary Figure 1. 

Characterization of Adenylation Domain Specificity. 
To investigate the substrate specificity of the McyG 
didomain that is involved in the proposed loading 
of phenylacetate during the assembly of the Adda 
unit in the microcystin peptide, a range of substrates 
were tested against the apo McyG A–PCP didomain 
using the ATPPPi exchange assay (32 ). This enzyme 
accepted a wide range of phenylpropanoids (Figure 3), 
and the highest activity was clearly observed with 
transcinnamic acid. Other phenylpropanoids 
were utilized as possible substrates, including 
dphenylalanine, pcoumarate (activities 30% and 
17% relative to cinnamic acid), and to a lesser extent 
lphenylalanine, phenylpyruvate, d3phenyllactate, 
and l3phenyllactate (less than 10% relative to cinna
mic acid). Activity was less than 1% for the substrate 
phenylacetate along with benzoate, lalanine, and 
water as negative controls.  

In Vivo and in Vitro Formation of Holo McyG 
A–PCP. In order to analyze substrate loading onto 
the McyG PCP, it was essential to generate the 
active holo form of the McyG PCP by transferring the 
phosphopantetheine moiety of CoA onto Ser 604. 
Since the E. coli strain used for heterologous expres
sion of the McyG A–PCP protein does not contain a 
general phosphopantetheinyl transferase (PPTase) 

that is suitable for posttranslational modification of 
foreign PCPs (33 ), a bifunctional pHIS8based expres
sion plasmid was constructed to generate the holo 
PCP in vivo by coexpressing the octahistidyltagged 
McyG A–PCP didomain with the Svp PPTase pro
tein from Streptomyces verticillus ATCC15003 (34 ). 
Absence of the polyhistidine tag attached to the 
Svp protein enabled direct purification of the tagged 
holo McyG A–PCP didomain (holo A–PCPin vivo ) by 
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Figure 2. Overview of microcystin-LR structure, biosynthetic 
genes and proteins, and biosynthesis. a) Structure of 
microcystin-LR. Uncommon amino acid abbreviations: 
Adda (3-amino-9-methoxy-2,6,8-trimethyl-10-phenyl-
4,6-decadienoic acid), MeDha (N-methyldehydroalanine), 
MeDhb (N-methyldehydrobutyrine), and d-MeAsp (d-erythro-
β-methylaspartic acid). b) The microcystin (mcy) biosynthetic 
gene cluster from M. aeruginosa. The cluster contains 10 
bidirectionally transcribed open reading frames comprised 
of six large multienzyme synthases/synthetases (McyA-E, G) 
that incorporate the amino acid and acyl-CoA precursors 
and four monofunctional proteins that are putatively 
involved in O-methylation (McyJ), epimerization (McyF), 
dehydration (McyI), and localization (McyH). c) The hybrid 
NRPS (yellow) and PKS proteins (blue) encoded by mcyG. 
The McyG A–PCP didomain (yellow) is the focus of this 
study. Abbreviations: A (adenylation), PCP (peptidyl carrier 
protein), KS (ketosynthase), AT (acyltransferase), CM 
(C-methyltransferase), KR (ketoreductase), and ACP (acyl 
carrier protein). d) Origin of the carbons in the Adda subunit 
of microcystin.

Figure 3. The McyG adenylation domain and its relative substrate-dependent 
ATP–PPi exchange activities for a variety of substrates. Activity of the McyG 
didomain relative to cinnamic acid (100%). 



Ni2+affinity chromatography. Alternatively, purified 
PPTases, Svp (34 ) or Sfp from Bacillus subtilis (35 ), 
were used to catalyze the posttranslational modifica
tion of the apoPCP in vitro to form holo A–PCPin vitro.

Analysis of Intact McyG A-PCP by MALDI–TOF MS. 
Phosphopantetheinylation of the McyG PCP in vivo and 
in vitro was confirmed by MALDI–TOF MS analysis. The 
apo A–PCP protein had the expected mass; however, 
the holo A–PCPin vivo protein was found to be 511 Da 
greater than the mass of the apo protein, far greater 
than the anticipated 340 Da increase that would result 
from the attachment of the phosphopantetheine 
cofactor from coenzyme A. MALDI–TOF MS analysis of 
the holo A–PCPin vitro protein revealed the holo enzyme 
(78604 Da) along with this larger species (78751 Da) 
previously observed in the in vivo generated A–PCP 
sample (Supplementary Table 1). These data suggested 
that the overweight holo protein may reflect a common 
acylated form that was modified not only in vivo but 
also in vitro through the copurification of an acylAMP 
bound to the enzyme that when converted from apo to 
holo autoacylates. In order to characterize this enzyme
bound intermediate at isotopic resolution, proteolysis 
combined with ESIQFTMS was utilized.

Q-FTMS Characterization of McyG A–PCP. HPLC 
separation of peptides generated by exhaustive 
trypsin digestion of the apo McyG A–PCP didomain 
followed by QFTMS analysis was performed in order 
to characterize the PCP active site (Figure 4). Initial 
experiments detected a peptide corresponding to 
Gln577Arg609 in the apo didomain (Figure 4, panel a). 
The identity of this PCP active site containing pep
tide was confirmed by tandem mass spectrometry 
(data not shown), the fragment ions from which are 
correlated to the peptide primary sequence as seen 
in the graphical fragment map (Figure 4, panel b). 
Analysis of all HPLC fractions indicated that the 
peptide was present only in its apoform, revealing 
that the E. coli PPTases (EntD or ACPS) had no detect
able activity during McyG A–PCP overexpression.

Acylation of in Vitro-Generated Holo McyG A–PCP 
Didomain. Purified apo A–PCP protein was incu
bated with Sfp and CoA in order to generate the 
holo A–PCPin vitro protein and subsequently used to 
analyze loading of substrates in vitro (Figure 5). In the 
absence of substrate, a small amount of holo peptide 
was identified; however, the majority was found to 
have a Mr value 132.0 Da greater than the holo form 
(Figure 5, panel a). This observation is consistent with 
the MALDI–TOF MS results, which identified that a 
mixture of holo and acylated protein was generated 
from in vitro phosphopantetheinylation. On the basis 
of the +132.0 Da mass shift (Δm) and the structural 
similarity to the active phenylpropanoid compounds in 
the ATPPPi exchange assay, the substrate loaded onto 
the PCP was hypothesized to be either hydrocinnamate 
or benzoylformate (both would add 132.0 Da).

To elucidate the structure of the loaded substrate, 
the acylSPCP protein was incubated with the surfactin 
thioesterase II enzyme (36 ), resulting in the release 
of the hydrolyzed substrate and intact holo A–PCP 
protein. After precipitation of the protein, analysis 
of the supernatant by negative ion mode ESIMS 
revealed that the hydrolyzed substrate had an m/z 
of 149, which was identical to the hydrocinnamate 
control (data not shown). The retention time and ion 
fragmentation pattern resulting from GC/EIMS of the 
substrate were also identical to the hydrocinnamate 
standard (Supplementary Figure 2), confirming that 
hydrocinnamylSPCP is generated in E. coli. Here, 
the utility of unambiguous structural assignment of 
unexpected intermediates by small molecule mass 
spectrometry was demonstrated. Revisiting the 
ATPPPi exchange assay with these two substrates 
further confirmed hydrocinnamate as the in vivo 
acylating molecule, as hydrocinnamate was active 
and benzoylformate was not (Figure 3). Lastly, when 
holo A–PCPin vitro protein was generated from the apo 
A–PCP protein in the absence of ATP, the hydrocin
namylSPCP species is observed at >85% occupancy in 
repeated experiments (data not shown). We conclude 
that hydrocinnamate is adenylated in vivo to form 
hydrocinnamylAMP which is then retained within the 
adenylation active site during purification of the A–PCP 
didomain in a ~1:1 stoichiometry (37 ). Once the holo 
PCP is generated in vitro, the hydrocinnamyl substrate 
is then transferred from AMP to the thiol of the holo 
PCP, to form the hydrocinnamylSPCP thioester. Only 
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Figure 4. Identification of the tryptic peptide containing the McyG-PCP active 
site serine. a) Fourier-transform mass spectrum of the Q577-R609 tryptic peptide 
containing the apo McyG-PCP active site serine (Ser604). b) The fragment ion 
map correlates the observed MS/MS fragment ions (not shown) to the Q577-R609 
peptide; the active site serine at position 604 is marked with an asterisk.  



a minor fraction (<5%) of the in vitro generated holo 
PCP contained the free thiol group, thereby limit
ing enzyme occupancy available for acylation.

Consistent with ATPPPi assays, when holo 
A–PCPin vitro was incubated with ATP and substrates 
dphenylalanine and l3phenyllactate, the holo PCP 
was converted to the acylated form (Figure 5, panels b 
and c). However, in each case, the hydrocinnamyl
SPCP was still present as the major species. Holo 
A–PCPin vitro was also incubated with ATP and cinna
mate to generate cinnamylSPCP (+130.0 Da); however 
identification was complicated by the presence of the 

overlapping isotopic distribution from hydrocinnamylS
PCP (+132.0 Da) (Figure 5, panel d). 

For a more robust loading to be observed, the 
holo A–PCPin vitro reaction was incubated with sur
factin thioesterase II enzyme to regenerate free, 
unacylated holo A–PCPin vitro enzyme. Subsequent 
loading experiments with various substrates were 
carried out, the results of which are summarized in 
Table 1. As expected, phenylpropanoids dphenyl
alanine, l[ring2H5]phenylalanine, l3phenyllactate, 
d3phenyllactate, phenylpyruvate, hydrocinnamate, 
and cinnamate were shown to load, with percent occu
pancies in a 20 min reaction varying from <5 to 60%, 
while phenylacetate did not load to any detectable 
occupancy in this assay. As a multichannel measure
ment approach with minimal bias, large molecule MS 
is proving to be a general approach for detection and 
discovery of noncovalently bound substrates and cova
lent intermediates on purified enzymes (21, 37, 38 ). 
For regeneration of holo carrier peptides, the type II TE 
domain allows gentle hydrolysis of the loaded species 
and reacylation of the PCP domain by various sub
strates introduced in vitro.    

Acylation of in Vivo Generated Holo McyG A–PCP 
Didomain. Holo A–PCPin vivo was similarly digested, 
fractionated, and analyzed by FTMS. Although the 
Gln577Arg609 peptide was not detected in the apo 
form, the holoform was identified and the majority 
of the peptide was further shifted by +132.0 Da, 
indicating formation of an acylSPCP in vivo (Figure 6, 
panel a). The +132.0 species was assigned as the 
hydrocinnamylSPCP based on the in vitro results 
reported above. This represents, as far as the authors 
know, the first direct observation of a thioester 
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table 1. In vitro reloading of McyG 
A–PCP after TE II hydrolysis
Substrate % occupancy

Cinnamate 20
Hydrocinnamate 50
DPhenylalanine 40
L[ring2H5]Phenylalanine 5
Phenylpyruvate <5
L3Phenyllactate 40
D3Phenyllactate 60
Phenylacetate NDa

aND, loaded species not detected.

Figure 5. In vitro acyl-S-PCP peptide intermediates from 
McyG A–PCP generated with assorted phenylpropanoids: 
structures and mass shifts. Structures at the top of the 
figure from left to right show the cinnamyl- (+130 Da), 
hydrocinnamyl- (+132 Da), d-phenylalanyl- (+147 Da), 
and 3-phenyllactyl-S-PCP (+148 Da) derived Q577-R609 
peptides (pep). Mass shifts (i.e., +XXX Da) are noted 
relative to the holo peptide. Shown are the in vitro 
loading on holo McyG-PCP (1035–1045 m/z region; 
4+ ions) of a) hydrocinnamate derived from the growth 
medium, b) d-phenylalanine, c) l-3-phenyllactate, and 
d) cinnamate. In each case, the majority of the peptide 
has a MW of 4149.92, correlating to the acylation of 
the PCP with hydrocinnamyl-AMP following in vitro 
phosphopantetheinylation with Sfp.



intermediate formed in vivo on an NRPS or PKS 
carrier domain, raising future possibilities for the 
detection of (rate limiting) intermediates covalently 
bound in vivo or stalled/misprimed synthetases 
from natural producing organisms for optimized 
combinatorial biogenesis of natural product ana
logues via substrate feeding during fermentation.    

While hydrocinnamate is attached in vivo to the 
holo A–PCP when expressed in a TB growth medium, 
cinnamic acid had greater in vitro activity based 
on the 32PPi assay (Figure 3). Therefore, in order to 
determine if cinnamate can compete for PCP occu
pancy in vivo, it was added at 0.1 mM to a culture 
of E. coli upon induction of the holo enzyme. Here, 
substrate was available in the growth medium and 
could be actively transported into the cell (39 ). When 
the E. coli growth medium was supplemented with 
cinnamate, a –2 Da shift in the major species was 
easily detected by FTMS analysis correlating to forma
tion of the cinnamylSPCP in vivo (Figure 6, panel b). 
In a similar fashion, phenylacetate was added to the 
culture upon induction. However, formation of the 
phenylacetylSPCP was not identified; rather, hydro
cinnamylSPCP was the major species detected. These 
results suggest that cinnamate is actively loaded 
onto the PCP in vivo, and despite the addition of the 
assumed starter unit phenylacetate, hydrocinnamate 
is preferentially loaded onto the PCP in direct correla
tion with the in vitro ATPPPi exchange assay results.

In order to further explore the in vivo loading proper
ties of the McyG A–PCP didomain, the holo enzyme 
was expressed in the E. coli host grown in a defined, 
glucosebased medium. We suspected that hydro
cinnamic acid, which is preferentially loaded in vivo, 
is derived from the Terrific Broth (TB) fermentation 
medium. By expressing the holo A–PCP protein in a 
defined glucosebased medium, it was then possible 
to create a growth environment devoid of these 

“unnatural” E. coli phenylpropanoids. Although expres
sion levels of the didomain protein were lower in the 
defined medium relative to expression in TB, sufficient 
quantities were available for characterization. Analysis 
of the resultant Gln577Arg609 peptide did not yield the 
+132 Da shift correlating with hydrocinnamylSPCP 
as previously observed in the TBsample. Instead, a 
new +148 Da shift was detected (Figure 7, panel a). 
The mass of this acylated peptide correlates with the 
loading of 3phenyllactate vs either phenylalanine or 
phenylpyruvate which are ~1 and 2 Da off, respectively. 
Upon addition of hydrocinnamic acid to the culture 
during induction, the PCP active site peptide was solely 
present as the hydrocinnamate loaded form (Figure 7, 
panel b). To investigate the origin of the 3phenyllactate 
residue, l[ring2H5]phenylalanine was administered 
upon induction to the culture grown in the defined 
medium. Two phenylalanine residues are present in the 
Gln577Arg609 peptide, and analysis of the holo peptide 
showed the anticipated +10 Da isotope shift (Figure 7, 
panel c, left). On the other hand, the acylated peptide 
was shifted +15 Da (Figure 7, panel c, right), consis
tent with the incorporation of the two phenylalanine 
residues in the peptide chain and the phenylalanine
derived 3phenyllactate unit. Using FTMS technology, 
we were able to identify some unusual characteris
tics of the McyG A–PCP didomain, which may not 
have been possible with traditional techniques. The 
resolution of the FTMS instrument was valuable for 
discrimination between various acylated species that 
were generated under specific growth conditions and 
differed in some cases by just 1 Da.  

Utilization of MS Technologies To Elucidate Enzyme-
Bound Intermediates. By employing a combination 
of MS technologies and in vitro biochemical assays, 
we establish through this study that the loading 
didomain of McyG has broad substrate selectiv
ity for a variety of phenylpropanoids. Further, free 
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Figure 6. In vivo acyl-S-PCP peptides from holo McyG 
A–PCP (complex medium): structures and mass shifts. 
Structures at the top of the figure from left to right show 
the holo-, cinnamyl- (+130 Da), and hydrocinnamyl-S-PCP 
(+132 Da) derived Q577-R609 peptides (pep) that correlate 
to the equivalent peaks in the mass spectra. Shown are 
the in vivo loading on holo McyG-PCP (1000–1050 m/z 
region; 4+ ions) of a) hydrocinnamate derived from the 
growth medium and b) supplemental cinnamate added 
during IPTG induction.  



phenylacetate is not a substrate and likely not the 
biosynthetic precursor of Adda. Results of ATPPPi 
exchange assays and MS demonstrated that sub
strate chain length was essential for adenylation 
activity of the McyG A domain, though substitutions 
at the α carbon were tolerated with little effect on 
activity. The results correlate with Microcystis feeding 
experiments (11 ) and suggest that the McyG A–PCP 
didomain has minimal editing function, consistent 
with previous analyses of other NRPS systems (40 ).  

On the basis of these observations, a phenyl
propanoid, and not phenylacetate, is the likely primer 
unit of the Adda polyketide. Preliminary data reveal 
that a phenylpropanoid primer unit is also incorpo
rated into the Adda moiety of the structurally related 
cyanobacterial toxin, nodularin, by the NRPS module 
of NdaC, confirming this phenomenon is not restricted 
to McyG (41, M.C.M and B.S.M. unpublished data). 
A different phenylpropanoid, such as 3phenyllactate 
which is derived from phenylalanine and was selec
tively activated in vivo from E. coli, may be the true 
starter unit. The processing of any phenylpropanoid 
once bound to the McyG synthetase, however, must 
undergo novel NRPS biochemistry involving the loss of 

the thioester carbonyl carbon. 
If the phenylpropanoid is chain 
extended with malonylCoA 
by the McyG PKS machinery, 
then the phenylalaninederived 
carboxyl carbon would need 
to be excised, resulting in the 
cleavage of two C–C bonds and 

the formation of a new C–C bond. We are at present 
actively pursuing the product profile of the intact 
McyG protein by FTMS to determine the fate of various 
phenylpropanoid molecules upon PKS extension with 
malonylCoA.

Many structurally diverse bioactive natural products 
emanate from NRPS and PKS biosynthetic pathways. 
Thus, an astute understanding of how NRPSs and PKSs 
function at the molecular level is of high importance 
to further the ongoing effort to reengineer these 
enzymes for efficient generation of novel therapeutics. 
Although substrate specificity can be predicted from 
the structure of the final product and the sequence of 
the biosynthetic gene cluster, this is based on refer
ence to prototypical systems. Here, highresolution 
MS allowed readout of in vivo and in vitro substrate 
preferences in a largely unbiased fashion. The ability 
to elucidate unexpected structures of enzymebound 
species in a discovery mode greatly complements more 
widespread biochemical techniques for determining 
substrate specificity and mechanism of thiotemplate 
biosynthesis, a process that increasingly defies highly 
stringent classification based on prototypical systems 
studied in detail to date.   
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Figure 7. In vivo acyl-S-PCP peptides from holo McyG  
A–PCP (defined medium): structures and mass shifts. 
Structures at the top of the figure from left to right  
show the holo-, hydrocinnamyl- (+132 Da), and  
3-phenyllactyl-S-PCP (+148 Da) derived Q577-R609 peptides 
(pep). Shown are the in vivo loading on holo McyG-PCP 
(1000–1050 m/z region; 4+ ions) of a) biosynthetic 
3-phenyllactate, b) supplemental dihydrocinnamate 
added during IPTG induction, and c) biosynthetic 3-[ring-
2H5]phenyllactate derived in vivo from supplemental 
l-[ring-2H5]phenylalanine. The +10 Da shift of the 
holo-PCP derived peptide in panel c is consistent with two 
[ring-2H5]phenylalanine residues at positions 597 and 
598, whereas the +15 Da shift of the 3-phenyllactyl-S-PCP 
species correlates to a third [ring-2H5]phenylalanine-derived 
residue in the form of loaded 3-[ring-2H5]phenyllactate.



METHODS
Bacterial Strains and Growth Conditions. Escherichia coli 

strain XL1Blue was used for subcloning and grown in Luria 
broth liquid media or agar plates (Becton Dickinson). Unless 
otherwise stated, overexpression experiments were performed 
in Terrific Broth (TB) (42) using the expression strain E. coli 
BL21(DE3). Microcystis aeruginosa PCC7820 genomic DNA was 
provided by Professor R. E. Moore, University of Hawaii.

Design of McyG A–PCP Didomain Domain Expression 
Vectors. The 7857 bp mcyG gene fragment was amplified from 
M. aeruginosa PCC7820 using DNA primers based on the 
5´ and 3´ends of the mcyG gene from M. aeruginosa strains 
PCC7806 (10) and K139 (8, 9 ). Highfidelity PCR reactions were 
performed using Pfu Turbo polymerase as described by the 
manufacturer (Stratagene). Specific forward and reverse oligo
nucleotide primers (synthesized by Qiagen) were added to a 
final concentration of 0.2 µM. Amplified DNA was cloned directly 
into the pGEM vector (Promega) and sequence confirmed by 
specific primer walking.

The mcyG gene was amplified using the primers McyGBamHI 
(5´ggatcccattccatcagttttggagg3´) and GACPSalIRev (5´aagctt
gtcgacttattcttgtaagattaaatc3´). The 2014 bp mcyG gene frag
ment encoding the NRPS A–PCP didomain was amplified using 
the primers McyGBamHI (5´ggatcccattccatcagttttggagg3´) 
and McyGHindR2 (5´ggaaaagcttcgtcattcaaataattgc3´) and 
subcloned into pHIS8 (43 ) using the restriction enzymes BamHI 
and HindIII. The resulting plasmid, pMAT701, was used for the 
expression and purification of apo McyG A–PCP didomain. 
The 2014 bp mcyG gene fragment encoding the NRPS A–PCP 
didomain was also directionally ligated into pBM58, the pHIS8
based vector which coexpresses Svp, the phosphopantetheinyl 
transferase protein from Streptomyces verticillus ATCC15003, 
from the T7 promoter (44). The resulting plasmid, pMAT692 
(Svp), was used for the expression and purification of the holo 
McyG A–PCPin vivo didomain. 

Overexpression and Purification of His-Tagged McyG A–PCP.  
For expression of McyG protein, 1.5 mL of an overnight culture of 
E. coli BL21(DE3), transformed with the appropriate vector, was 
inoculated into 75 mL of TB containing 50 µg mL–1 kanamycin. The 
culture was grown at 37 °C to an OD600 of between 0.4 and 0.6. 
Expression of the protein was then induced via the addition of 
IPTG at a final concentration of 0.5 mM, and cell growth continued 
for 5 h at 30 °C. Where necessary, the culture media was supple
mented with 1 mg of cinnamate, l[ring2H5]phenylalanine, or 
phenylacetate when protein expression was induced. Following 
expression, cells were harvested by centrifugation at 5000 rpm for 
10 min and stored at –80 °C until use.

Alternatively, for the expression of holo McyG A–PCPin vivo, 
4.5 mL of an overnight culture of E. coli BL21(DE3), transformed 
with pMAT692 (Svp), cells was collected by centrifugation and 
the cell pellet washed twice with 4.5 mL of wash buffer (3 g of 
KH2PO4, 6 g of Na2HPO4, 0.5 g of NaCl per liter (pH 7.4)). The 
cells were then inoculated into 150 mL of modified M9 minimal 
media (pH 7.4) (45 ). The culture was grown at 37 °C to an 
OD600 of 0.6. Expression of the protein was then induced via the 
addition of IPTG at a final concentration of 0.25 mM, and cell 
growth continued for 20 h at 30 °C. Where necessary, the culture 
medium was supplemented with 2 mg of hydrocinnamate 
when protein expression was induced. Alternatively, 2 mg of 
l[ring2H5]phenylalanine was added 3 times at 2 h intervals 
after the cells were inoculated into the media.

For purification of the Nterminal His8 tagged protein, cells 
were thawed in 15 mL of purification buffer (50 mM TrisHCl 
(pH 8.0), 300 mM NaCl, 10% glycerol, 5 mM βmercaptoethanol) 
containing 10 mM imidazole. Cells were lysed by sonica
tion, and the insoluble fraction separated from the soluble 
proteins via centrifugation at 13000 rpm for 30 min. The total 

soluble fraction was applied to a column containing 0.5 mL of 
Ni–agarose (Qiagen) before washing three times with 5 mL of 
purification buffer containing 20 mM imidazole. The expressed 
protein containing the Nterminal His8 tag was then eluted from 
the column with 5 × 250 µL of purification buffer containing 
250 mM imidazole. Purified protein was then exchanged into Tris 
protein storage buffer (100 mM Tris (pH 7.2), 2 mM EDTA, 1 mM 
tris(2carboxyethyl)phosphine hydrochloride (TCEP), 10% glyc
erol) using a PD10 column (Pharmacia) and concentrated 
using a Microcon YM50 centrifuge filter (Millipore). Protein was 
then used directly in assays or stored at –80 °C prior to use. All 
protein samples were analyzed by separation through a 7.5% or 
10% SDS–polyacrylamide gel (BioRad) and visualized using Bio
Safe coomassie stain (BioRad). Amino acid numbering is based 
on the McyG sequence from M. aeruginosa PCC7806.

In Vitro ATP-PPi Exchange Assays. Protein (0.75–10 µg) 
was combined with 1.5 mM substrate carboxylic acid and 
2 mM sodium [32P]pyrophosphate (PPi) (activity of 500 nCi) 
in reaction buffer (75 mM TrisHCl (pH 7.5), 10 mM MgCl2, 
10 mM ATP, 5 mM dithiothreitol (DTT)) at a final reaction volume of 
100 µL and incubated for 45 min at room temperature. Reactions 
were terminated via the addition of 30 µL of charcoal solution 
(2.5% charcoal, 10% trichloroacetic acid, 20 mM Na2HPO4 ). The 
charcoal was pelleted by centrifugation at 13000 rpm for 5 min 
and washed twice with 200 µL of water. Charcoal was then resus
pended in 150 µL of water, transferred to a scintillation vial with 
2 mL of scintillant, and radioactivity counted.

In Vitro Phosphopantetheine Transfer and Substrate 
Loading. Prior to substrate loading, the carrier domains 
were first phosphopantetheinylated (100 mM Tris (pH 7.2), 
5–10 mM MgCl2, 1–2 mM TCEP, 0.6 mg mL–1 Svp/Sfp, 160 µM 
coenzyme A, and 27 µM apo McyG A–PCP protein) in 100 µL 
reactions by incubating for 3–4 h at room temperature or 30 °C. 
For subsequent loading of substrates onto the holo McyG PCP 
domain, 5–10 mM ATP and 1.5 mM substrate (dphenylalanine, 
l[ring2H5]phenylalanine, l3phenyllactate, d3phenyllactate, 
cinnamate, hydrocinnamate, or phenylpyruvate) were added to 
the reaction and incubation continued for 15 min to 1 h at room 
temperature or 30 °C. Samples were analyzed by MALDITOF MS 
(AZCC/SWEHSC proteomics core facility, University of Arizona). 
Alternatively, samples analyzed by FTMS were immediately 
digested using the protocol described below.

Enzymatic Hydrolysis of Substrates and Small Molecule 
Structural Elucidation. Covalent intermediates from the PCP 
domain of McyG A–PCP were hydrolyzed by the addition of a type 
II external thioesterase domain (SrfAD) (36, 46 ) and incubation 
for 1–4 h at 30 °C. For small molecule characterization, proteins 
were precipitated by the addition of 50% TFA following incuba
tion, and the supernatant was subsequently analyzed by nega
tive ion mode ESIMS (Micromass Quattro Tandem quadrupole/
hexapole/quadrupole instrument) and/or GC/EIMS (Micromass 
70VSE double focusing sector Instrument) for small molecule 
identification and structural validation. For McyG A–PCP reload
ing experiments, reactions were centrifuged in Microcon YM50 
centrifugal filter devices (Millipore) for 2 min at 9000 rpm and the 
~30 µL of holo McyG A–PCP present in the supernatant was used 
for substrate loading experiments as described above.  

Digestion of McyG A–PCP. Proteolysis was performed by the 
addition of TPCKtreated trypsin (Promega) to the target protein 
at protease to substrate ratios ranging from 1:5 to 1:10 w/w 
in 50 mM NH4HCO3, pH 7.8, and incubated at 30 °C for 5 min. 
Reactions were quenched by the addition of an equal volume of 
10% formic acid (Acros) and applied to a widepore Jupiter C4 
reversedphase column (4.6 × 150 mm) (Phenomenex) with a 
linear gradient from 10% to 90% MeCN (0.1% TFA) over 60 min 
for fractionation/desalting prior to FTMS analysis. Samples were 
lyophilized before resuspension in 49% H2O, 49% MeOH, and 
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2% formic acid for FTMS analysis. Holo and loaded active site 
containing HPLC fractions from 33 to 37 min were combined 
prior to FTMS analysis. 

ESI-Q-FTMS and Reported Masses. ESI was used with a 
custom QFTMS instrument operating at 8.5 T (22 ). The ions 
were directed through a heated metal capillary, skimmer, quad
rupole, and multiple ion guides into the ion cell (~10–9 Torr) of 
the FTMS. Scans were acquired every 1 s, and data were stored 
with a MIDAS datastation (47) as 512k data sets. Spectra were 
calibrated externally using bovine ubiquitin (MW = 8559.62 Da), 
and theoretical isotopic distributions were generated using 
Isopro v3.0 and fit to experimental data by least squares to 
assign the most abundant peak.

Highresolution mass spectrometry of large molecules results 
in isotopic distributions within the mass spectra, explanations 
of which have been described previously (48, 49 ). Briefly, 
while arrows in figures point to the most abundant isotopes, 
all molecular weight values (Mr) in this paper are reported as 
monoisotopic values, which refer to the molecular ion peak 
composed of the most abundant isotopes of the elements 
including the mass defect (i.e., C = 12.000000, N = 14.00307, 
etc). Assignment of isotopic distributions to the corresponding 
enzyme intermediates involved correlating the experimental 
monoisotopic Mr values to the theoretical monoisotopic Mr 
values for the enzyme intermediates, with a maximum error of 
20 ppm (Supplementary Table 2).

Accession Codes. The mcyG sequence, isolated from 
Microcystis aeruginosa PCC7820, reported in this paper 
has been deposited in GenBank under accession number 
AY910575.
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Z inc is the second most abundant “trace” ele-
ment in the body. This metal ion is vital for 
normal cellular function as a cofactor in numer-

ous enzymes (1 ), in transcription factors (2, 3 ), in the 
immune system (4 ), and in the reproductive system 
(5 ). In the brain, synaptically released zinc has physi-
ological and perhaps pathological relevance (6–9 ); the 
level of free zinc ions after release may reach a range 
of 10–100 µM in the synaptic cleft (10 ). Zinc has also 
been shown to modulate the response of NMDA recep-
tors at nanomolar concentrations (11, 12 ). Although 
zinc is essential for proper brain function, zinc may also 
operate as a neurotoxin. Added zinc ions are toxic to 
neurons (13 ); furthermore, dying neurons fill with free 
zinc following prolonged seizure and ischemic insult 
(6, 14, 15 ). In addition, while zinc ions at various levels 
(up to hundreds of micromolar) induce apoptosis in 
some systems (16 ), the membrane-permeant chelator 
tetrakis(2-pyridylmethyl)ethylenediamine (TPEN) also 
causes apoptosis, presumably due to excessive chela-
tion of zinc. Finally, oxidative insults, including admin-
istration of nitric oxide, lead to the release of free zinc 
from intracellular stores (17–20 ) including the release 
of bound zinc from metallothionein (20, 21 ).  

Although zinc plays important biological roles, little 
is known about the processes of distribution of this 
metal in the body or the incorporation of zinc into a 
variety of metalloproteins. Eukaryotic cells generally 
are rich in zinc with a total concentration in the range 
of 100 µM (1 ). However, the abundance of zinc ligands 
in cells, including metallothionein and other proteins, 
glutathione, histidine, cysteine, and diphosphate 
compounds (22, 23 ), ensures that the vast majority 
of cellular zinc is bound and not free. On the basis of 
the high affinity of certain zinc-sensitive transcription 

*To whom correspondence should 
be addressed.  
E-mail rthompso@umaryland.edu.

Received for review December 30, 2005  
and accepted February 12, 2006

Published online March 10, 2006

10.1021/cb500043a CCC: $33.50

© 2006 by American Chemical Society

103www.acschemicalbiology.org 	 VOL.1 NO.2   •	 	ACS CHEMICAL BIOLOGY

A B ST R AC T  Zinc plays both physiological and pathological roles in biology, 
making it of increasing interest. To date, intracellular free zinc has been measured 
in cell types supplemented with or enriched in zinc, such as hippocampal neurons. 
Here we quantitatively image intracellular exchangeable zinc in an ordinary resting 
cell culture line (PC-12), using an excitation ratiometric fluorescent biosensor based 
on carbonic anhydrase (CA). Human CA II has a Kd of 4 pM for zinc and suffers no 
interference from millimolar calcium or magnesium ions. The CA-based biosensor 
was readily introduced into the cell by a novel approach: fusing a transactivator of 
transcription (TAT)-derived cell penetrating peptide to the CA molecule and adding 
it to the cells. Our results indicate that the resting concentration is approximately 
5–10 pM in cytoplasm and nucleus. Interestingly, the tetrakis(2-pyridylmethyl)ethyl-
enediamine (TPEN)–Zn complex and TPEN are both apoptogenic for this cell line.



factors, the concentration of free 
zinc in bacterial cells has been 
estimated as very small (femto-
molar) (24 ). However, femtomolar 
free zinc equates to less than one 
atom of free zinc per bacterial 
cell and only a handful of ions 
in eukaryotic cells, which seems 
improbable in view of the high 
total concentration and abundant 
ligands with medium affinity 
(micromoles per liter to nano-
moles per liter). If zinc complexed 
with labile ligands such as 
water or chloride is unavailable 
for insertion into the myriad of 
transcription factors and apometalloenzymes following 
synthesis, then perforce it must be carried and inserted 
by some other molecule, as has been shown for copper 
(25). However, copper plays a role in only a handful 
of enzymes, whereas zinc is a cofactor in hundreds of 
enzymes and transcription factors. Thus measuring 
the free (or rapidly exchangeable) zinc concentration 
in cells is central to understanding the biology of this 
metal ion. 

Fluorescent indicators have been used to observe 
the intracellular free zinc under various conditions 
(26–29 ), but many of these studies were performed 
in cells known to be rich in free (or weakly complexed) 
zinc (e.g., hippocampal neurons and pancreatic islet 
cells). By comparison, the majority of resting cultured 
cells studied exhibit little cytoplasmic staining (30 ), 
except for perinuclear punctuate staining (31, 32 ), 
suggesting that cytoplasmic resting free levels are 
lower than the detection limits of these probes, which 
are generally not much under 1 nM. Some difficulties 
in measuring free zinc at nanomolar levels and below 
are widely appreciated, such as potential interference 
by Ca(II) and Mg(II). Less well understood are the influ-
ences of substantial (and variable) concentrations of 
medium strength ligands such as serum albumin, as 
well as contaminating zinc in the culture media. 

To address these issues, we have been developing 
a fluorescent indicator system using apocarbonic 
anhydrase as a sensor transducer (33–36 ). Human 
carbonic anhydrase II (CA) exhibits picomolar affinity 
for zinc at pH 7.5, and its response to zinc is unaffected 
by Ca(II) at 10 mM or Mg(II) at 50 mM, levels signifi-

cantly higher than those encountered in vivo (34 ). The 
use of a biological molecule for the transducer allows 
facile modification of the system through site-directed 
mutagenesis (37 ). Single amino acid substitutions 
in the protein sequence can improve the selectivity, 
sensitivity, and response time of carbonic anhydrase 
(35 ), making it a more flexible and responsive indica-
tor. For instance, a variant CA with a single amino acid 
mutation (E117A) exhibits a several-hundred-fold faster 
association rate constant for Zn(II) than wild-type CA, 
with only a 10-fold decrease in affinity (35 ). We have 
developed means to transduce metal binding (and thus 
concentration) as changes in fluorescence intensity, 
intensity ratio, anisotropy, or lifetime (33, 38, 39 ). The 
latter three lend themselves to easier calibration and 
use with microscopes for imaging the location of the 
free ion, since many labs are already equipped with 
fluorescence microscopes for calcium imaging. 

To image intracellular zinc concentrations, we 
have adapted apocarbonic anhydrase for use as an 
excitation ratiometric fluorescent biosensor based on 
fluorescence resonance energy transfer (FRET) from a 
zinc-bound aryl sulfonamide to a fluorescent label on 
the protein (36 ). Zinc levels are measured by taking the 
ratio of intensities at two different excitation wave-
lengths (36 ). This approach (Figure 1) is based on FRET 
from Dapoxyl sulfonamide (whose binding is zinc-
dependent) to the fluorescent label, Alexa Fluor 594 
(AF594), covalently attached to the protein. 

A stumbling block to the use of protein (or other 
macromolecule) biosensors in the cell is the difficulty 
of introducing them into cells. An elegant approach was 

104 ACS CHEMICAL BIOLOGY  •	 	VOL.1 NO.2 www.acschemicalbiology.org

AF
594

TAT

Exc. 365 nm
ε ~ 5000

Em. 617 nm
Weak

+ Zn2+

KD ~ 10 pM

SO2NH2

N O

N

SO2NH

N O

N

AF
594

TAT

Zn617 nm
Strong 540 nm

QY ~ 1

Exc. 365 nm

H36C - CA H36C - CA

(Bound)

Exc. 365 nm

Em. 600 nm
QY < 0.01

Dapoxyl
Sulfonamide

(Free)

Figure 1. Schematic of ratiometric zinc determination with apoTAT-H36C-Alexa 
Fluor 594 carbonic anhydrase and Dapoxyl sulfonamide. In the absence of 
zinc, Dapoxyl sulfonamide does not bind to CA, therefore no FRET occurs to the 
fluorescent label on the protein and very weak emission at 617 nm is observed. 
In the presence of zinc, Dapoxyl sulfonamide binds to zinc, is excited with 
UV light, and FRET occurs from Dapoxyl to the Alexa Fluor, thus exciting the 
fluorescent label causing emission to occur at 617 nm. The emission when excited 
with 365 nm is normalized to the amount of labeled protein by directly exciting 
Alexa Fluor 594 with 543 nm and dividing the two intensities. 



described wherein a protein-based fluorescence bio-
sensor for calcium was expressed in the cell by trans-
fecting the cell line with a gene for the fused construct 
comprising calmodulin flanked by GFP variants which 
serve as FRET donor and acceptor (40 ). While powerful, 
this approach is difficult to adapt to larger organisms 
which may be opaque, or tissues thereof, and control 
of expression is essential. Others have used microinjec-
tion, biolistic loading, and electroporation, but these 
may not be very gentle. We adapted the CA-based bio-
sensor to intracellular use by attaching a transactivator 
of transcription (TAT) peptide to carbonic anhydrase 
which then induces cultured cells to take up the protein 
(41 ). Others have used TAT or similar cell penetrat-
ing peptides for sensing using TAT-decorated polymer 
nanoparticles named PEBBLES (42, 43 ) and nucleic 
acids in the form of molecular beacons or aptamers 
(44 ). We found that TAT-fused fluorescent-labeled 
CA was rapidly taken up by cells with no apparent ill 
effects in concentrations sufficient to permit fluor-
escence microscopy. Using this ratiometric biosensor, 
intracellular zinc ions were imaged and quantified in 
the picomolar range in PC-12 cells.

RESULTS AND DISCUSSION
Principle of the Ratiometric Zn(II) Biosensor. 

Apocarbonic anhydrase has been adapted for use as 
an excitation ratiometric fluorescent biosensor based 
on fluorescence resonance energy transfer (FRET) from 
the zinc-bound Dapoxyl sulfonamide to Alexa Fluor 594 
covalently attached to a single, engineered cysteine on 
CA (Figure 1) (36 ). Zinc levels are measured from the 
ratio of fluorescence intensities at two different excita-
tion wavelengths (36 ). In the absence of zinc, Dapoxyl 
sulfonamide does not bind to apo-CA, so only the weak 
emission from free Dapoxyl sulfonamide is observed 
at 617 nm upon excitation at 365 nm. In contrast, 
Dapoxyl sulfonamide coordinates to the active site zinc 
of holo-CA, replacing water as the fourth ligand. This 
causes an enhancement of the fluorescent emission 
at 617 nm with UV excitation, due to FRET from bound 
Dapoxyl sulfonamide exciting the covalently attached 
Alexa Fluor. The change in emission when excited at 
365 nm is normalized to the concentration of labeled 
CA by exciting the Alexa Fluor 594 directly (at 543 nm, 
where Dapoxyl sulfonamide does not absorb) and divid-
ing the two intensities. In addition to being ratiometric, 
this approach has the added advantage that there is 

practically no interference from the emission of Dapoxyl 
sulfonamide bound to adventitious carbonic anhydrase, 
lipids, or other proteins. For intracellular use, a TAT pep-
tide is fused to the N-terminus of carbonic anhydrase, 
which allows the cell to carry the protein across cellular 
membranes and into the cytoplasm and nucleus (41 ). 
Dapoxyl sulfonamide penetrates the cell readily. This 
excitation ratiometric fluorescence method can be 
used for quantitatively imaging intracellular readily 
exchangeable zinc at picomolar levels. The advantages 
of excitation ratiometric methods for quantitatively imag-
ing free metal ion concentrations such as calcium are 
well-known, including relative freedom from variations in 
excitation intensity, specimen thickness, and fluoro-
phore concentration due to washout or bleaching (45 ). 

Cellular zinc levels in the micrographs were calibrated 
by imaging wells containing known concentrations of 
free zinc with the CA-based indicators (Supplementary 
Figure 1). The mean fluorescence excitation intensity 
ratio for each well was used to plot the calibration curve 
from the microscope and compare it against the one 
acquired on the fluorometer (Figure 2). The curve from 
the microscope reveals an apparent Kd of 70 ± 15 pM 
whereas the fitted Kd,app using the fluorometer is 
137 ± 18 pM. We note that the optical trains of the 
microscope (using filters) and the fluorometer used for 
the cuvette measurements (using monochromators) 
are quite different, 
such that agreement 
to within a factor 
of 2 is satisfactory. 
The ratio increases 
with increasing zinc 
concentration by 
almost 50%, which 
is slightly less than 
that achieved with 
the fluorometer. 
The response 
of the system is 
relatively insensi-
tive to variations in 
protein and Dapoxyl 
sulfonamide 
concentrations (see 
Supplementary  
Figures 2 and 3). 
To visually compare 
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Figure 2. Calibration of zinc biosensor. Zinc-dependent 
excitation fluorescent ratio of 366 nm over 548 nm with 
emission at 617 nm of apo-H36C-AF594-CA and Dapoxyl 
sulfonamide performed on the microscope in a 1536-well 
plate (°) and on a steady-state fluorometer in a cuvette 
(®). The free zinc concentrations are maintained with NTA 
metal buffers. A single binding isotherm is fit to these 
data: Kd = 70 ± 15 pM (°) and 137 ± 18 pM (®). 



the intensity ratios, 
a representa-
tive set of zinc 
concentrations 
was used to create 
the false-colored 
calibration curve 
(Supplementary 
Figure 1).

Probing 
PC-12 Cells with 

CA-Based Zinc 
Biosensor. Brightfield and fluorescence images of 
PC-12 cells in the presence and absence of added 
apoTAT-H36C-AF594-CA and Dapoxyl sulfonamide 
were obtained to compare the level of background 
fluorescence with the fluorescence level of stained cells 
(Figure 3). PC-12 cells were examined in the absence 
of TAT-H36C-AF594-CA using an excitation wavelength 
of 365 nm (Figure 3, panel c) or 543 nm (Figure 3, 
panel b) and an emission wavelength of 617 nm with 
an exposure time of 500 ms. Basal fluorescence is 
slightly higher with UV excitation than with 543 nm 
excitation. PC-12 cells were incubated with apoTAT-
H36C-AF594-CA and Dapoxyl sulfonamide for 15 min 
before images (Figure 3, panels d–f) were taken using 
the same excitation and emission wavelengths and 
conditions listed above unless 
otherwise noted. With the added 
TAT-H36C-AF594-CA and Dapoxyl 
sulfonamide, red fluorescence 
(617 nm) is observed for both excita-
tion at 365 nm (Figure 3, panel f) 
and 543 nm (Figure 3, panel e). The 
fluorescence of the nuclei is brighter 
with excitation at 543 nm than at 
365 nm, whereas the cytoplasm and 
processes stain similarly at the two 
excitation wavelengths, with brighter 
areas surrounding the nuclei. 

In a control experiment, images of 
cells incubated with Dapoxyl sulfon-
amide alone (Figure 4, panels a–c) 
show almost no cellular or even 
background fluorescence with 
excitation at 543 nm and emission 
at 617 nm (Figure 4, panel b). In 
addition, only minimal background 

fluorescence is present using excitation and emission 
wavelengths of 365 and 617 nm, respectively (Figure 4, 
panel c), with the cells barely visible. Dapoxyl sulfon-
amide will stain lipid bilayers with bright fluorescence 
emission peaking at around 504 nm, but evidently little 
of this emission is observed at 617 nm. To determine 
if the transducer protein can enter cells in the absence 
of the TAT peptide fusion, H36C-AF594-CA without the 
TAT peptide attached was incubated with PC-12 cells 
and Dapoxyl sulfonamide. The data indicate that there 
is no measurable protein uptake in the absence of the 
TAT peptide (Figure 4, panels d–f). Finally, to investigate 
whether the staining process would induce apoptosis 
or cause any other adverse effect, PC-12 cells were 
incubated with TAT-H36C-AF594-CA and Dapoxyl sulfon-
amide (separately and together). The cells survived for 
2 weeks after addition of fluorophores and they did 
not stain with the Annexin V–Oregon Green conjugate, 
indicating that there was no prompt toxicity associated 
with either the labeled CA or Dapoxyl sulfonamide and 
that apoptosis was not induced (data not shown). 

Measuring Rapidly Exchangeable Zinc Ions inside 
of PC-12 Cells. The free or rapidly exchangeable zinc 
level inside of PC-12 cells was measured by incubat-
ing the cells with apoTAT-H36C-AF594-CA and Dapoxyl 
sulfonamide and imaging the fluorescence excita-
tion ratio. Under these conditions, the cells fluoresce 
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Figure 4. Fluorescence of cells stained with Dapoxyl sulfonamide alone and 
labeled CA lacking TAT peptide. a–c) Cells were incubated with 1 µM Dapoxyl 
sulfonamide for 15 min. Images were taken at an excitation wavelength 
of b) 543 nm or c) or 365 nm with an emission wavelength of 617 nm and 
an exposure time of 500 ms. Some background fluorescence is seen when 
the excitation wavelength is 365 nm although the cells are barely visible. 
d–f) Addition of H36C-AF594-CA to PC-12 cells. Labeled CA lacking the TAT 
peptide was added to PC-12 cells. Pictures were taken using excitation 
wavelengths of e) 543 nm and f) 365 nm, and an emission wavelength of 
617 nm, using an exposure time of 500 ms. Cells did not stain with this protein 
although a slight red hue is seen most likely due to protein adhering to the 
cell culture dish.

Figure 3. Comparison of intrinsic cellular fluorescence 
versus label fluorescence. These experiments were 
performed after addition of TAT-H36C-AF594-CA and 
Dapoxyl sulfonamide to PC-12 cells. Top row, unlabeled 
PC-12 cells: a) brightfield; b) excitation 543 nm, emission 
617 nm; c) excitation 365 nm, emission 617 nm. Bottom 
row, PC-12 cells incubated with apo-TAT-H36C-AF594 CA and 
Dapoxyl sulfonamide: d) brightfield; e) excitation 543 nm, 
emission 617 nm; f) excitation 365 nm, emission 617 nm. 
All of the fluorescent images were taken with an exposure 
time of 500 ms with the exception of panel e, which was 
taken with an exposure time of 5 ms. 



brightly with excitation at 543 nm and emission at 
617 nm (Figure 5, panel c) requiring an exposure time 
of only 20 ms. By comparison, the fluorescence with 
excitation at 365 nm is somewhat dimmer (Figure 5, 
panel d), needing an exposure time of 200–500 ms 
on average. The false color ratio image of the stained 
PC-12 cells (Figure 5, panel b), when compared to the 
microscope calibration standards, indicates an intracel-
lular free zinc level of ~5 pM throughout the cells. For 
the majority of cells, the fluorescence excitation ratio is 
uniformly distributed throughout the cells, suggesting a 
relatively uniform free zinc concentration within the cell. 
These fluorescence ratios are observed within 15 min 
of staining and remain constant for hours. Under these 
conditions a few cells exhibit high levels of zinc, particu-
larly in the nucleus, as well as perinuclear punctuate 
staining; however, these cells appeared unhealthy 
morphologically, exhibiting nuclear and cell membrane 
changes (Figure 6). The nuclear and perinuclear punctu-
ate zinc levels are clearly above the dynamic range of 
our assay using this CA variant (e.g., a few nanomolar 
or higher). We suspect that the apparent high levels of 
zinc indicate that such cells are dead or dying, perhaps 
as a result of apoptosis. It may be that elevated free 
zinc levels in cells indicate that the apoptosis process 
has begun. 

The 5 pM value we observe 
is low, but not zero and well 
above the femtomolar levels 
proposed for prokaryotic 
cells (24 ). We note that if free 
levels were in the femtomolar 
regime (below the dynamic 
range of the wild-type protein), 
the cell cytoplasm would 
appear red (Figure 5, panel b). 
In order to confirm these 

results as well as further explore the kinetics of zinc 
equilibration with the biosensor (see below), we also 
attempted to calibrate our approach in situ using a 
variant of carbonic anhydrase with slightly lower affin-
ity (Kd of 40 pM ) but approximately 800-fold faster 
equilibration (46 ). Under comparable conditions, the 
apoTAT-E117A-H36C-Alexa Fluor 594-CA excitation 
ratio indicates a resting zinc concentration of approxi-
mately 5 pM (Figure 7, panel b), essentially identical 
to the value obtained using the wild-type protein. 

Buffering of Intracellular Free Zinc. It might reason-
ably be asked how intracellular apocarbonic anhydrase 
concentrations probably in the nanomolar regime can 
be appreciably saturated by picomolar concentrations 
of free zinc. For the calibrations in the cuvette and 
microscope, this result is obtained by use of a metal 
ion buffer: a chelator is present which binds nearly 
all of the added metal ion leaving a small concentra-
tion (picomolar) free (47 ). The buffer acts such that 
binding of zinc by the apoprotein is offset by release 
from the chelator, maintaining the free level constant 
as long as the chelator is in substantial excess over the 
apoprotein, which is easy to arrange. We believe that 
substantially the same process ordinarily occurs in the 
cell, wherein known intracellular zinc chelators such as 
reduced glutathione, histidine, cysteine, and several 

proteins such as metallothionein 
buffer the intracellular free zinc level 
essentially at the picomolar level 
despite the total cellular concentra-
tion being of the order of 100 µM. 
Our preliminary observations 
suggest that cells in distress and per-
haps undergoing apoptosis exhibit 
rather higher free zinc levels and that 
loss of zinc homeostasis in the cell is 
an indication of cellular stress.  
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Figure 5. Fluorescence ratio image of free zinc 
inside of PC-12 cells: a) brightfield; b) ratio 
image false color; c) excitation at 543 nm, 
emission at 617 nm, exposure time of 20 ms, 
pseudocolor red; d) excitation at 365 nm, 
emission at 617 nm, exposure time of 500 ms, 
pseudocolor red. Exchangeable zinc was 
measured with apoTAT-H36C-AF594-CA and 
Dapoxyl sulfonamide. The false color calibration 
bar (at right) indicates the concentration of 
cytoplasmic rapidly exchangeable zinc ions. 

Figure 6. Ratiometric image of free zinc 
inside moribund PC-12 cell: a) brightfield 
and b) fluorescence ratio image of a 
morphologically unhealthy cell. Colors 
representing zinc concentrations are the 
same as in Figure 5.



Zinc Equilibration Kinetics. 
In vitro zinc ion binding kinetics 
of wild-type apo-CA II are quite 
slow, with association rate 
constants of 104 to 105 M–1 s–1 
and half-times for zinc dissocia-
tion of several months (37, 48 ). 
Therefore, we expected that the 
apoprotein would require hours 
to equilibrate with picomolar 
levels of intracellular free zinc. In 
fact the equilibration occurs in 
minutes. Additionally, the same 

intracellular zinc concentration and rapid equilibration 
were found with the E117A variant, which has approxi-
mately an 800-fold faster association rate constant 
(35 ). These results indicate that we are measuring an 
equilibrium or steady state zinc concentration that is 
not limited by the zinc-binding kinetics of carbonic 
anhydrase. The rapid equilibration (minutes) of free 
zinc at picomolar levels with both proteins indicates 
that some catalysis of the binding process is occurring. 
The most likely explanation for this result is that the 
zinc ion binds to the apoprotein not as free zinc but 
as a zinc-chelate complex present at higher concentra-
tions than picomolar. This suggestion is somewhat less 
surprising in view of the discovery that compounds 
such as 2,6-dipicolinate (49 ) or nitrilotriacetic acid 
(50 ) can catalyze the binding to or dissociation from 
carbonic anhydrase of zinc (51 ), and indeed the former 
is routinely used to remove zinc from the protein. We 
speculate that other aminocarboxylic acids normally 
present in the cell might also catalyze this reaction, 
especially since metallation of carbonic 
anhydrase and perhaps other apoproteins 
following polypeptide synthesis would 
otherwise be expected to take hours at 
picomolar levels of free zinc, which seems 
unlikely in view of the generally reduced 
stability of metal-free apoproteins. It may 
be that there are also zinc chaperone 
protein molecules analogous to the recently 
discovered copper chaperones (25 ) which 
specifically insert zinc ion into apoproteins, 
but we note that the much larger number 
and variety of zinc-containing proteins 
(including hundreds of zinc finger motifs 
in transcription factors) compared with the 

relative handful of copper proteins suggests that either 
a much larger number of zinc chaperones might be 
needed or each chaperone inserts zinc into a variety 
of proteins. The parsimony of having a small molecule 
(perhaps a metabolite or precursor routinely present in 
abundance) perform the “chaperone” role is appealing. 

In Situ Calibration of Zinc Indicator. We attempted 
to calibrate the CA-based indicator inside the cells 
by bathing the cells in Neurobasal media whose free 
zinc level (approximately 10 nM) had been altered 
by addition of excess zinc ion to raise free zinc, or a 
chelator (NTA) to lower it, together with an ionophore 
(pyrithione) (52 ) to rapidly equilibrate zinc levels across 
the cell membrane. We found that pyrithione interferes 
in our method by competing with Dapoxyl sulfonamide 
binding to carbonic anhydrase (results not shown), so 
we replaced the ionophore with a different one used in 
zinc-selective electrodes, tetra-n-butylthiuram disulfide 
(TBTDS), which was satisfactory. However, we found 
that both high and low levels of zinc led to high nuclear 
zinc levels, perinuclear punctuate staining, and mor-
phological changes suggesting toxicity, making these 
images difficult to interpret. 

Chelation of Intracellular Zinc with TPEN. To further 
test the response of this sensor to changes in intra-
cellular zinc concentration, we attempted to reduce 
intracellular free zinc ion concentrations by adding a 
high affinity, membrane-permeable chelator, TPEN, to 
PC-12 cells. As a control, TPEN complexed with zinc 
(TPEN–Zn) was added to PC-12 cells as well. Previously, 
Zalewski and others had demonstrated that TPEN 
induces apoptosis in cells (18, 53 ) (reviewed in (16 )). 
Interestingly, PC-12 cells began rounding up after 4 h 
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Figure 7. Measuring free zinc inside cells 
with a rapidly equilibrating CA variant: 
a) brightfield image; b) false color ratio 
image; c) excitation 543 nm, emission 
617 nm, and exposure time of 50 ms, 
pseudocolored red; and d) excitation 
365 nm, emission 617 nm, and an 
exposure time of 500 ms, pseudocolored 
red. Cells were stained with the apo-
TAT-E117A-AF594 CA variant having 
faster zinc binding kinetics but slightly 
reduced affinity instead of wild type CA.

Figure 8. The zinc chelator 
TPEN and TPEN-Zn complex 
both induce apoptosis. 
Brightfield (panels a, c, 
and e) of and fluorescence 
micrographs (panels b, d, 
and f) of Annexin V–Oregon 
Green stained PC-12 cells 
after incubation with TPEN 
and TPEN-Zn. PC-12 cells 
were incubated for 4 h 
with either media only 
(panels a and b), media 
with 1 µM TPEN (panels c 
and d), or 1 µM TPEN plus 
stoichiometric zinc (panels e 
and f). 



of incubation with either TPEN or TPEN-Zn, a sign of 
apoptosis. Staining with the Annexin V–Oregon Green 
conjugate (which binds to exposed phosphatidyl-
serine residues, an indicator of apoptosis) revealed 
that incubation with either TPEN or TPEN–Zn did in 
fact induce apoptosis (Figure 8). In the control dish 
(Figure 8, panels a and b), little or no fluorescence was 
observed when the Annexin V–Oregon Green conju-
gate was added to PC-12 cells. By comparison, PC-12 
cells incubated with TPEN (Figure 8, panels c and d) 
or TPEN–Zn (Figure 8, panels e and f) show significant 
staining with the Annexin V–Oregon Green conjugate 
indicative of apoptosis (54 ). However, the intensity of 
the staining of the PC-12 cells is reduced upon incuba-
tion with TPEN–Zn compared to TPEN. These results 
suggest that TPEN does not induce apoptosis in cells 
exclusively (and perhaps not even mainly) by chelating 
zinc and certainly call into question its use as a reagent 
for this purpose.  

Measuring Intracellular Free Zinc in CHO Cells. To 
assure that the results obtained above in PC-12 cells 
were not specific to that cell type, we also performed 
measurements in Chinese hamster ovary cells, a widely 
used cell line. The cells were grown in CD CHO A, a 
serum-free proprietary medium chosen in this case 
to minimize variations in zinc and zinc ligands likely 
to be present in serum-containing media. We found 
that healthy CHO cells generally exhibited zinc levels 
(Figure 9) that differed little from those of the PC-12 
cells (compare Figure 5), although one of the cells in 

the figure exhibits higher levels around the nucleus. 
In summary, we have demonstrated a very sensi-

tive method for quantitatively imaging low levels of 
intracellular zinc using fluorescence microscopy. The 
attachment of the TAT peptide to carbonic anhydrase 
facilitates the transfer of the transducer protein into 
the cells, bypassing any need for transfection or harsh 
injection strategies. The flexibility of using variants 
of the protein having different affinities, selectivities, 
and binding kinetics allows the use of this method in 
a variety of systems and to answer myriad questions. 
Moreover, the use of the TAT approach with other 
fluorescent protein biosensors such as those modified 
from bacterial periplasmic binding proteins (55, 56 ) 
suggests that sensors can be made for a large variety of 
intracellular analytes of interest. We hope that this new 
approach will lead to answers for many of the urgent 
questions now emerging in zinc biology.
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a b

Figure 9. CHO cells have free-zinc levels similar to PC-12 
cells: a) brightfield and b) false color fluorescence ratio 
micrographs of CHO cells stained with apoTAT-H36C-
AF594-CA and Dapoxyl sulfonamide using conditions as 
described in the text. 

 METHODS
Carbonic Anhydrase II. Fused to the N-terminus of 

human carbonic anhydrase II (CA) is a His6-tag, a bridging 
glycine, an 11 amino acid TAT peptide, and another glycine 
giving the following N-terminal amino acid sequence: 
MHHHHHHGYGRKKRRQRRRG (41, 57 ). The His6-TAT-CA gene 
was constructed by three rounds of PCR amplification using 
the CA gene as a template with a series of oligonucleotides 
containing the necessary nucleotide sequences to encode the 
His6-tag and the TAT peptide at the 5´ end of the CA gene. The 
constructed His6-TAT-CA gene was then inserted into pACA (58 ), 
the ampicillin resistant T7 expression plasmid that encoded 
the wild-type CA, replacing the entire wild-type gene using a 
Seamless Cloning Kit (Stratagene) to generate the plasmid 
pAHTC1. The new gene product was cloned into the vector 
through the introduction of a restriction enzyme site, Eam1104 I, 
which cleaves outside its recognition sequence and which 
incorporates m5dCTP during PCR amplification, protecting pre-
existing Eam1104 I sites. Following amplification, digestion with 
Eam1104 I and ligation in the presence of the enzyme resulted 
in the desired vector. Site-directed mutagenesis of pAHTC1 
was then performed (QuikChange Site-Directed Mutagenesis 
Kit, Stratagene) to produce the CA mutants. The double mutant 

C206S/H36C His6-TAT-CA (pAHTC3) was constructed for site-
specific labeling with fluorophores and the C206S/H36C/E117A 
His6-TAT-CA triple mutant was prepared to increase the zinc 
equilibration rate of the protein (46 ). The plasmids were trans-
formed into E. coli BL21 (DE3) cells and grown in rich induction 
medium at 37 °C (57 ). During the mid-log phase of cell growth, 
protein expression was induced by the addition of 0.25 mM 
isopropyl ß-D-thiogalactopyranoside and 0.4 mM ZnSO4 and 
the cells were incubated for 6 h at 30 °C and 225 rpm before 
harvesting. These His6-TAT-CA proteins were isolated from the 
cell lysate by binding the histidine tag on the fusion protein to 
a Ni2+-charged chelating Sepharose fast flow resin (Amersham 
Biosciences) in 30 mM HEPES pH 8, 250 mM NaCl, 2 mM imid-
azole, washing extensively, and then eluting the CA protein with 
a 0.1–0.5 M imidazole gradient in 30 mM HEPES, pH 8, 250 mM 
NaCl. E. coli endotoxins were removed by running the protein 
over DEAE Sephacel resin (Amersham Biosciences) in 10 mM 
Tris SO4, pH 8, 0.1 mM Zn SO4, 1 mM DTT. The protein bound 
loosely to the resin and was eluted with 0.1–0.2 M (NH4)2SO4 
in the same buffer. Typical protein yields are 5–7 mg L–1 of 
culture medium. The protein is conjugated with Alexa Fluor 594 
maleimide (Molecular Probes) and stripped of zinc as previously 
described (49, 59 ). Dapoxyl sulfonamide was synthesized and 



purified by silica gel column chromatography as previously 
described (60 ).

Cell Culture. PC-12 cells, a rat pheochromocytoma cell line, 
were grown in Neurobasal-A (without phenol red) with 2% B-27 
supplement and 0.5 mM L-glutamine (all Gibco, Invitrogen 
Corp.) (61 ) on 35 mm glass bottom dishes (World Precision 
Instruments) at 37 °C with 5% CO2. The glass bottom dishes 
are convenient for focusing and using the Olympus 60×/1.2 NA 
oil objective on the microscope. PC-12 cells were stained by 
immersion in an isotonic medium stripped of zinc (60 ) contain-
ing 1 µM Alexa Fluor 594-labeled apo-TAT-H36C-CA and 1 µM 
Dapoxyl sulfonamide (dissolved in DMSO) for 20 min. Afterward 
the dish was rinsed three times with zinc-free isotonic saline 
and then Neurobasal-A medium was added back to the cells. 
The Annexin V–Oregon Green 488 conjugate (Molecular Probes) 
was used to detect apoptosis. CHO cells were grown in CD 
CHO-A medium (Gibco, Invitrogen Corp.) with 8 mm L-glutamine 
under the same conditions as the PC-12 cells. The same staining 
procedure was also used in measuring the level of rapidly 
exchangeable zinc in CHO cells. 

Fluorescence Microscopy. Cells were photographed using 
a Nikon Eclipse TE300 epifluorescence microscope with a 
D540-25X or a D360-40X filter in the excitation light path, 
400DLCP dichroic, and D630-30M barrier filter (all Omega), 
through a Olympus 60×/1.2 NA oil objective or a Nikon 
Plan Fluor 100× oil/1.3 NA objective with a Cooke Sensicam 
QE cooled CCD camera. Images were captured using IPLab 
software (Scanalytics, Inc.). For microscope calibration, Alexa 
Fluor-labeled apo-TAT-H36C-CA and Dapoxyl sulfonamide were 
dissolved in a series of NTA-MOPS zinc buffers with controlled 
concentrations of free (or rapidly exchangeable) zinc ion, 
formulated using the MINEQL program (Environmental Research 
Software), added into the wells of an inverted 1536-well plate, 
and photographed using the same optical filters, using a Nikon 
Plan Apo 4×/0.2 NA objective. In order to determine the fluor-
escence ratio for each well, the images for each excitation wave-
length were divided and an oval region of interest was used to 
calculate the mean ratio for each well. Steady-state fluorescence 
spectra were obtained on a Spectronics AB-2 fluorometer with 
the same zinc ion buffers.
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Read, Write, and Forget Science

W e at ACS Chemical Biology strive to educate scientists at all levels. When we 
attend meetings, we work hard to talk to all of you whether you are a student, 
a postdoctoral fellow, or an independent researcher. In addition to current 

research, we often discuss other topics that are of interest such as science policy, funding, 
and education. Although research discussions predominated at the recent annual 
meetings of the American Chemical Society (ACS) and American Society for Biochemistry 
and Molecular Biology (ASBMB), the topic of education also permeated the sessions and 
hallway banter. It is clear the ACS, ASBMB, and many other societies are working hard 
to enhance science education, but they continue to face new challenges that threaten 
the pipeline of young scientists entering the field. The latest challenge comes from 
developments in K–12 education. 

A recent New York Times article titled “Schools cut back subjects to push reading 
and math” (1 ) discussed a disturbing trend to narrow the K–12 curriculum, placing 
greater emphasis on reading and math at the expense of other topics such as science 
and history. This article interprets a recent report from the Center on Education 
Policy (http://www.cep-dc.org/), which has been studying federal, state, and local 
implementation of the No Child Left Behind Act (NCLB). It found that 71% of the nations 
15 000 school districts are cutting back on subjects, including science, to make more 
time for reading and math. This practice was implemented because the 2002 federal law 
requires annual exams in only these two subject areas at the expense of encouraging young 
scientists, historians, artists, or musicians. In an effort to increase student understanding 
to a level that allows them to pass the standardized tests, some schools are going as 
far as requiring 2–3 hours of math or reading a day. For those who love these subjects, 
this is welcomed news—no more balancing chemical equations or dissecting frogs. 

Do the benefits of this intensive schooling outweigh the benefits of a broader education? 
The Secretary of Education believes that this “return to basics” approach solidifies student 
understanding and allows low-performing schools the opportunity to meet the federal 
standards. Some schools include history and science reading in an effort to retain other 
subjects in the narrow curriculum. 

Others in education, including some scientists, feel that this focused approach may rob 
future generations of essential scientific and historical knowledge that will subsequently 
impact their future prospects for jobs and higher education. In a recent New York Times 
letter to the Editor, Randi Weingarten, President of the United Federation of Teachers, 
commented on the impact of “return to basics” instruction on New York City students. A 
2005 study of elementary school teachers in New York City showed that 85% of them spent 
less than 2 hours a week teaching science or social studies. Test scores did improve for 
their students, but the failure rate for eighth-grade social studies students increased from 
62% in 2001–2002 to 81% in 2003–2004 (2 ). Data on scientific proficiency were not 
reported.

If the new narrowed curriculum is helping students catch up on their reading and math, 
what is happening to the students who are not struggling in these subjects? Are they 
allowed to skip the extra hours of reading and math to enhance their understanding of 
science and social studies? There is little information on this group so it is unclear how the 
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“return to basics” program will impact the gifted and talented students. The program could potentially 
limit student inquiry and stifle creativity.

This “return to basics” trend may also impact science policy and global competitiveness. The 
students in K–12 are our future lawmakers. If they lack a basic understanding of science, will we 
be able to rely on them to make sound decisions regarding fiscal policy for research programs or to 
provide proper regulatory oversight of scientific research? For many of us, the thought of someone 
who doesn’t understand the concept of a molecule, a cell, or a chemical reaction legislating 
policies on drugs and stem cells is disturbing. Furthermore, if students are not exposed to scientific 
innovation, will they know how to participate in a culture of scientific discovery? Even President 
Bush acknowledged in his State of the Union address that “we need to encourage children to take 
more math and science and to make sure those courses are rigorous enough to compete with other 
nations”. Through NCLB, the President is giving “… early help to students who struggle in math” but so 
far, little is being done at the federal level to enhance student understanding of science.  

Although we at ACS Chemical Biology may not directly impact K–12 education, our future success 
will depend on the proper education of our students. These are our future readers, authors, reviewers, 
and editors. We urge you to speak out on these educational trends and support your society’s efforts 
to shape education policy to guarantee that our future scientists are not left behind.

Evelyn Jabri
Executive Editor

 1. Dillon, Sam (March 26, 2006) Schools cut back subjects to push reading and math, New York Times.
 2. Weingarten, Randi (March 27, 2006) To the Editor: Test prep isn’t education, New York Times.
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Sweeter 
Vaccines
Polysaccharides 
coat the surfaces 
of bacteria, viruses, 
parasites, and human cells, 
including cancer cells. Their complex 
structures are often specific to par-
ticular organisms or cell types, making 
them enticing candidates for vaccine 
development. However, carbohydrate-
based vaccine development has been 
hindered by the notorious difficultly of 
carbohydrate synthesis and the lack 
of effective vaccine delivery platforms 
for polysaccharide antigens. Recent 
progress in polysaccharide synthesis 
has facilitated the creation of vaccine 
candidates, alleviating one hurdle. Now, 
based on recent success with the use 
of immunostimulating reconstituted 
influenza virosomes (IRIVs) for vaccine 
delivery of synthetic peptides, Liu et al. 
(p 161) have used IRIVs as an inte-
grated carrier and adjuvant for the tetra-
saccharide epitope on the lipophospho-
glycans that decorate the surface of 
leishmania parasites. The researchers 
synthesized the tetrasaccharide in a 
linear fashion, incorporating a thiol-
based linker for conjugation to 
either a phospholipid or carrier 
protein. The conjugates were 
formulated into IRIVs and used 
to immunize mice. Analysis by 
ELISA and immunofluorescence 
revealed that IgG antibodies 
were generated and that they cross-
reacted with leishmania parasites. 
These results suggest that IRIVs have 
potential as an effective vaccine delivery 
platform for carbohydrate antigens and 
pave the way for the design of a wide 
range of carbohydrate-based vaccines.

siRNA …with Fluoride
Short interfering RNAs (siRNAs) are small duplex RNA strands that silence 
gene expression, offering a promising therapeutic strategy for a wide 
range of diseases. However, siRNAs suffer from chemical instability and 
susceptibility to endogenous nucleases, hampering their clinical potential. 

Chemically modified siRNAs could overcome these obstacles, provided 
they maintain gene silencing activity and are recognized by the RNA-induced 

silencing complex (RISC), a complex of enzymes that orchestrates the gene silencing 
process. Xia et al. (p 176) have synthesized and characterized siRNAs containing 
2,4-difluorotoluyl nucleosides (rF). The researchers found that while rF-containing 
duplexes were less thermally stable than unmodified duplexes, they were more 
resistant to endonuclease cleavage in serum, indicating encouraging biostability 
properties. The crystal structure of an rF-containing siRNA 
duplex showed local geometric and thermo-
dynamic changes, largely due to the loss of 
hydrogen bonds sustained in base pairs con-
taining the rF nucleoside. However, activity 
studies revealed that rF-containing duplexes 
were capable of silencing the firefly luciferase 
gene, and analysis of the cleavage products by 
a modified 5´-RACE (rapid amplification of cDNA 
ends) technique suggested that the silencing was accom-
plished through the RISC mechanism. The encouraging biological 
properties demonstrated by these modified siRNAs could lead to 
development of siRNA-based therapeutic agents.

Clever Corn
Young maize seedlings exude an organic compound, 2-hydroxy-4,7-dimethoxy-
benzoxazin-3-one (HDMBOA), that has been implicated as an inhibitor of the plant 

pathogen Agrobacterium tumefaciens (A. tumefaciens). Upon 
sensing certain environmental signals, A. tumefaciens expresses 
the virulent genes VirA-VirG, which induce the transfer of tumori-
genic DNA from the bacteria into plant cells. The wide variety of 
plants affected by A. tumefaciens and its unique ability to insert 
DNA into eukaryotic cells render antibiotics against the bacteria 
of interest to both the agricultural and medical communities. 

Maresh et al. (p 165) have conducted structural studies of HDMBOA and revealed 
that, while HDMBOA is stable in the acidic pH environment of the soil, it rapidly 
decomposes to an unusual o-imidoquinone, (3Z)-2,2-dihydroxy-N-(4-methoxy-6-
oxocyclohex-2,4-dienylidene)acetamide, at the neutral pH of the bacterial cyto-
plasm. Furthermore, activity studies suggest that the o-imidoquinone inhibits vir 
gene expression in A. tumefaciens. Because the vir genes function as the bacteria’s 
sensing mechanism, this effectively masks the presence of the maize seedling to 
A. tumefaciens. The authors propose that HDMBOA cleverly functions as a “pro-
drug” to deliver the o-imidoquinone to the bacterial cytoplasm. These findings 
redefine current understanding of this class of antibiotics and could facilitate the 
design of novel antibiotics for use in the agricultural and medical fields.
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The Sun Takes Its Toll 
Mammalian immune cells ward off infection by sensing 
environmental cues and switching on the proper genes 
for fighting off the infection. Toll-like receptors (TLRs) 
function early in the pathway by sensing microbial 
antigens. Many of the genes downstream of the TLRs 
have remained elusive in humans. A recent report by 
Liu et al. (Science 2006, 311, 1770–1773) demon-
strates a new cog in the immune machine and an inter-
esting link between sunlight, hormones, and immunity.  

Using DNA microarrays, human genes were screened 
to find mRNAs that are upregulated when TLR recep-
tors are activated with a ligand. Among the short list of 
candidates were the vitamin D receptor and Cyp27B1, 
an enzyme that converts the inactive vitamin D pro-
hormone into the active form. This result suggested that 
vitamin D metabolism may bridge a gap between TLRs 
and the cell’s ability to kill pathogens. Indeed, when 

cells infected with Mycobacterium tuberculosis were treated 
with active vitamin D, an antimicrobial peptide, cathelicidin, was 
switched on and bacterial counts decreased. Since Cyp27B1 con-
verts pro-hormone to vitamin D, the authors reasoned that media 
levels of the pro-hormone may play a role in modulating the 

immune response. They found 
that levels of the pro-hormone 
were vastly different between 
bovine and human sera. As a 
consequence, the TLR-coupled 
boost in mRNAs regulated by 
vitamin D was nearly absent 
in human cells cultured in 
bovine serum. The assay 
also revealed that the level of 
the pro-hormone in human 
serum from different donors is 
wide-ranging enough to show 

dramatically different immune response. For 
example, serum from African-Americans, on 
average, had significantly less pro-hormone. 
Since the synthetic pathway for pro-hormone 
depends upon sunlight, darker skin indi-
rectly casts a shadow on the TLR-dependent 
immune response. This may explain the 
higher rates of tuberculosis infection and 
progression among this ethnic group.

This study highlights one likely pathway among TLRs, vitamin D 
metabolism, and mRNAs that are expressed during an immune 
response. The striking pro-hormone data suggest that one’s 
ability to produce vitamin D may contribute to susceptibility to 
microbial infection. JU

Spotlight
Silencing the 
Monkey
RNA interference (RNAi) is 
a gene silencing technol-
ogy that has become an 
invaluable tool for exploring 
biological processes and has 
tantalizing therapeutic poten-
tial for a variety of disease 
targets, especially those that 
have been challenging to 
pursue using conventional 
drug discovery methods. 
Apolipoprotein B (ApoB) is 
an essential protein in the 
regulation of cholesterol, 
but because it is a large, 
lipid-associated protein, it 
has been difficult to target for 
drug discovery. Zimmerman 
et al. (Nature, advance online publication, March 26, 2006, 
doi: 10.1038/nature04688) have demonstrated that systemic 
delivery of small interfering RNA (siRNA) silences ApoB in 
non-human primates and lowers cholesterol levels in clinically 
significant amounts.

While local delivery of siRNAs is well established, there are 
few reports of systemic delivery of siRNAs and none in non-
rodent species. Systemic delivery of the APOB-specific siRNA, 
denoted siApoB-2, was accomplished by encapsulating siApoB-2 
in stable nucleic acid lipid particles (SNALPs) and administer-
ing the formulation by intravenous injection to cynomolgus 
monkeys. To evaluate the effectiveness of this approach, the 
pharmacokinetics, efficacy, and safety of a single dose of 
SNALP-formulated siApoB-2 was assessed. A dose-
dependent reduction in liver APOB mRNA levels 
of up to 90% was observed 48 h after treatment, 
and blood levels of ApoB-100 protein, total choles-
terol, and LDL were reduced by up to 78%, 62%, 
and 82%, respectively. Remarkably, these effects 
lasted through 11 days post-treatment. No effects 
on complement activation, delayed coagulation, 
pro-inflammatory cytokine production, or changes in 
hematology parameters were observed, indicating 
that the treatment was well tolerated and non-toxic.

This ground-breaking study is the first to dem-
onstrate the effectiveness of systemic delivery of 
RNAi-mediated silencing in non-human primates, substantiating 
a potential new strategy for treating cholesterol-related and 
perhaps numerous other diseases. EG

Reprinted with permission 
from AAAS

Image courtesy of Getty Images
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Botulinum neurotoxin A (BoNT/A) is a key ingredi-
ent in the anti-wrinkle material Botox. BoNT/A 
is also prescribed for relief of severe pain and is 
a potential biological warfare agent. This toxin 
selectively binds to active neurons, and blocks 
exocytosis and neurotransmitter release. It 
has been proposed that BoNT/A receptors are 
composed of proteins and gangliosides, a group 
of glycosphingolipids found in the neuronal cell 
membrane. Now Dong et al. (ScienceExpress, 
published online March 16, 2006, doi:10.1126/
science.1123654) show that BoNT/A enters nerve 
cells via the synaptic vesicle protein 2 (SV2).

The authors found that receptors for BoNT/A are 
localized to secretory vesicles and are exposed 
during exocytosis. The neurotoxin molecules 
interact with SV2, a conserved integral membrane 
glycoprotein with 12 putative transmembrane. 
BoNT/A bound to the largest luminal loop of three isoforms 
of SV2 but not to those of other synaptic vesicle proteins 
indicating that this neurotoxin-vesicle protein interaction 
was specific. Notably, glycophospholipids bound the toxin 

with low affinity and promoted the formation of 
stable BoNT/A-SV2 complexes. These data indicate 
that both proteins and lipids are important for the 
selective entry of BoNT/A into neuronal cells.

Dong et al. also generated a loss of function 
cell model to determine if the cellular uptake of 
BoNT/A was dependent on SV2 proteins. The 
neurotoxin did not enter these SV2 knockout 
hippocampal neurons. However, entry could 
be restored by expressing three isoforms of 
the vesicle protein. Furthermore, mice lacking 
SV2B, one isoform of SV2, were less sus-
ceptible to BoNT/A. Collectively, these data 
show that SV2 is the receptor for BoNT/A.

Active neurons expose more SV2 receptors 
during exocytosis and neurotransmitter release. 
The authors propose that BoNT/A, by binding SV2 
and shutting down exocytosis prevents the expo-

sure of more receptors in the poisoned cell. This leaves toxin 
molecules free to enter other active neurons. This mechanism 
of action specifically and efficiently shuts down neuronal 
communication in the poisoned organism. EJ
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The Sun Takes Its Toll 
Mammalian immune cells ward off infection by sensing 
environmental cues and switching on the proper genes 
for fighting off the infection. Toll-like receptors (TLRs) 
function early in the pathway by sensing microbial 
antigens. Many of the genes downstream of the TLRs 
have remained elusive in humans. A recent report by 
Liu et al. (Science 2006, 311, 1770–1773) demon-
strates a new cog in the immune machine and an inter-
esting link between sunlight, hormones, and immunity.  

Using DNA microarrays, human genes were screened 
to find mRNAs that are upregulated when TLR recep-
tors are activated with a ligand. Among the short list of 
candidates were the vitamin D receptor and Cyp27B1, 
an enzyme that converts the inactive vitamin D pro-
hormone into the active form. This result suggested that 
vitamin D metabolism may bridge a gap between TLRs 
and the cell’s ability to kill pathogens. Indeed, when 

cells infected with Mycobacterium tuberculosis were treated 
with active vitamin D, an antimicrobial peptide, cathelicidin, was 
switched on and bacterial counts decreased. Since Cyp27B1 con-
verts pro-hormone to vitamin D, the authors reasoned that media 
levels of the pro-hormone may play a role in modulating the 

immune response. They found 
that levels of the pro-hormone 
were vastly different between 
bovine and human sera. As a 
consequence, the TLR-coupled 
boost in mRNAs regulated by 
vitamin D was nearly absent 
in human cells cultured in 
bovine serum. The assay 
also revealed that the level of 
the pro-hormone in human 
serum from different donors is 
wide-ranging enough to show 

dramatically different immune response. For 
example, serum from African-Americans, on 
average, had significantly less pro-hormone. 
Since the synthetic pathway for pro-hormone 
depends upon sunlight, darker skin indi-
rectly casts a shadow on the TLR-dependent 
immune response. This may explain the 
higher rates of tuberculosis infection and 
progression among this ethnic group.

This study highlights one likely pathway among TLRs, vitamin D 
metabolism, and mRNAs that are expressed during an immune 
response. The striking pro-hormone data suggest that one’s 
ability to produce vitamin D may contribute to susceptibility to 
microbial infection. JU

Central nervous system (CNS) injuries 
often result in tissue damage that does 
not heal properly. Several factors contrib-
ute to inadequate repair of CNS tissue, 
including scar tissue formation, gaps in 
nervous tissue from phagocytosis of dying 
cells, and failure of neurons to initiate 
axonal extension. Ellis-Behnke et al. 
(PNAS 2006, 103, 5054–5059) have 
now developed novel nanobiomedical 
materials, called self-assembling peptide 
nanofiber scaffolds (SAPNS), that pro-
mote regeneration of axons when injected 
at sites of CNS trauma.

SAPNS consist of alternating positive 
and negative L-amino acids that form 
highly hydrated scaffolds in physiological 
solutions. Use of SAPNS as biomaterials 
provides several advantages over cur-
rently available polymer biomaterials. 
First, the individual nanofibers are 
approximately 10 nm in diameter, which 

is similar in scale to the native extra-
cellular matrix and thus may facilitate cell 
growth, migration, and differentiation. In 
addition, degradation of SAPNS leaves 
natural L-amino acids that can poten-
tially be used by 
the surrounding 
tissue. Finally, 
because SAPNS are 
synthetic materials 
and appear to be 
immunologically 
inert, biological 
contamination and 
tissue rejection 
issues prevalent in 
other biomaterials 
are avoided.

To test the ability of the SAPNS 
to promote CNS wound healing, the 
researchers generated a lesion in the optic 
tract of the hamster midbrain, resulting 

in a tissue gap and loss of vision. When 
RADA-1, a SAPNS that is known to support 
neuronal growth and development, was 
injected at the site of injury, significant 
axonal growth through the tissue gap was 

observed and, 
remarkably, vision 
was restored. The 
authors hypoth-
esize that interac-
tion of SAPNS with 
the extracellular 
matrix promotes 
cell migration into 
the lesion area and 
creates an environ-
ment conducive to 

axon regeneration. By overcoming some 
of the obstacles in CNS wound healing 
previously thought to be impenetrable, 
this groundbreaking work launches a new 
method to treat CNS trauma. EG
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Fortuitous Promiscuity
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Labeling reagents for visualizing 
biological interactions come in 
all shapes and sizes. Proteins, 
peptides, small molecules, and 
inorganic nanoparticles have all 
been used to label proteins, but 
each method must tackle many 
issues, including labeling specificity, 
speed, stability, tag size, and toxic-
ity. In addition, it has been especially 
difficult to target specific proteins in 
the context of living cells. Lin et al. 
(JACS 2006, 128, 4542–4543) have 
developed a method for labeling 
proteins in vitro and on the surface 
of live cells using the enzyme trans-
glutaminase.

Transglutaminases (TGases) cata-
lyze amide bond formation between 
glutamine (Q) and lysine residues, 
serving to cross-link proteins in 
diverse cellular processes including 

cell migration and apoptosis. The 
authors exploit this activity using 
guinea pig TGase (gpTGase), which is 
specific for its glutamine-containing 
substrate but can be quite promis-
cuous for its amine-containing 
substrate. This promiscuity allows 
for a variety of amine-containing 
labeling reagents, such as biotin or 
fluorescein derivatives, to be ligated 
to peptide substrates of gpTGase 
(called “Q-tags”) genetically fused to 
the target protein of interest.

To demonstrate the utility of this 
approach in live cells, two proteins, 
cyan fluorescent protein and the 
epidermal growth factor receptor, 
were Q-tagged, expressed on the 
surface of HeLa cells, and labeled. 
The labeling was demonstrated to 
be site-specific, enzyme-dependent, 
and non-toxic and did not affect the 

activity of the proteins. In addition, 
this approach was used to attach 
a photoaffinity probe to the NFkB 
transcription factor p50 in vitro. This 
allowed the researchers to examine 
the effects of reagents other than 
DNA on the homodimerization of 
p50, a distinct advantage over the 
currently favored gel-shift assay. 
Though there are disadvantages to 
using gpTGase, such as the inability 
to label intracellular proteins and 
the fact that gpTGase specificity 
for the Q-tag is lower than that 
of other enzymes (such as biotin 
ligase) for their peptide substrates, 
this work opens the door to using 
transglutaminase-introduced probes 
to investigate protein trafficking, 
protein–protein interactions, and 
protein conformational changes in 
the cellular context. EG

New Light on the Lightning Bug
Fireflies don’t just fascinate six year olds. Scientists have shown that their bright yellow light allows the insects to communicate, 
whether to attract members of the opposite sex or to warn predators to stay away. The biochemistry behind the bioluminescence 
comes from oxidation of the small molecule luciferin by the enzyme luciferase; light is emitted upon relaxation of excited oxyluci-
ferin to its ground state. Remarkably, a single amino acid change in luciferase, serine 286 to asparagine (S286N), changes the 
emission color from yellow-green to red, but the molecular basis for the color change has not been clear. Now, Nakatsu et al. 

(Nature 2006, 440, 372–376) have uncovered a structural explanation for this fascinating phenomenon. 
The researchers use X-ray crystallography to investigate structural differences between wild-type and mutant luciferase 

enzymes. Three crystal structures of wild-type luciferase, the first complexed with its natural reactant, 
the second with a stable analog of the high energy intermediate, 5´-O-[N-(dehydroluciferyl-)- 

 sulfamoyl]adenosine (DLSA), and the third with its natural products, provided snapshots of the 
reaction pathway; changes in luciferase structure reflect movement of amino acids as the reac-
tion progresses. Although the structures with the reactant and the products were essentially 
identical, the DLSA structure revealed significant movement of isoleucine 288, close to serine 

286, creating a hydrophobic pocket in the active site. The authors suggest that the hydrophobic 
environment prevents energy loss from the excited state of oxyluciferin, resulting in yellow-green 

bioluminescence.
To investigate the basis for the color change, the structure of luciferase (S286N) complexed with DLSA 

was compared with that of the wild-type enzyme. The mutant enzyme does not exhibit the conformational 
changes seen in the wild-type system, and thus no hydrophobic pocket is created. The authors hypothesize that this results in 
energy loss from the excited state, manifested by lower energy red light emission. EG

Image courtesy of Getty images



Resisting the Resistance

Protein Capture… Without a Trace
Protein microarrays are an attractive 
method for investigating protein inter-
actions due to the small amount of 
protein required and the large number 
of interactions that can be probed 
on a single glass microscope slide. 
However, methods for attaching pro-
teins to the microarray surface suffer 
from technological challenges. Non-
covalent attachment methods leave 
proteins attached at random orienta-
tions or may not be resilient enough to 
last through subsequent assays, and 
covalent attachment strategies can be 
inefficient or leave capture reagents 
attached to the surface. Kwon et al. 
(Angew. Chem., Int. Ed. 2006, 45, 
1726–1729) have developed a 
traceless capture ligand approach 
for creating protein microarrays.

The traceless capture method is 
based on protein trans-splicing, a 
naturally occurring process wherein 
a segment of a protein, called an 
intein, excises itself and rejoins the 
remaining portions. The authors use 
the DnaE intein from cyanobacteria, 

which contains two fragments, the 
N-intein (IN ) and the C-intein (IC ), that 
spontaneously self-assemble to form 
a functional splicing domain. In the 
study, the IN fragment was fused at 
the DNA level to the C-termini of two 
proteins, maltose binding protein and 
enhanced green fluorescent protein, 
and the IC fragment was immobilized 
onto a glass slide. Spotting of the 
protein solutions on the glass slide 
should allow for the intein frag-
ments to interact, ligate the protein 
to the slide, and splice themselves 
out into solution. Indeed, detection 
of the proteins was dependent on 

the presence of IN in the protein and 
IC on the slide, suggesting that the 
proteins covalently attached to the 
surface by this mechanism. In addi-
tion, the authors demonstrated that 
IN-containing fusion proteins from 
soluble cellular fractions of protein 
expressed in E. coli and from crude 
in vitro transcription/translation 
reactions could be immobilized using 
this approach, expanding its utility to 
proteins in biological mixtures. EG

Spotlight
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Reprinted with permission from Angewandte Chemie, International Edition

Antibiotic resistance is a growing health 
concern across the globe. Many bac-
teria acquire resistance through genetic 
mutations that circumvent the antibiotic’s 
mechanism of action. Antibiotics that 
possess multiple modes of action are 
therefore more likely to resist resistance. 
Nisin, a common food preservative and 
member of a group of antimicrobial 
peptides called lantibiotics, utilizes 
several mechanisms to kill bacteria, 
including forming pores in the mem-
brane, disrupting cell wall biosynthesis, 
and inhibiting the outgrowth of bacterial 
spores. Nisin A contains five cyclic 

thioethers, called lanthionines 
and methyllanthionines, that are 
created by addition of cysteine 
to dehydroalanine and dehydro-
butyrine. It is believed that the 
enzyme NisC is responsible for 
formation of the rings, but the 
cyclase activity of NisC has not 
previously been demonstrated. 
Li et al. (Science 2006, 311, 
1464–1467) report the in vitro 
enzymatic synthesis of nisin A and the 
crystal structure of NisC. Their findings 
confirm the cyclase activity of NisC and 
provide insight into the mechanism of 

biosynthesis of this important antibiotic.
Sequencing of the nisin gene clus-

ter several years ago revealed that the 

(continued on page 120)
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The sequences found at each 
end of a typical eukaryotic mRNA 
lack protein-coding potential and 
instead play important roles in 
gene regulation. Recently, these 
untranslated regions (UTRs) have 
garnered extra attention as more 
sequence motifs are implicated in 

RNA stability and 
the efficiency of 
translation. A new 
study by Baben-
dure et al. (RNA, 
published online 
March 15, 2006, 
doi: 10.1261/
rna.2309906) 
takes on an old 
UTR question: 
how does RNA 
secondary struc-

ture at the 5′ end of an RNA affect 
the translation efficiency of the 
message?  

The authors used a remarkably 
simple cell-based assay where 

translation efficiency is monitored 
by a ratio of two different colors 
of fluorescent protein. Red fluor-
escent protein was encoded after 
a standard 5′ UTR, while the UTR 
of green fluorescent protein (GFP) 
was flavored with various hairpins 
of RNA secondary structure. These 
RNA elements were engineered 
between the GFP mRNA transcrip-
tion start site and the start codon 
for protein synthesis. Structural 
elements that reduced transla-
tion efficiency in living cells were 
identified by a change in the red to 
green signal ratio. Both the stabil-
ity of the inserted RNA helix and 
its position could be easily altered 
and assayed. Hairpin RNAs at the 
extreme 5′ end of the RNA had the 
most profound effect on transla-
tion. Also, a surprisingly sharp 
drop in translation occurred as the 
stability of the hairpin pushed into 
the –25 kcal mol-1 range. Some 
of the rules developed from this 

assay stand in contrast to earlier 
studies with in vitro translation 
systems, thus highlighting the 
need to caution and comparison. 
These synthetic hairpin elements 
were compared with natural 
UTR sequences that have strong 
predicted secondary structures 
near the 5′ end of the mRNA. These 
natural 5′ UTRs also imparted lower 
translational efficiency.  

This paper represents a rigorous 
next step toward understanding 
yet another RNA-mediated control 
mechanism. In addition to second-
ary stuctures, ligand-induced RNA 
tertiary structures such as those 
found in bacterial riboswitches may 
also regulate protein synthesis in 
eukaryotes. Finally, the authors 
suggest that small engineered 
RNAs might be used to alter the 
structural character of natural or 
designer UTRs, thereby providing a 
mechanism for cells to tinker with 
translation.  JU

Resisting the Resistance, continued

Untranslated Roadblock

peptide precursor to nisin A is synthe-
sized via translation and then post-
translationally modified to contain the 
cyclic thioethers. However, the in vitro 
reconstitution of nisin A, as well as that 
of other lantibiotics, has been challeng-
ing due to their structural complexity and 
the requirement for access to NisC and 
its substrate. To obtain NisC, the authors 
cloned the enzyme from Lactococcus 
lactis  and expressed it in Escherichia coli. 
In order to generate the NisC substrate, 
an L. lactis strain was engineered to 
contain the genes that code for the 

precursor peptide, the dehydratase that 
creates dehydroalanine and dehydrobu-
tyrine, and the transporter that secretes 
the dehydrated peptide. Treatment of the 
secreted dehydrated peptide with NisC, 
followed by removal of the leader peptide 
with trypsin, generated active nisin A, as 
shown by a clear zone of inhibition when 
spotted on a lawn of an indicator strain.

The crystal structure of NisC was deter-
mined and found to contain an a-toroidal 
core structure that is topologically similar 
to bacterial cellulases, endoglucanase, 
terpenoid cyclases, and the b subunit of 

protein farnesyl transferase. In addi-
tion, a zinc ion is strategically located 
in the center of the toroid bound by two 
conserved cysteines and a histidine, 
where it assists activation of the nisin 
cysteine thiol for intramolecular nucleo-
philic attack on the dehydroalanine or 
dehydrobutyrine. This structure provides 
insights into the possible roles, such as 
posttranslational modification of cysteine 
residues, of structurally similar proteins 
found in a variety of organisms including 
humans but whose functions are currently 
unknown. EG
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RNA interference (RNAi), 

where specific RNA 

fragments suppress 

gene expression and 

result in loss of func-

tion phenotypes, has 

revolutionized the 

exploration of gene 

function in mammals. In 

an effort to adapt RNAi 

technology to genome-

wide exploration, The 

RNAi Consortium (TRC) has been 

created to generate genome-scale 

short hairpin RNA (shRNA) librar-

ies and develop high throughput 

screening methods to characterize 

these libraries in mammalian cells. 

To this end, Moffat et al. (Cell 2006, 

124, 1283–1298) have created 

the initial portion of a lentiviral 

shRNA library, denoted TRC1, and 

screened a subset of this library in 

human colon cancer cells.

TRC1 contains 100,000 arrayed 

shRNA constructs that target 

22,000 human and mouse genes. 

Several challenges in high through-

put RNAi screening were addressed 

in the design and screening of 

TRC1. First, introduction of shRNA 

into cells was accomplished 

using lentiviral vectors, which can 

transduce a wide range of cell types 

including primary and nondividing 

cells. Second, variable effective-

ness of different shRNA constructs 

and off-transcripts effects were 

limited by including five shRNA 

constructs per gene and requiring 

that at least two shRNAs induce a 

similar phenotype in order for the 

effects of the gene to 

be considered. Finally, 

a semiautomated 

protocol was developed 

to adapt the library to 

high throughput pheno-

typic assays.

As a test of the utility 

of TRC1, a subset of the 

library was screened 

to identify regula-

tors of mitosis. One 

hundred genes were identified that 

significantly altered the mitotic 

index in human colon cancer cells. 

Further experiments revealed that 

although some of these genes 

also affected mitosis in human 

fibroblasts, others did not, point-

ing to potential cancer targets.

The TRC1 library is an initial 

realization of an effort to anno-

tate the genome using RNAi. 

Information generated from this 

project will contribute to a global 

understanding of the genetics 

of biological processes. EG
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Nicholas R. Cozzarelli (1938–2006)
Carlos Bustamante*

Howard Hughes Medical Institute, and Departments of Molecular and Cell Biology, Physics, 
and Chemistry, University of California, Berkeley, Berkeley California 94720

N icholas R. Cozzarelli, Professor 
of Molecular and Cell Biology 
at the University of California at 

Berkeley, a star scientist of first magnitude, 
a colleague of uncompromising integrity, 
a great teacher, and warm friend, died 
on Sunday March 19, 2006, of complica-
tions associated with the treatment of 
lymphoma. Nick was born in New Jersey, 
the son of immigrants from southern Italy. 
His father was a shoemaker and his mother 
worked editing phone books. As a young 
man, Nick obtained a full scholarship to 
attend Princeton where he graduated with 
an A.B. Magna Cum Laude in 1960. He 
then entered Yale University with the inten-
tion of becoming a lawyer, but became 
instead interested in medical school, which 
he attended from 1960 to 1961. It was 
during this period that he realized that 
his true vocation was research and thus 
he applied and was admitted to gradu-
ate school at Harvard University where he 
obtained a Ph.D. in Biochemistry in 1966. 
Following graduate studies, Nick joined 
Arthur Kornberg’s laboratory at Stanford, 
where he became engaged and passion-
ately interested in DNA replication. 

The discovery of topoisomerases in the 
early 1970s sparked a host of experi-
ments to understand how these molecules 
controlled the topological state of DNA 
molecules. Soon it became evident that 
these important enzymes were involved 
in many other central cellular processes 
besides their function as regulators 
of the degree of DNA supercoiling. 
Topoisomerases facilitate the opening 
of the double helix during DNA replica-
tion and transcription, thus favoring the 

translocation of these enzymes along the 
DNA. Moreover, these enzymes are also 
essential to allow the proper segregation of 
chromosomes prior to cell division.

Many ingenious mechanisms had 
initially been proposed for topoisomerases, 
but they proved to be incorrect. Nick and 
co-workers demonstrated instead that 
DNA was passed through enzyme-bridged 
breaks. This allowed these enzymes not 
just to change supercoiling, the activity 
which first defined topoisomerases, but 
also to disentangle and decatenate DNA. 
The Cozzarelli lab also showed that decaten-
ation, not supercoiling or relaxation, 
was the vital function of topoisomerases 
III and IV. Cozzarelli and co-workers demon-
strated that type II topoisomerases act, in a 
way, as Maxwellian demons, removing the 
topological links far past equilibrium, using 
the energy of ATP hydrolysis. They also 
uncovered the mechanism underlying this 
feat. Topoisomerase IV has yet additional 
specificity: the Cozzarelli lab showed that 
it removes (+), but not (–) supercoils, so 
that it can promote the movement of the 
replication fork without eliminating the 
(–) supercoils, which are essential for 
chromosome organization.

Early, during his initial involvement with 
topoisomerases, Nick Cozzarelli realized 
that the number and type of possible 
products of the topoisomerase catalyzed 
reactions were restricted by powerful 
mathematical theorems that dictate the 
topological transformations of closed space 
curves possessing connectedness, such as 
circular DNA. What followed was his elegant 
unification of biochemical and mathemati-
cal methods to determine the conformation 
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and topology of higher-order DNA structures 
such as supercoils, catenanes, and knots. In 
this effort, Nick Cozzarelli realized that these 
mathematical restrictions (called topologi-
cal invariants) made it possible also to infer 
the possible molecular mechanisms used 
by enzymes that catalyzed the modification 
of these DNA topological states. Using this 
approach, his group was able to suggest 
possible enzymatic mechanisms for these 
topology-acting catalysts.  

The most recent set of contributions by 
Nick and co-workers concerns the global 
structure of chromosomes. This subject had 
deep roots in Nick’s past studies. He and 
co-workers first found that free (–) super-
coiling in bacteria plays an unexpected and 
vital role in DNA compaction. They showed 
that many DNA gyrase mutants failed not 
at initiation or elongation of replication, 
as was initially expected, but because 
decatenation of DNA by topoisomerase IV 
was blocked. They then showed that super-
coiling increases the rate of decatenation 
by many orders of magnitude. They also 
studied the mechanism of DNA condensa-
tion by condensins and found again that 
loops of supercoiled DNA played a critical 
role in this process. In addition, Nick and 
co-workers showed that, in bacteria, 
topological domains are much smaller than 
that which was presumed to be the case 
over the past 30 years. These domains have 
been found to be, on average, only 10 kb 
in size. Moreover, the Cozzarelli laboratory 
discovered that the domain barriers are 
not DNA sequence-specific and are, in fact, 
quite transient. Nick and his students then 
went on to characterize, through genetic 
and biochemical screens, four proteins that 
are involved in maintaining the topologically 
closed domains of a bacterial chromosome.

Because of their importance in DNA 
metabolism, topoisomerases have 
become the target of numerous antibiotics 
and cancer treatment drugs. Here, Nick 
Cozzarelli’s group played an important role 
in the deciphering of the mechanism of 

inhibition of key antibiotics and anticancer 
agents, including quinolones such as cipro-
floxacin and coumerins such as novobiocin, 
both inhibitors of DNA gyrase, an essential 
type II topoisomerase in Gram-positive and 
Gram-negative microorganisms. Today, 
about two-thirds of all cancer chemo-
therapy regimens contain a topoisomerase 
inhibitor. Thus, unlike the work of many 
scientists, Nick’s academic endeavors were 
shown to have a direct impact in the treat-
ment of diseases.

Although trained originally as a biologist 
and a biochemist, Nick Cozzarelli saw 
before many that scientific research is 
a playground where many disciplines 
converge and where understanding often 
requires bridging apparently disconnected 
realms of knowledge. He saw clearly the 
need to break the language and cultural 
barriers that still separated biologists from 
physicists and mathematicians in the last 
quarter of the twentieth century. Thus, 
because of his own frustrating experiences 
attempting to communicate with mathema-
ticians, Nick formed in 1985 the Program 
in Mathematics and Molecular Biology 
(PMMB). This program got biologists, 
mathematicians, and physicists together 
for a number of years and has been the 
model for subsequent programs of science 
in which people try to reach across the 
scientific interface.

Nick Cozzarelli’s leadership in science is 
widely recognized in the scientific com-
munity. Elected in 1989 to the National 
Academy of Sciences, Nick became Editor-
in-Chief of the Proceedings of the National 
Academy of Sciences in 1995. In this posi-
tion he transformed a respected publica-
tion with an arcane submission process 
into the premier journal for the publication 
of first rate scientific articles in biology 
and other disciplines. Nick Cozzarelli is 
broadly regarded as the best Editor of the 
Proceedings.

Nick’s interest in fostering the devel-
opment of science also led him to play 

a number of important roles in various 
Academy committees. Thus, he was the 
chair of the National Academy of Sciences 
Section on Biochemistry, a member of 
the Academy’s Committee on the Funding 
of Young Investigators, a member of the 
Committee on strengthening the linkages 
between science and the mathematical 
sciences, and the committee on research 
standards and practices to prevent the 
destructive application of biotechnology, 
among others. Finally, it is important to 
mention his leadership in the promotion 
of a freer access to the scientific literature. 
The journal that he edited, the Proceedings 
of the National Academy of Sciences, has 
taken a leadership role in this regard. He 
was also an important contributor to the 
establishment of PubMed Central and the 
Public Library of Science.

When I moved to Berkeley in 1998, Nick 
and I talked about a number of problems 
that were just then becoming accessible to 
analysis by the methods of single mole-
cule manipulation that my students and I 
had been developing at the University of 
Oregon. What ensued were some of the 
most exciting years of my scientific career. 
Endowed with a keen sense of what is 
important, Nick was a mind constantly on 
the move, thinking of new ways of using 
these powerful new methods to study 
important problems in biochemistry. 
Working with Nick was one of the privileges 
that I cherished upon joining the faculty 
at Berkeley. Our meetings, coded by our 
students either as a “Cozzamante” or a 
“Bustarelli” meeting, to indicate whether 
they were to be held in Nick’s or in my 
laboratory, respectively, led to some of the 
most exciting science and publications of 
my career. It was in this small gatherings 
that I learned to admire Nick Cozzarelli’s 
scientific insight, his unmatched ability 
to ask the crucial questions about any 
problem, and his intellectual honesty 
which only accepts one adjective: uncom-
promising. There, in these often-heated 
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scientific discussions, we became good 
colleagues first and then good friends. 
He was a tough, critical evaluator of his 
own science and that of his colleagues. 
Our common Italian background was a 
cultural reference that we enjoyed sharing 
with one another. He enjoyed life, the good 
cuisines of the world, the good wine, art, 
music, and the theater. Having acquired a 
classical education, he never used it to 
show off but to make instead incisive, 
appropriate comments that benefited 
from the wisdom of the old culture. 

His premature departure robs us from 
one of the true creative talents in quantita-
tive experimental biology. Throughout his 
almost two-year battle against the disease, 
Nick Cozzarelli taught his friends and 
students one final lesson. Hemingway has 
written that the “true measure of courage 
is to display grace under pressure”. Those 
of us that worked close to him witnessed, 
often in disbelief, his dedication to work 
until the very end, never uttering a com-

plaint even when it was plainly obvious that 
he was in pain, uncomfortable, or suffering. 
He refused to stop a meeting or to interrupt 
an argument because of his condition. In 
one of the opportunities in which I drove 
him to Stanford for his chemotherapy 
session, our scientific discussion got so 
animated that we passed the exit for the 
Dumbarton Bridge by 20 miles, before we 
realized it! In fact, those of us that worked 
closely with him until the very end often 
had the impression that he was treating 
his own condition as an inconvenience, 
a nuisance of secondary importance that 
should not distract us from our tasks at 
hand. It was his last lesson, his lesson on 
courage. It was his way to remind us how 
much was still left to do in the lab, his way 
to tell us, true to his Latin background, “ars 
longa, vita brevis”.  Today, I can only reflect 
in these so many lessons about science 
and life that I learned from Nick Cozzarelli. 
I will miss greatly my friend.   

Focus
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O f all the tools biologists and chem-
ists have in their kits, few have 
revolutionized these disciplines 

as much as RNA interference (RNAi). Also 
known as RNA silencing or gene silencing, 
this technique knocks down the function of 
targeted genes when double-stranded RNA 
called small interfering RNA (siRNA) enters 
cells. RNAi has been on the scene for just 
over a mere decade, but it has already 
transformed the power that researchers 
wield over genes. Rather than taking the 
costly and lengthy route of engineering 
knockout animals to understand a gene’s 
function, investigators can now quickly 
and cheaply accomplish that feat by using 
RNAi to decrease any given gene’s mRNA. 
Researchers are also gradually harnessing 
the benefits of dialing down the influence 
of genes involved in diseases. Even with 
its widespread use, scientists know little 
about the natural processes in cells that 
guide gene silencing. Phillip Zamore, a 
biochemist and developmental biologist 
at the University of Massachusetts Medical 
School in Worcester, MA, is intensively 
detailing RNAi’s major players and deter-
mining how they orchestrate gene expres-
sion. These efforts are gradually elucidating 
the mechanistic aspects of RNAi. 

Putting the Pieces Together
Zamore was born in 1963 in East 

Flatbush, a neighborhood in Brooklyn, 
NY. His father, who was a lawyer, and 
his mother, who is a speech pathologist, 
encouraged an early and enduring love for 
reading and writing. Another of Zamore’s 
childhood passions was for the Lego 
building toy, an interest that still remains 
with him today. “My approach to biology 
is still the same approach I took to Lego as 

a child—how the pieces go together and 
why they do or don’t work when they go 
together in different ways,” he says. “It’s a 
very reductionist approach.”

In grade school, Zamore indulged this 
exploratory attitude by spending nearly 
all his free time asking myriad questions 
of his school’s science teacher. Later, in 
junior high school, he regularly exercised 
his curiosity in the natural world through 
science classes and after-school clubs. 
When he was 16, Zamore attended a 
summer program in Roswell Park, NY, 
geared toward nurturing young scientists. 
There, he did experiments to examine how 
glycosylation affects cultured human cells’ 
response to interferon. It was the first time 
that Zamore had ever lived on his own away 
from home, and he reveled in his newfound 
freedom. “I associated being grown up with 
doing science,” he says.

By the time he began his undergraduate 
studies at Harvard University (Cambridge, 
MA), a school he picked for its liberal arts 
offerings in addition to its storied reputa-
tion, Zamore says that he was certain 
that he wanted to be a scientist. Though 
Zamore’s parents were supportive, they 
were often puzzled by his scientific bent. 
“Where I came from, nobody placed a 
high premium on science. It was important 
in life to read the classics of American 
literature, but knowing what a ribosome 
is was not something that was valued,” 
he says. “My father struggled to read 
Scientific American to figure out why I was 
so interested.”

Seeking to maintain a well-rounded back-
ground, Zamore completed his undergrad-
uate studies in 1985 with a Bachelor of Arts 
degree. He then took a job as a technician 
in molecular biologist Michael Green’s lab 
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while his girlfriend, now his wife, completed 
her undergraduate degree. Green encour-
aged Zamore to pursue graduate studies in 
his lab at Harvard, so for the next six years, 
Zamore investigated the function of U2AF, 
a protein integral for RNA splicing (1 ). He 
completed his doctoral degree in 1992.

Later that year, Zamore accepted a 
position at developmental geneticist Ruth 
Lehmann’s lab at Massachusetts Institute 
of Technology’s (MIT) Whitehead Institute 
in Cambridge, MA. Zamore worked with 
Lehmann for the next two years to inves-
tigate the molecular mechanisms behind 
how pole plasm, a specialized cytoplasm, 
predisposes cells in Drosophila’s posterior 
end to develop into germ cell progenitors. 
Then, unexpectedly, Lehmann announced 
that she was moving her lab to New York 
University in Manhattan. Unable to follow 
Lehmann because of family obligations, 
Zamore continued his work in the lab of 
James Williamson, an MIT biophysicist. 
When Williamson accepted a position at 
The Scripps Research Institute in La Jolla, 
CA, Zamore again moved his project, this 
time to MIT biochemist David Bartel’s lab.

“At that time, it seemed like a baroque 
arrangement to be accreting principle 
investigators as they moved. But in fact, it 
was the single most important professional 
event for me because it gave me three dif-
ferent perspectives on how to do science, 
each associated with different techniques,” 
says Zamore. “Now, in my lab, I have sev-
eral different approaches that I use.”

Investigating RNAi
In 1999, Zamore accepted a position at 

the University of Massachusetts Medical 
School. He chose this job over others 
because of the school’s collegial atmo-
sphere, he says. “The idea here not only 
is that science is fun, but that it’s more 
fun when you do it with people you like,” 
Zamore notes.

During the last few months in his post-
doctoral position, Zamore discovered that 

he and a fellow postdoc, Tom Tuschl, shared 
a common interest in the emerging field of 
RNAi. During a group meeting Zamore pre-
sented a paper written by Andrew Fire, now 
at Stanford University (California) School of 
Medicine and University of Massachusetts 
Medical School’s Craig Mello that gave the 
first details on RNAi as observed in the 
nematode, Caenorhabditis elegans (2 ). 
“Then Tom got up and said, ‘What a coinci-
dence, I was going to talk about RNAi too,’” 
Zamore says.

Tuschl’s plans were to set up a system 
to study the newly discovered phenom-
enon in vitro by recapitulating RNAi in a 
cell extract. “We needed a Lego set for 
RNAi—a cell extract that reproduced the 
process in a test tube so we could take 
in apart,” says Zamore. Since a recent 
paper had shown that RNAi could take 
place in Drosophila embryos, Zamore 
suggested using them for their model 
system. The two researchers partnered to 
create a cell extract system to recapitulate 
RNAi. The results from this collaborative 
project were published in 1999 (3 ).

“By the time I showed up at the 
University of Massachusetts, everyone 
knew I wasn’t going to work on anything 
but this,” he says. “RNA silencing was 
already my passion.”

The phenomenon captured his interest 
for a multitude of reasons, he adds. Not 
only does RNAi seem to be a pivotal force 
for fighting viruses in plants and insects, 
but all eukaryotic cells use self-produced 
double-stranded RNA pieces, called 
microRNAs (miRNA), to regulate gene 
expression. miRNA appears to play a large 
role in steering development of all multi-
cellular organisms, making sure that devel-
opment proceeds normally. “If you want 
to understand how organisms develop 
complex body patterns with many different 
cell types that are highly specialized, you 
have to understand miRNAs,” Zamore says, 
“especially if you want to understand how 
they do it in such a robust manner.”

miRNA seem to play an important role 
during development by selectively turning 
down the expression of genes. miRNA 
also appear to dampen the expression 
throughout a cell’s life of so-called junk 
DNA, which makes up about half of the 
mammalian genome. “It prevents 50 
percent of the genome from monopolizing 
important machinery, from making proteins 
in a nonproductive way by silencing it. 
You don’t have eukaryotic life without it,” 
Zamore says.

Zamore’s research continues to expand 
our mechanistic understanding of RNAi. 
In 2001, he and his colleagues published 
findings indicating that cells use adenosine 
triphosphate to fuel gene silencing (4 ). “It 
was one of the first indications we had that 
this wasn’t a simple, passive process, but 
an active, ordered pathway of building an 
RNAi machine to do RNAi,” Zamore says. 
The same study revealed that cells seem to 
have a quality control process that prevents 
energy from being wasted on constructing 
needless RNAi machinery. “To our surprise, 
siRNAs that lacked 5´ phosphates didn’t 
get incorporated into RNAi machinery,” 
he adds. “Cells seem to ask a question:  
Are these double-stranded RNAs really for 
RNAi? If they’re junk, then cells don’t want 
to build the machinery.”

In 2003, his group published an expla-
nation for how the RNAi machinery chooses 
one strand of siRNA over the other to use 
as a template for knocking down gene 
expression (5 ). Their findings suggest that 
thermodynamic features embedded in one 
strand of siRNA, but not the other, mark 
it for entry into the RNA-induced silencing 
complex (RISC). “siRNAs seem to have a lot 
of information embedded in them,” says 
Zamore. “We discovered very rapidly that 
we could predetermine which strand is 
incorporated into RISC.” Similar thermo-
dynamic information seems to accomplish 
the same selective process for miRNA, the 
paper added, chalking up another similarity 
between the two gene silencing pathways.



128 VOL.1 NO.3   •  126–128   •  2006 Brownlee  www.acschemicalbiology.org

In a more recent paper, published 
in 2005, Zamore’s team investigated 
what happens immediately after the 
RNAi machinery decides which strand 
of the duplex siRNA to use and which to 
discard. The prevailing view has been 
that an unknown ATP-dependent helicase 
then unwound the two strands before 
the passenger strand was destroyed. 
However, Zamore and his colleagues 
propose that, instead, the core enzyme 
of RISC, Argonaute2, cleaves the soon-
to-be-discarded passenger strand during 
RISC loading (6 ). The key to these new 
findings, Zamore notes, was his team’s 
ability to create siRNA that contained 
a single, non-natural phosphodiester 
bond. “It was fun because we had to 
think hard about what kinds of stereo-
specific modifications might affect how 
the strands interact with RISC,” he says.

Targeting disease
Zamore’s RNAi work also extends 

outside the university. In 2000, he, 
Tuschl, and Bartel, along with Phil Sharp 
of MIT and Paul Schimmel of The Scripps 
Research Institute, founded Alnylam 
Pharmaceuticals, based in Cambridge, MA. 
Zamore currently serves on the company’s 
scientific advisory board. Alnylam’s mission 
is to find new ways to treat human diseases 
using RNAi. Zamore notes that gene 
silencing could offer a fresh opportunity to 
effectively treat many currently incurable 
ailments, ranging from cystic fibrosis to 
avian flu. “In theory, you can turn off nearly 
any gene with expression that leads to 
disease, whether it’s a human or viral gene, 
a mutant gene or just a wild-type gene 
that’s expressed at too high a level or in the 
wrong place or the wrong time,” he says.

Recently, Zamore adds, Alnylam 
published findings demonstrating that an 
RNAi-derived therapeutic could knock down 
an endogenous, clinically relevant gene in 
primates (7 ). The newly developed drug 
targets a gene that codes for the protein 

apolipoprotein B (apoB), which metabo-
lizes cholesterol. When investigators deliv-
ered the therapeutic agent to cynomolgus 
monkeys, they found that it silenced apoB 
mRNA by as much as 90 percent, which 
in turn lowered circulating LDL cholesterol 
concentrations by more than 80 percent.

With every new experiment, Zamore and 
his colleagues find that new questions 
arise about the mechanism of RNAi and 
chart the course for further mechanistic 
studies on RNAi-mediated gene silencing. 
With such uncharted territory spreading out 
before him, Zamore adds that he expects 
to be steeped in RNAi for the long haul. “If 
it remains fun, that’s all that really matters. 
It has to be fun, or I won’t do the work,” he 
says. “I think we’ll be at it for awhile.”
—Christen Brownlee, Science Writer
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"It was fun because we had to think hard about what kinds 

of stereospecific modifications might affect how the strands 

interact with RISC."



E very child is different. Even identical 
twins can be readily differentiated 
through subtle but noticeable 

differences in appearance and personality. 
Similarly, phenotypic differences can be 
observed for individual Escherichia coli 
cells, even if they have identical genomes. 
This diversity cannot be related back to 
inherent genetic variation. A major factor 
in such differences at the cellular level can 
be, however, related to variability in gene 
expression (1, 2 ), which is intrinsically 
stochastic when a low copy number of mole
cules is involved. Until very recently, most 
of our knowledge about gene expression 
has been gleaned through ensemble mea
surements where the underlying stochastic 
nature of the process can be easily masked 
by population averages. To fully understand 
stochastic events, it is necessary to study 
them at the singlemolecule level. In the 
case of gene expression, this means follow
ing transcription, translation, and the pro
duction of proteins at the singlemolecule 
level. In two recent publications, X. Sunney 
Xie and coworkers have followed single
protein expression events in vivo in an 
elegant set of studies (3, 4 ). 

In the first study (3 ), a Tsr–Venus fusion 
protein was used as both a gene reporter 
and fluorescent signal. Venus (5 ), which 
is a type of yellow fluorescent protein, 
was fused with a membrane protein 
Tsr (Figure 1, panel a). The gene encod
ing Tsr–Venus was spliced into E. coli to 
replace the native LacZ gene. Fusion to Tsr 
positioned the fluorescent Venus at the 
cell surface, which significantly limited its 

diffusion and improved signal sensitivity. 
In vivo singlemolecule protein detec
tion was achieved in real time by taking 
epifluorescence measurements every 3 
min after applying a short photobleaching 
pulse (Figure 1, panel b). Each signal burst 
represented no more than a few Tsr–Venus 
molecules, and the peak heights were 
quantized, corresponding to the number 
of protein molecules that were present. 
Only nascently inserted proteins generated 
fluorescence signals, as photobleaching 
eliminated the response of previously 
observed molecules. 

In the second study (4 ), enzymatic 
amplification was exploited to detect 
the in vivo production of the enzyme, 
βgalactosidase (βgal). βGal was used 
to catalyze the hydrolysis of a synthetic 
substrate (FDG), which generates a 
fluorescent product (Figure 2, panel a). 
Singlemolecule detection has long been 
demonstrated with commercial optical 
setups in vitro (6, 7 ); however, to apply 
this method in vivo, one has to face a 
practical challenge because fluorescein is 
continuously and efficiently pumped out of 
living cells and diffuses away. To circum
vent this difficulty, an ingenious labon
achip method was employed to confine 
single cells inside enclosed micronsized 
chambers in a microfluidic device (Figure 2, 
panel b). The chambers not only offered 
microscale confinement, but also parallel
ism, allowing multiple cells to be monitored 
simultaneously. The fluorescence from the 
chamber increased as the hydrolysis reac
tion proceeded. The detected reaction rate 
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A b s t r A c t  Two recent papers have 
monitored the real-time synthesis of proteins 
in vivo at the single-molecule level. The work 
was done by two separate methods: fluorescent 
protein labeling and enzymatic amplification. 
Statistical analysis of the data reveals the 
inherent stochastic nature of gene expression.
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was quantized, since the number of βgal 
proteins present in the chamber was an 
integer number. The steps were therefore 
due to nascently synthesized βgal, and 
the height of each step was proportional 
to the number of proteins that were made 
(Figure 2, panel c).  

The reporter proteins in the two studies, 
Tsr–Venus and βgal, were both expressed 
under highly repressed conditions and were 
monitored in real time with a resolution on 
the scale of minutes. The most important 
result in both experiments was bursts in 
protein production, which demonstrated 
that gene expression is an occasional event 
and that a few proteins are produced nearly 
simultaneously by such events, consistent 
with theoretical predictions (8, 9 ). Two key 

parameters to describe such behavior, the 
burst size and frequency, correspond to 
how productive a single expression event 
is and how often such events occur. These 
data can be easily determined using Xie’s 
methods. For the Tsr–Venus assay, each 
event produced about 4.2 proteins on aver
age and occurred about 1.2 times per cell 
cycle. For βgal, the burst sizes were larger 
(7.8 proteins/event), but less frequent 
(0.16 events per cell cycle) in the E. coli 
cells employed. Other types of cells, such 
as Saccharomyces cerevisiae (yKT32) and 
embryonic mouse stem cells, also showed 
similar characteristics, albeit with different 
burst sizes and frequencies (4 ).

In addition to the average burst size and 
frequency, even richer information can be 

extracted from a statistical treatment of the 
temporal evolution profile of burst events. 
For example, the burst size was not uniform 
but varied from burst to burst, representing 
the fluctuation in productivity of a single 
expression event as well as reflecting 
its stochastic nature. The distributions 
measured in the two studies were wellfit 
by exponential and geometric distributions, 
respectively. Both distributions are simple 
statistical functions, which assume total 
randomness in event occurrence. This, in 
turn, suggested that the productivity of an 
expression event fluctuated randomly. Such 
a finding leads to a very simple, yet funda
mental, question. Which step(s) in gene 
expression can account for the randomness 
of the process? For the Tsr–Venus project 
(3 ), the authors addressed this question 
by measuring the copy number of mRNAs 
encoding Tsr–Venus. The average number 
was about 1.0 copy per cell cycle, which 
matched the burst frequency within experi
mental error. This strongly suggested that 
there was only a single mRNA copy for each 
expression event, at least under the experi
mental conditions explored. Therefore, the 
measured fluctuation was not likely coming 
from transcription. Instead, the authors 
suggested that it probably can be attributed 
to the fluctuating number of ribosomal 
binding events of the mRNA. However, any 
step after transcription may contribute to 
the fluctuation. This would also include 
protein folding, incorporation into the mem
brane, and maturation of the Venus probe.

Additional information might be gleaned 
from the temporal evolution profile by 
looking at the exact timing of a burst 
event within the cell cycle or the correla
tion of burst events with one another. 
Although unlikely to be generally true, a 
completely random burst distribution would 
imply that the probability of expression 
for a particular protein is not affected by 
extrinsic parameters and that the par
ticular stage of the cell cycle is not the 
deciding factor. As other protein expression 
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events are explored by this methodology, 
it will remain to be seen if such correla
tive behavior can be found or not.  

Steadystate population analysis can 
also be conducted, since many cells/
chambers can be monitored simultane
ously. The protein distribution over a 
population of cells depends not only on 
burst size and frequency, but also on 
protein partitioning during cell division and 
the correlation between protein expression 
and cell division. In the βgal study (4 ), 
a gammafunction distribution should 
be followed assuming equipartitioning 
between the two daughter cells and no 
other correlations, as was the case. 

The studies reviewed here are among 
the first singlemolecule gene expression 
experiments (10, 11 ) providing statistical 
information on stochastic gene expres
sion events, which is very difficult, if not 
impossible, to obtain through ensemble 

averages. They also point to a very 
promising future in this subfield, as both 
methods can be extended, in principle, to 
multireporter systems. For example, one 
might genetically label one gene with green 
fluorescent protein and another one with 
yellow fluorescent protein, in the same cell 
(12, 13 ). The advantage of two reporters 
at the singlemolecule level is not merely 
parallelism, but rather the rich informa
tion carried in temporal paircorrelations 
between expression events for different 
genes. It is reasonable to hypothesize that 
expression of two genes coding for two pro
teins with cooperative functions might have 
a strong positive correlation, while two 
independent genes might be weakly corre
lated. Combining the two assays developed 
by the Xie laboratory may also be uniquely 
informative. Yellow (or green) fluorescent 
protein labeling essentially monitors the 
existence of a protein, and enzymatic 

amplification monitors its activity. The dif
ference between these two types of assays, 
therefore, could potentially differentiate 
between production and activation. This 
would be intriguing, as activation processes 
such as posttranslation modification 
should be stochastic as well. 
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O ne of the most sought after 
answers in microRNA (miRNA) 
research is the mechanism by 

which these small, inhibitory molecules 
post-transcriptionally regulate their mRNA 
targets (for review, see ref 1 ). MiRNAs are 
~22 nt, non-coding RNAs that are present 
in most eukaryotes and have the potential 
to post-transcriptionally regulate a large 
number of genes (2, 3 ). In animals, miRNAs 
bind to partially complementary sites in the 
3´ UTRs of their target mRNAs, leading to 
significant decrease in the targets’ protein 
levels (4, 5 ). Early research indicated that 
miRNAs regulate their targets through 
translational inhibition without lowering 
mRNA levels (4, 6 ). The point in translation 
in which the regulation occurs is currently 
being debated, but appears to happen 
before the completion of the polypeptide 
chain (6–12 ). More recently, the idea 
that miRNAs function only through trans-
lational inhibition has been challenged by 
studies indicating that miRNAs can cause 
decreases in target mRNA levels (12–14 ).

Two recent studies indicate that miRNA 
binding triggers target mRNA degradation 
through an increased rate of deadenylation 
from the poly(A) tail, normally the rate-
limiting step in mRNA degradation (12, 14 ). 
In a report by Giraldez et al. (14 ), a miRNA 
expressed at the beginning of zebrafish 
zygotic transcription, miR-430, was shown 
to facilitate the clearing of many maternal 
mRNAs. These target mRNAs exhibited rapid 
deadenylation mediated by miR-430 and its 
target sites in the 3  ́UTRs of the mRNAs. The 
deadenylation was not a result of blocked 

transcription, as an antisense morpholino 
oligonucleotide hybridized to the transla-
tional start site of a GFP reporter did not 
cause as much mRNA deadenylation and 
decay in the absence of the miRNA as in 
the presence of the miRNA. The fact that the 
miRNA could still cause accelerated deadenyl-
ation while translation was inhibited indi-
cated that the miRNA did not need transla-
tion to mediate the poly(A) tail removal. In 
a second report by Wu et al. (12 ), mam-
malian cell culture showed similar results 
to that of Giraldez et al. (14 ). However, the 
study conducted by Wu et al. (12 ) not only 
demonstrates rapid deadenylation and 
decay of the target mRNA but also provides 
evidence for the intriguing idea that miRNAs 
can use two independent mechanisms of 
post-transcriptional regulation: translational 
inhibition and mRNA degradation through 
accelerated deadenylation (Figure 1).

To begin their work, Wu et al. (12 ) utilized 
an established promoter-reporter system 
to measure mRNA decay (15 ). The basic 
reporter contained an inducible c-fos pro-
moter and β-globin gene (BG). Two copies 
of the miR-125b binding site, referred to as 
miRNA response element 1 (mRE1), from the 
3  ́UTR of miR-125b’s target mRNA, lin-28 
(16 ), were inserted into the 3  ́untranslated 
region (UTR) of the basic reporter mRNA. 
This modified reporter (BG+2E1) and the 
miR-125b gene were transiently transfected 
into 293T human embryonic kidney cells, 
where it has previously been shown that 
miR-125b can down-regulate a luciferase 
reporter mRNA containing several copies of 
miR-125b mRE 1 or 2 (16 ). In the present 
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in target protein levels through a post-
transcriptional mechanism. Until recently, it 
was believed this mechanism operated almost 
exclusively at a step in translation. However, 
new work has revealed that microRNAs have a 
second, post-transcriptional mechanism that 
accelerates the rate of deadenylation, the initial 
step of mRNA decay.
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study, the presence of miR-125b led to an 
acceleration of reporter mRNA poly(A) tail 
deadenylation and decay. RT-PCR revealed 
that the degradation did not occur through 
a siRNA-like endonucleolytic cleavage within 
the mRE1 site, as occurred in a reporter con-
taining a synthetic, perfectly complementary 
mIR-125b binding site. Using susceptibility 
to a 5  ́exonuclease as an assay, it was then 
shown that deadenylation preceded removal 
of the 5  ́cap. In similar experiments, when 
the let-7a gene and a luciferase reporter con-
taining lin-28 mRNA’s let-7 binding elements 
(L7) were transiently transfected into 293T 
cells, there were also accelerated reporter 
mRNA deadenylation and decay.

To identify other possible miR-125b 
targets, a mouse genome microarray was 
performed using P19 cells. Undifferentiated 
P19 cells, which produce miR-125b when 
they differentiate into neurons, were mock-
transfected or transfected with chemically 
synthesized miR-125b. Cytoplasmic RNA 
from these cells was used to probe the 

microarray. Twenty-two putative targets of 
miR-125b were identified, all containing at 
least one possible miR-125b binding ele-
ment. Possible miR-125b binding elements 
were selected from the 3´ UTRs of two 
putative targets, Ajuba and MAPK kinase 
7, and inserted into reporter vectors. These 
elements were found to accelerate the rate 
of reporter mRNA deadenylation and decay 
in the same mRNA decay and deadenyl-
ation assays used for mRE1 and L7.

The most intriguing experiments indicate 
that miRNAs may have two independent 
mechanisms by which they can down-
regulate target expression. The first set of 
experiments demonstrated that a loss of 
translation was not what led to the acceler-
ated target poly(A) tail loss and mRNA 
decay observed in the earlier miR-125b 
and BG+2E1 experiments. A large, 40 nt 
stem-loop was added into the 5´ UTR of 
BG+2E1, which eliminated translation by 
specifically blocking translation initiation. 
Blocking translation in the absence of 

miR-125b caused a small increase in the 
target mRNA’s deadenylation and decay 
rates. However, rapid rates of deadenyl-
ation and decay were observed with both 
a block in translation and the presence of 
miR-125b. Importantly, the rapid rates of 
the mRNA decay were close to the rates 
observed when miR-125b was present 
and translation was not blocked, thus, 
indicating translation was not necessary for 
miR-125b’s ability to accelerate deadenyl-
ation (Figure 2, panel b). 

Reciprocal experiments showed that 
translational repression by miR-125b was 
not dependent on the presence of a poly(A) 
tail. These experiments used a luciferase 
reporter containing multiple mRE1 sites in 
its 3  ́UTR and a poly(A) tail or a histone-
derived stem-loop in place of the poly(A) 
tail (Figure 2, panel c). Histone stem-loops 
mediate translation by using the stem-loop 
binding protein (SLBP) instead of a poly(A) 
tail and poly(A)-binding protein (PABP) (17 ). 
When these reporters were transfected with 
the miR-125b gene, no decrease in mRNA 
levels was seen, compared to the poly-
adenylated reporter, which had a drop in 
mRNA levels, as expected. However, a key 
observation was made upon calculation of 
the actual levels of luciferase protein, which 
showed that the level of translational inhibi-
tion by the miRNA was the same for both 
reporters. Therefore, even though removal of 
the poly(A) tail and the subsequent drop in 
mRNA levels was an important component 
of miR-125b regulation through mRE1, a 
large portion of the regulation was also due 
to translational repression that was inde-
pendent of the poly(A) tail. Together, both of 
these regulatory mechanisms produced an 
even greater effect than either alone could 
do (Figure 2, panel d).

The idea that miRNAs may have two 
distinct functional mechanisms helps to rec-
oncile previous results where evidence from 
different studies pointed to different types 
of post-transcriptional regulation, such as 
in the cases of lin-4 and let-7 (6, 13, 18 ). 

Figure 1. Two mechanisms of miRNA post-transcriptional regulation. A miRNA induced 
silencing complex (miRISC) loaded with its miRNA binds with imperfect complementarity to 
the 3´ UTR of its target where it performs one or both of the following roles: a) Translational 
inhibition.  Recent studies show that parts of the miRNA repression complex are present in 
processing bodies (P body) (20 ). Generally, P bodies are areas of mRNA degradation that lack 
translational machinery (21, 22 ); however, it seems that miRNA target mRNAs do not appear 
to be degraded at the same rate as other mRNAs in the P bodies (11 ). Another study suggests 
that miRNAs cause ribosomes to fall off the target mRNA during translation (10 ). b) mRNA 
degradation. As described in Wu et al. (12 ), miRNAs lead to accelerated removal of the poly(A) 
tail and, as a consequence, lead to cap removal followed by target mRNA degradation by the 
nuclease Xrn1 and the exosome complex. The red circle represents an associated deadenylase 
whose identity is unknown.  
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However, it also makes defining the exact 
nature of how miRNAs inhibit translation 
more complex. Recently, other reports 
have suggested that miRNAs may inhibit 
translation at initiation (10, 11 ) and/or 
elongation (10 ). If so, it could be expected 
that translational inhibition could be due 
to the loss of PABP binding as would result 
from the replacement of the poly(A) tail with 
a histone stem-loop (19 ). PABP binds to 
the poly(A) tail and interacts with the 5  ́cap 
binding protein eIF4G, resulting in mRNA cir-
cularization and aiding translation initiation 
(Figure 2, panel a) (19 ). However, the results 
of Wu et al. (12 ) indicate that miRNA trans-
lational inhibition is independent of the 
poly(A) tail and PABP loss or at a step when 
PABP and SLBP function similarly (12 ).

Continued research into miRNA cap and 
poly(A) tail dependence and their associ-
ated proteins, along with the development 
of novel inhibitors for specific translational 
states, such as hippuristanol (10 ), will 
further elucidate possible miRNA mecha-
nisms of action. Perhaps when the two 
mechanisms of miRNA are completely 
separated and understood, synthesized 

miRNAs can be produced to specifically 
inhibit translation initiation or deadenyl-
ation. Conceivably, miRNAs could use 
multiple combinations of additional, as yet 
unknown, mechanisms to regulate different 
targets. Though, in the end, it may be that 
the mechanism of every miRNA is fine-
tuned for its specific target(s).
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Figure 2. Additive effects of miR-125b repression. a) Major pathway of mRNA decay. The 
pathway begins with removal of the poly(A) tail and releasing of poly(A)-binding protein 
(PABP) followed by dissociation of the cap-binding proteins, eIF4E and eIF4G, which prevents 
further translation and leads to mRNA decay (19 ). b) Blocked translation. Blocking translation 
initiation by inserting a strong stem-loop structure reveals that the accelerated rate of 
deadenylation is not due to impaired translation, and hypothetically prevents any repression 
through translational inhibition. c) Poly(A) tail removed. Replacing the poly(A) tail with a 
histone-derived stem-loop prevents miRNA-mediated deadenylation and mRNA decay but 
does not prevent repression by translational inhibition. The triangle represents a hypothetical 
interacting partner. d) Two additive miRNA mechanisms. The two mechanisms can act 
additively to enhance repression of the target.



F atty acids are ubiquitous cellular 
components with a variety of 
structural and metabolic functions, 

from energy storage to modulation of 
gene expression. In plants and bacteria, 
de novo synthesis of fatty acids is carried 
out by individual enzymes. In contrast, in 
animal cells, the enzymes involved in fatty 
acid synthesis are organized in a single 
fatty acid synthase polypeptide (Figure 1). 
Encompassing all of the activities required 
to retain and extend an acyl chain from 
acetyl-CoA and malonyl-CoA precursors 
and then release a full-length, long-chain 
fatty acid, mammalian fatty acid synthase 
(FAS) constitutes a true molecular assembly 
line (1 ). Human FAS is a target for drug 
development against obesity and related 
diseases, and FAS inhibitors have been 
shown to have antitumor activity. Although 
the biochemistry of fatty acid synthesis was 
established over 30 years ago, structural 
understanding of FAS had, until recently, 
been limited (high-resolution structures 
of individual prokaryotic enzymes and a 
couple of FAS domains were available). The 
situation has changed dramatically with the 
recent publication of the first X-ray structure 
of FAS by Nenad Ban and colleagues (2 ).

In mammalian cells, the functional form 
of FAS is a homodimer (MW ~540 000 Da) 
with two centers for fatty acid synthesis.  
The model for FAS organization that 
prevailed for over 20 years was based on 
a logical but naïve interpretation of the 
possible structure of an FAS monomer (3 ). 
It was observed that the bifunctional com-
pound dibromopropanone could cross-link 

the thiol in the active site cysteine of 
the N-terminal b-ketoacyl synthase (KS) 
domain of one monomer with the thiol 
in the phosphopantetheine group of the 
acyl carrier protein (ACP) located near 
the C-terminus of the other monomer. 
Therefore, a model with two extended 
FAS monomers in an antiparallel arrange-
ment was proposed, thereby providing a 
simple explanation for the complementary 
interaction of the N-terminal condensing 
domains of one monomer with the 
C-terminal reducing and chain terminating 
domains of the other. However, functional 
complementation studies of baculovirus-
expressed active site FAS mutants revealed 
a number of intramonomer interactions that 
could not be explained by the extended, 
antiparallel model of FAS (4 ). Careful 
re-examination of the dibromopropanone 
experiment (5 ) also revealed both 
intra- and intermonomer cross-links. These 
investigations eventually resulted in the 
formulation of an alternative model for FAS 
organization in which the two monomers 
were intertwined (6 ) (Box 1).

The paucity of structural information 
on FAS that prevailed until very recently 
illustrates some of the challenges in 
structural analysis of large macromolecular 
complexes. A relatively new technique 
that can often be used to determine low 
(10–30 Å)-resolution structures of large 
macromolecules is molecular electron 
microscopy (EM). Analysis of FAS by EM 
was complicated by the flexibility of the 
molecule, and a first low-resolution 3-D 
EM reconstruction of FAS was interpreted 
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A B S T R A C T  Mammalian fatty acid synthase 
(FAS) is a homodimeric, multifunctional 
polypeptide which comprises two full sets 
of catalytic subunits that carry out fatty acid 
synthesis. A recently published X-ray structure of 
FAS reveals, for the first time, the organization 
of all active sites involved in acyl chain 
elongation and provides a structural framework 
for interpretation of extensive functional studies.  
Further analysis with techniques capable of 
providing information about single molecule 
conformations will eventually provide a more 
complete understanding of FAS.
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as providing evidence for the extended 
antiparallel model, disregarding the 
inconsistency with the results from FAS 
functional complementation assays (7 ). In 
a more recent EM study, variability in FAS 
conformation was reduced by the use of a 
KS point mutant imaged in the presence of 
substrates. This approach yielded a more 
faithful 3-D reconstruction of FAS, which 

was asymmetric and clearly inconsistent 
with the predictions of the extended anti-
parallel model. Analysis of the 3-D structure 
of an FAS monomer and localization of the 
N-termini (by tagging an FAS mutant with 
a metal cluster directly visible in images 
of single FAS particles) to the center of the 
FAS structure were combined to propose a 
revised model for FAS organization that was 

consistent with the biochemical 
and functional information (8 ). 
This represented a significant 
advance, but the organization of 
the different active sites in FAS 
remained obscure.

Our understanding of FAS has 
been taken to the next level with 
the publication of its X-ray struc-
ture (2 ). This was a long-awaited 
result, as needle-like crystals of 
FAS were reported over 30 years 
ago, in one of the first papers 
to describe a protocol for FAS 
purification. Because the resolu-
tion of the X-ray electron density 
map extended to only 4.5 Å, 
it was not possible to identify 
individual residues or trace the 
polypetide backbone of the FAS 
monomers.  However, secondary 
structure elements were clearly 
identifiable, and the electron 
density map was interpreted by 
fitting high-resolution structures 
of individual domain homo-
logues (Figure 2). The overall 
X-shape of the FAS structure is 
very similar to the most recent 
EM reconstruction (8 ) and, 
like it, appears asymmetric. 
As predicted by biochemical 
and EM analysis (8, 9 ), the KS 
domains are dimeric and, along 
with the dehydratase (DH) and 
b-enoyl reductase (ER) domains, 
form the central portion of the 
FAS structure. The ER domains 
are also dimeric (contributing 

significantly to the monomer–monomer 
interface), and the DH domains adopt a 
pseudo-dimeric fold within each mono-
mer. Protruding from this central portion 
of the structure are pseudo-symmetrically 
placed malonyl/acetyl transferase (MAT) 
and b-ketoacyl reductase (KR) domains, 
both of which are monomeric. A large, 
catalytically inactive region that follows 
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Figure 1. Active sites in the primary sequence of an FAS monomer and the fatty acid catalytic cycle. 
a) Arrangement of domains in the primary sequence of a fatty acid synthase  monomer. Critical active 
site residues are indicated. The N‑terminal b‑ketoacyl synthase (KS, orange) domain is followed by 
malonyl/acetyl transferase (MAT, red), dehydratase (DH, light green), a,b‑enoyl reductase (ER, dark green), 
b‑ketoacyl reductase (KR, yellow), acyl carrier protein (ACP, maroon) with its prosthetic phosphopanteteine 
group, and finally the C‑terminal thioesterase (TE, light blue) domain. The core region between the DH 
and ER domains has no catalytic activity. b) Cycle of reactions catalyzed by FAS, which culminate in 
synthesis of a long‑chain fatty acid. The cycle is initiated when MAT catalyzes transfer of the acyl moiety 
of acetyl‑CoA (initiation substrate) to the ACP. The acyl moiety is momentarily transfered to the KS domain, 
and MAT catalyzes transacylation of the malonyl group of malonyl‑CoA (elongation substrate) to the 
ACP. KS catalyzes decarboxylative condensation to an acetoacetyl‑ACP. KR catalyzes NADPH‑dependent 
reduction of the b‑carbon, and DH dehydrates the resulting b‑hydroxyacyl‑ACP to an a,b‑enoyl 
intermediate. ER catalyzes the NADPH‑dependent reduction of the enoyl to produce a four‑carbon acyl 
chain to which two‑carbon units derived from malonyl‑CoA are attached in subsequent elongation 
cycles. When the acyl chain reaches a length of 16–18 carbons, it is released from the ACP by TE.
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the DH domain appears to be distributed 
throughout the central portion of the FAS 
structure, contributing to the interfaces 
between the KS, MAT, and DH domains.

The arrangement of domains around two 
reaction chambers formed by the coiled 
FAS monomers makes intuitive sense, in 
that it accommodates necessary func-
tional interactions without requiring major 
domain rearrangements. Perhaps the most 
significant issue that remains unresolved 
is the localization and range of motion of 
the C-terminal ACP and thioesterase (TE) 
domains not included in the X-ray structure 
of FAS. The prosthetic phosphopantetheine 
group of the ACP plays a critical role by 
translocating substrates from one FAS 
active site to another, and must therefore 
be able to reach those sites. From the avail-
able ACP structures (10, 11 ), it is clear that 
the phosphopantetheine “arm” could only 
extend far enough to reach from the edge 
of a given domain to the domain’s internal 
active site. This implies that the ACP must 
have a significant degree of mobility. 
Harder to understand is the reason for the 
high mobility of the C-terminal TE domain, 
which results from more than its attach-
ment to the mobile ACP, as the ACP and TE 
domains are connected by what appears 

to be a highly flexible, disordered linker 
whose length affects TE functionality (12 ).

The X-ray structure (2 ) does not address 
the issue of monomer organization in FAS, 
but consideration of the EM results (8 ) 
suggests that the two monomers likely 
cross over each other in the central portion 
of the structure. Regardless, the static X-ray 
structure cannot explain both the intra- 
and intermonomer functional interactions 
revealed by functional complementation 
studies (4 ) (ACP domains can work with 
the KS and MAT in the same or the other 
monomer, see Box 1). Those interactions 
must be facilitated by the combined effect 
of large ACP mobility and conformational 
changes in the portions of the FAS struc-
ture included in the current X-ray map. The 
existence of a significant degree of flexibility 
in FAS has been established by alignment 
and multivariate statistical analysis of single 
particle images and by normal-mode elastic 
deformation analysis of the low-resolution 
structure of FAS (8, 13 ).

FAS has long been considered a paradigm 
for understanding the modular structure 
of the giant polyketide synthases (PKS) 
responsible for biosynthesis of some anti-
biotics and other important biologically 
active compounds. The X-ray structure of FAS 

now reveals that the dimerization interface 
comprises domains that are often absent 
in PKS modules. Interestingly, along with 
the structure of mammalian FAS, Ban and 
colleagues also reported on the structure of 
a vastly different fungal FAS (14 ). Previous 
studies had established fundamental differ-
ences in structure between mammalian and 
yeast FAS (15 ), but the X-ray structures now 
illustrate how two synthases with completely 
different organization carry out the same 
biosynthetic task. Perhaps some of the 
strategies that made possible calculation of 
an FAS X-ray structure could be adapted to 
enable similar analysis of PKS modules.

Differences between the FAS structures 
calculated by X-ray crystallography and EM 
(particularly apparent when top or bottom 
views of the structures compared) suggest 
that the role that dimerization plays in 
FAS function and the reasons behind the 
asymmetric nature of the FAS structure are 
yet to be understood. The X-ray structure 
of FAS determined by Ban and colleagues 
(2 ) will prove very valuable in designing 
experiments and interpreting results from 
techniques such as optical, fluorescence, 
and electron microscopy, that can record 
“snapshots” of individual FAS molecules 
under functionally relevant conditions.
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Figure 2. Organization of FAS active sites. Overlaid on an 
outline of the X‑ray structure are the different active sites. The 
KS dimer forms the bottom part of the central portion of the 
structure. Protruding from the bottom are the (monomeric) 
MAT domains. The DH domains sit atop the KS dimer, and the 
ER domains (also dimeric) form the top central portion of the 
structure. Finally, extending from the top are the monomeric 
KR domains. The noncatalytic “core” in the FAS primary 
sequence appears to be distributed among the other active 
sites. The active sites on either side of the pseudo‑symmetric 
structure are arranged around a reaction chamber. Extra 
density after the KR domain on the right likely corresponds 
to part of the ACP and TE domains in that monomer. The 
active sites are in all cases located near the center of the 
domains. The length of the prosthetic group in the ACP is 
long enough to reach each active site from the periphery of 
the corresponding domain, but the ACP itself must be highly 
mobile to reach the different domains around each reaction 
chamber. The scale bar corresponds to 100 Å.
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Box 1. Functional characterization of FAS using baculovirus‑
expressed active site point mutants. Extensive functional 
studies have been carried out to characterize the interactions 
between FAS active sites, taking advantage of point muta-
tions that knock-out the activity of individual domains. a) Point 
mutations that inactivate each of the FAS active sites have 
been identified, and FAS mutants with a given mutation can be 
expressed in Sf9 insect cells and purified by affinity chroma-
tography. b) Reversible dissociation of the FAS monomers 
induced by low temperature (4 °C) incubation makes possible 
assembly of heterodimers with specific mutations, which can 
be used to characterize inter- and intramonomer functional 
interactions. c) Functional complementation studies using 
a variety of mutants have resulted in a map of active site 
interactions. The acyl carrier protein (ACP) groups can interact 
with the b-ketoacyl synthase (KS) and malonyl/acetyl transfer-
ase (MAT) sites of either FAS monomer. In general, 65–80% 
of elongation cycles involve interactions between one ACP 
and the KS group of the other monomer. However, the other 
20–35% of elongation cycles involve intramonomer ACP/KS 
interactions, a finding that was in clear conflict with the initial 
model for FAS organization depicting two extended monomers 
in an antiparallel orientation. In fact, the ultimate demonstra-
tion of the significance of intramonomer functional comple-

mentation came from an experiment in which a wild-type FAS monomer was dimerized with a fully inactive one. The resulting dimer 
showed fatty acid synthesis activity corresponding to about 30% that of a wild-type FAS dimer. These functional complementation 
studies were carried out in the last several years by Stuart Smith and his group at Children’s Hospital Oakland Research Institute.
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N uclear hormone receptors (NHRs) 
act as transmitters to communi-
cate the hormonal status of an 

organism to the nucleus where they initiate 
and modulate transcriptional programs (1 ). 
Nuclear receptors are attractive drug targets 
because they have the power to control 
transcription at several gene loci, thereby 
having powerful and lasting effects on 
cellular processes. However, targeting the 
combinatorial nature of gene transcriptional 
regulation by NHRs also has drawbacks 
because undesirable transcriptional repro-
gramming leads to serious side effects. 
Therefore, a major challenge in NHR drug 
discovery is achievement of gene-specific 
regulation. For example, selective estrogen 
receptor modulators (SERMs) (2 ) are able 
to decouple some of the functions of the 
estrogen receptor. A parallel venture is 
development of selective glucocorticoid 
receptor modulators (SGRMs) (3 ) that retain 
the desired anti-inflammatory and immuno-
suppressive functions of glucocorticoids 
but do not induce harmful side effects 
such as osteoporosis (bone loss), and 
metabolic disorders. In the March issue of 
Genes and Development (4 ), a new class 
of non-steroidal arylpyrazole compounds, 
designed by Shah and Scanlan (5 ), were 
shown by Keith Yamamoto’s laboratory 
to modulate glucocorticoid receptor 
(GR)-mediated transcription in a gene- and 
cell-specific manner. Although the panel 
of compounds all bind GR with nanomolar 
affinities and differ from each other by sub-
stitution at a single position, the transcrip-

tional profiles and resultant cellular effects 
varied dramatically. Many of the com-
pounds were able to induce the desired 
anti-inflammatory effects of glucocorticoids 
without affecting osteoblast (bone cell) 
differentiation, potentially decoupling some 
of the beneficial effects of GR activation 
from detrimental effects such as osteo-
porosis. Additionally, such compounds are 
valuable tools to study how subtle changes 
in ligand structure affect GR conformation 
and the resulting biological output.  

GR is a ligand-inducible transcriptional 
regulator, comprising DNA, ligand, and 
protein–protein interaction domains. Upon 
ligand binding, inhibitory chaperones are 
shed and the receptor enters the nucleus, 
where transcriptional regulation occurs by 
three mechanisms: (i) directly binding to 
simple glucocorticoid response elements 
(GREs), (ii) cooperatively binding at pro-
moters that contain GREs and additional 
transcription factor binding sites (com-
posite GREs), and (iii) allosteric tethering 
through nonreceptor transcription factors. 
Transcriptional regulation by GR reflects 
information integrated from promoter 
architecture, ligand structure, and cofactor 
composition. It is believed that differential 
utilization of GR protein surfaces dictates 
GRE and cofactor binding (6 ). Small mole-
cule control of regulatory surface availability 
is better understood in the case of the 
estrogen receptor, where structural studies 
revealed that different SERMs induce differ-
ent transactivation domain conformations 
(7 ), affecting corepressor recruitment. The 
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A B S T R A C T  A recent study analyzed the 
transcriptional effects induced by a panel 
of non-steroidal glucocorticoid receptor 
modulators. The authors discover patterns of 
cell-, gene-, and mechanism-specific regulation, 
with implications for development of improved 
anti-inflammatory agents.
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ability of ligands to modulate protein–
protein and protein–DNA interactions is 
manifested in the activation or repression 
of genes that require these interactions.

What does the ideal therapeutic GR tran-
scriptional profile look like? Unfortunately 
these details are not known, but it is antici-
pated that an ideal SGRM would influence 
transcription at a subset of glucocorticoid-
regulated genes while leaving others 
unaffected. The experimental approach 
taken by the Yamamoto and Scanlan labo-
ratories addressed the relationship between 
chemical structure and the resulting 
transcriptional output, by systematically 
correlating the arylpyrazole scaffold sub-
stituents with expression profiles. First, they 
established the effects of the compounds 
in cell-based assays. Like dexamethasone 
(DEX), a classical synthetic glucocorticoid, 
many of the compounds were able to sup-
press growth of glucocorticoid target cells 
that respond to pro-inflammatory signals. 
A different set of the compounds induced 
differentiation of pre-adipocytes, suggesting 
that subsets of compounds affect transcrip-
tion by distinct mechanisms. Most provoca-
tively, none of the compounds inhibited 

differentiation of pre-osteoblasts, which is 
strongly inhibited by DEX. 

All but one of the compounds activated 
a GRE containing reporter plasmid, but 
when the authors profiled the expression 
of 17 endogenous GR-regulated genes, 
distinct patterns of activation and repres-
sion were observed with each compound, 
highlighting the importance of chromo-
somal context. Differences in expression 
were then correlated with GR occupancy; 
some of the compounds inhibited or 
enhanced GR binding to GREs, but others 
had modest effects. One compound in 
particular allowed GR to bind the epithelial 
sodium channel GRE, but transcription was 
not activated. This was correlated with a 
lack of histone acetylation, an activating 
chromatin modification. Presumably, this 
compound rendered GR unable to recruit 
a histone acetlyase. At another promoter 
this same compound inhibited the GR:GRE 
interaction. Revealing promoter-specific 
requirements and exemplifying how mecha-
nistic questions can be addressed with this 
panel of chemical tools. 

Chemical genomics, the study of small 
molecule regulation of gene expression, is 

being advanced by both the development 
of techniques to rapidly analyze tran-
scription networks and the availability of 
appropriate chemical tools. Through fruitful 
collaborations between synthetic chemists 
and biologists who study the fundamen-
tals of transcription, we are beginning to 
understand how subtle chemical changes 
to GR ligands lead to biological effects 
mediated through genetic reprogramming. 
Whether these arylpyrazoles or similar com-
pounds will become pharmaceutical agents 
remains to be seen, but their utility as 
chemical tools for systematically studying 
mechanisms of GR-mediated transcription 
is already clear.
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A n insidious threat lurks in the 
dark corners of hospital wards. 
Because of the widespread use of 

broad-spectrum antibiotics, C. difficile, an 
opportunistic pathogen, has become one 
of the most common hospital-acquired 
infections in the United States and Canada 
(1–3 ). It is also a growing threat to patients 
in nursing homes and extended care facili-
ties (2 ). C. difficile colonizes the under-
populated anaerobic niches in the GI tracts 
of patients after their normal microflora 
has been killed. This organism causes 
pseudomembraneous colitis and severe 
antibiotic-associated diarrhea, also called 
C. difficile-associated diarrhea (CDAD) (1 ). 
The organism secretes two toxins, Toxin A 
(TcdA) and Toxin B (TcdB), that are the 
virulence factors responsible for the cellular 
damage (4 ). It was estimated in 2002 that 
the U.S. medical community spends more 
than $1.1 billion annually combating these 
infections (5 ). Recent work by Giesemann 
and colleagues shows that membrane 
cholesterol levels play a significant role 
in the transport of the C. difficile toxins 
into eukaryotic cells (6 ). The data suggest 
the intriguing possibility that cholesterol 
may act as a small molecule chaperone to 
facilitate the insertion of the protein into 
the membrane, thus, generating the pore 
necessary to translocate the catalytic com-
ponent of the toxin into the cytoplasm.

TcdA and TcdB are very large proteins 
(on the order of 300 kDa). They share 
48% identity and in vitro behave in a very 
similar fashion. Each toxin is comprised 
of three functional domains (Figure 1, 

panel a) (7 ). A C-terminal domain binds 
cell surface receptors for target recogni-
tion, and an N-terminal domain carries 
a glucosyltransferase functionality that 
targets a family of Ras-like G-proteins, 
disrupting their function upon modifica-
tion. The large central domain participates 
in the translocation process. It creates the 
pore necessary to transport the catalytic 
domain across the endosomal membrane 
after endocytosis. Once internalized, it 
is believed that the catalytic domain is 
proteolytically processed by a cellular pro-
tease around residue 543, freeing it from 
the remainder of the toxin which, having 
completed its function, remains in the 
endosomal membrane (8 ). Interrupting any 
of these three major steps (cellular recogni-
tion, internalization, or catalysis) could in 
theory disrupt intoxication. 

The Internalization Process. One of the 
critical events during intoxication by the 
bacterial toxin is a protein transduction 
step, the movement of the catalytic domain 
from outside the cell into the cytoplasm 
(Figure 1, panel b, steps 3–6) (9, 10 ). In 
this process, the toxin must trigger endo-
cytosis and then escape from the endo-
some into the cytoplasm. The toxins that 
use endosome-mediated uptake can be 
divided into two classes. Cholera and Shiga 
toxins exemplify one class. They travel from 
the endosome into the Golgi body and 
eventually to the endoplasmic reticulum 
before leaving the vacuole and entering the 
cytoplasm. This mode of uptake is called 
the long-trip model. TcdA and TcdB are 
members of the other class of toxins that 
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also includes the diphtheria and anthrax 
toxins. These toxins escape directly from 
the early endosomes (Figure 1b, step 6). 
The endosomal compartment is acidified 
by vacuolar ATPases as it begins to travel 
toward the Golgi body. The toxin uses the 
acidification process as its cue to insert into 
the membrane, forming a pore and extrud-
ing its catalytic domain into the cytoplasm.

Giesemann and colleagues have 
explored the translocation phase of TcdA 
intoxication and found it to be highly 
dependent upon the presence of membrane 
cholesterol (6 ). The authors preloaded cells 
with 86Rb+. They then used 86Rb+ efflux 
measurements and single channel conduc-
tance to probe whether the toxin success-
fully inserted into the membrane and 
formed a channel. By analyzing intoxication 
of cell lines that differed in membrane 
cholesterol content, they could compare 
the relative susceptibility to the toxin. They 
also treated cells with methyl-b-cyclodextrin 

(MbCD), a reagent that binds to and 
depletes cholesterol from the plasma mem-
brane. Cells treated with MbCD showed 
marked reductions in their mortality after 
exposure to the toxin. The toxin still bound 
to the surface of the cholesterol-depleted 
membranes, but failed to form pores, and 
the catalytic domain was incapable of being 
transported into the cytosol.  

One possible reason for cholesterol-
dependent toxin uptake would be involve-
ment of lipid raft structures or the recep-
tors associated with them. Lipid rafts are 
specialized microdomains in the mem-
branes that have a high concentration of 
both cholesterol and membrane proteins 
(11, 12 ). By depleting cells of cholesterol, 
one might disrupt these rafts and thereby 
disperse the receptors contained therein. 
To address this possibility, Giesemann and 
colleagues treated cells with a phosphatidyl-
inositol-specific phospholipase C (PI-PLC). 
This enzyme hydrolyzes the proteins and 

polysaccharide receptors from glycosyl-
phosphatidylinositol (GPI)-anchored struc-
tures, leaving the remainder of the lipid raft 
intact. HT-29 cells treated with PI-PLC were 
just as susceptible to intoxication as the 
untreated cells. This result demonstrated 
that GPI-anchored receptors are not required 
for uptake, but the remainder of the lipid 
raft might still play a role. 

So what is the function of cholesterol in 
toxin translocation? Are there direct interac-
tions between cholesterol and the toxin or 
does cholesterol simply affect the physi-
cal properties of the membrane making 
it more susceptible to protein insertion? 
A clue may come from examining the role 
of cholesterol in cytolysins, another class of 
bacterial toxins exemplified by perfringoly-
sin O (PFO) (13 ). Cytolysins kill eukaryotic 
cells by forming oligomeric structures 
that breach the plasma membrane with 
large pores up to 300 Å across (13 ). It has 
been hypothesized that stable folding of 
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Figure 1. a) The three functional regions of 
TcdA: the N-terminal enzymatic domain (red), 
the central translocation region (orange), 
and the C-terminal repetitive oligopeptide 
(CROP) domain (green). There is also a small 
C-terminal hydrophobic region present 
after the CROP region in TcdA (white), not 
observed in TcdB. The highlighted residues are 
essential for UDP-Glc binding (W102) and/or 
catalysis (DxD motif at 286–288). b) Cellular 
intoxication by C. difficile TcdA and TcdB. 
(Step 1) TcdA and TcdB are exported from 
the bacterium; (step 2) the C-terminal CROP 
motif binds to cell-surface carbohydrates; 
(steps 3 and 4) the toxin–receptor complex 
is internalized through receptor-mediated 
endocytosis; (step 5) acidification of the 
maturing endosome by V-type ATPases 
drives a pH-dependent conformational 
change of the central translocation domain, 
resulting in insertion into cholesterol-
containing endosomal membranes; (step 6) 
the N-terminal catalytic fragment is released 
into the cytosol; (step 7) once in the cytosol, the toxin fragment catalyzes the transfer of glucose from UDP-glucose to a conserved threonine 
residue of specific Ras-like GTPases; and (step 8) monoglucosylation of the G-proteins blocks the conformational changes that normally occur 
as the protein switches between GDP- and GTP-bound states. By preventing these conformational changes, these proteins are effectively 
“turned off” and are unable to interact with their effector proteins leading to depolymerization of the actin cytoskeleton, cellular rounding, and 
ultimately cell death.
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the monomeric PFO prevents premature 
aggregation of the cytolysins in solution. In 
cases where cholesterol has been depleted 
from target membranes, PFO oligomerizes 
on the membrane surface, but fails to insert 
into the membrane (14 ). Thus, cholesterol 
then may help to unfold the preinsertion 
structure of the toxin during the initial 
stages of membrane interaction (15 ). 

C. difficile toxins do not need to aggre-
gate the way PFO and related cytolysins do. 
However, the translocation domains of TcdA 
and TcdB do need to refold from their initial 
solution conformation to their membrane-
inserted pore conformation at the proper 
time during entry into the cytosol (Figure 1, 
panel b, step 5). If the toxin refolds too early, 
it may be subject to aggregation and precipi-
tation. If it occurs too late, it will have lost its 
chance to escape from the endosome. It is 
possible that acidification alone is insuffi-
cient to destabilize the preinsertion struc-
tures of TcdA and TcdB. Giesemann’s results 

are consistent with a mechanism whereby 
cholesterol may chaperone the membrane 
insertion process. The search for the mecha-
nism by which cholesterol facilitates intoxica-
tion may provide a detailed window into the 
nature of protein insertion into membranes 
in addition to providing a potential mode for 
therapeutic intervention for CDAD. 

Receptor Binding and Catalysis. Recent 
work has also expanded our understanding 
of the two other steps in the intoxication 
process. A high-resolution crystal structure 
of the catalytically active N-terminal domain 
consisting of residues 1–543 of TcdB was 
recently reported (Figure 2, panel a) (16 ). 
The model shows an extensive network 
of b structure at its core surrounded by a 
cluster of a helices. The core of the fold is 
homologous to the GT-A family of glycosyl-
transferases that also includes glycogenin, 
a3-GalT, and LgtC. Whereas the basic 
glucosyltransferase behavior is probably 
quite similar to that of other members 

of this family of enzymes, the toxins are 
unique in their exquisite selectivity for their 
protein acceptors. Besides TcdA and TcdB, 
there are several other large clostridial 
toxins, and each has a unique set of cellu-
lar targets (4 ). The potential to use this 
selectivity in specifically targeting the toxins 
for inhibition is so far underutilized.

A 127 amino acid fragment from the 
C-terminus of TcdA has also been struc-
turally characterized (Figure 2, panel b) 
(17 ). This fragment derives from the CROP 
region of the protein responsible for bind-
ing receptors on the surface of colonic 
epithelial cells (Figure 1, panel b, step 2). 
This repetitive sequence folds into a series 
of b hairpins that stack on top of one 
another to form an extended filamentous 
assembly with a significant helical twist. 
This domain most likely protrudes from the 
body of the toxin in search of an appropri-
ate cell-surface receptor, believed to be a 
short oligosaccharide motif. Several candi-
date trisaccharides have been reported 
as potential targets for TcdA binding, 
including Gal-a1,3-Galb-1,4-GlcNAc (18 ) 
and GalNAc-b1,3-Gal-b1,4-GlcNAc (19 ), but 
it remains unclear whether these are in fact 
the biologically relevant motifs. Much work 
remains to be done on this aspect of the 
cellular recognition problem.

Together, these most recent studies on 
the role of cholesterol and the mechanism 
by which the C. difficile toxins recognize, 
penetrate, and kill host cells will facilitate 
a host of additional experiments on these 
systems. Scientists have been working 
tirelessly to develop novel antibiotics and 
immunization against C. difficile, and this 
route still holds significant promise for 
long-term efficacy. The deeper understand-
ing of the molecular details of intoxication, 
however, may allow direct targeting of the 
toxins in the ongoing battle against CDAD. 
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Figure 2. Structural biology of C. difficile toxin fragments. a) Model resulting from the X-ray 
crystal structure of a catalytically active N-terminal fragment of TcdB consisting of residues 
1–543 (reprinted with permission from ref 16, Copyright 2005 Elsevier B.V.). The conserved 
GT-A fold is shown in blue. The catalytic DxD motif is shown in ball-and-stick mode, as well as 
UDP, glucose, and the catalytic Mn2+ ion. b) A structural model of the CROP domain from TcdA. 
The model is based on a crystal structure of a 127 amino acid fragment (residues 2573–2709) 
revealing stacked pairs of b-hairpins in a b-solenoid fold (reprinted with permission from 
ref 17, Copyright 2005 National Academy of Sciences, U.S.A.).
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U nlike normal tissues that are 
nourished by robust and well-
regulated capillaries, malignant 

tumors have fragile and inadequate blood 
vessels. Tumor cells must therefore adapt 
to transient fluctuations in the supply of 
oxygen and other nutrients (1 ). Recent 
work has emphasized the role of trans-
lational control in coping with this stress 
(2 ). The ability to rapidly attenuate global 
protein synthesis is believed to conserve 
energy and other resources in the acutely 
stressed cell. Translational control also 
interfaces with other aspects of regulated 
gene expression to alter the internal milieu 
for longer-term adaptation to metabolic 
challenges. Two recent papers address 
the complex signaling pathways by which 
hypoxia attenuates mRNA translation (3, 4 ). 
These will be considered for the insight 
they provide on the possibility of targeting 
the translational apparatus to selectively 
inhibit hypoxic cancer cells and possibly 
manipulate other physiological processes.

Global protein synthesis is regulated 
at multiple levels, but among the best 
understood are two aspects that modulate 
initiation of mRNA translation. In eukary-
otes most mRNAs are capped at their 
5´ ends by m7Gppp, which serves as a 
ligand for eukaryotic translation initiation 
factor 4E (eIF4E), the cap-binding subunit 
of a complex (eIF4F) that recruits 40S 
ribosomes to the mRNA. Both stimulatory 
and inhibitory signals converge on eIF4E to 
regulate eIF4F activity and thereby rates of 
translation initiation (5 ). The participation 
of the 40S ribosome in translation initiation 

is also regulated, as it must be charged 
with a ternary complex of eIF2, GTP, and 
amino-acylated initiator methionyl tRNA. 
Formation of this ternary complex is limited 
by the activity of a guanine nucleotide 
exchange factor for eIF2, eIF2B. The latter 
is inhibited, in trans, by phosphorylation 
of its substrate, eIF2 on serine 51 of its 
α subunit. Specific kinases have evolved 
to couple eIF2α phosphorylation and 
attenuated translation initiation to stressful 
events, and eIF2(αP)-specific phosphatases 
have evolved to counter-regulate and fine-
tune translational repression (6, 7 ).

It has long been known that hypoxia 
actively attenuates protein synthesis, but 
the mechanisms involved have remained 
obscure (8 ). A clue was provided by the 
finding that ischemia and the attendant 
hypoxia and nutrient deprivation activate 
PERK (9, 10 ), an eIF2α kinase that 
responds specifically to the stress of 
unfolded and misfolded proteins in the 
endoplasmic reticulum (ER stress) (11 ). 
The mechanism(s) by which hypoxia elicits 
ER stress and PERK activation remain 
obscure; however, the importance of PERK 
activation and eIF2(αP) to translational con-
trol in hypoxic cells is well documented by 
analysis of PERK–/– cells and cells bearing 
a Ser51 to Ala mutation in the regulatory 
residue of eIF2α (12 ). This adaptation to 
hypoxia has proven to promote survival 
of cancer cells in ischemic animal tumor 
models, as cancer cells compromised in 
their ability to effect eIF2α phosphorylation 
in response to hypoxia were compromised 
in their ability to proliferate and form large, 
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ischemic tumors (12 ). The adaptive role 
of eIF2α phosphorylation is likely played 
out both at the level of its global affects 
on protein synthesis in hypoxic cells and 
through the induction of a cytoprotective 
gene expression program, known as 
the integrated stress response, which 
is activated by translationally controlled 
eIF2(αP)-dependent transcription factor(s) 
such as ATF4 (13 ) (Figure 1).

The two new papers from Liu (4 ), 
Korintzinsky (3 ), and colleagues confirm 
the contribution of eIF2α phosphorylation 
to translational control in hypoxic cells 
but also suggest the importance of eIF4F 
regulation in the process. The cap-binding 
subunit eIF4E partitions between non-
productive associations with a family of 
inhibitory eIF4E-binding proteins (4EBPs) 
and productive associations that form 
eIF4F. This equilibrium is regulated by 
the phosphorylation of the 4EBPs, which 

reduces their affinity for eIF4E and thereby 
de-represses translation initiation. Not 
surprisingly, a variety of growth pathways 
contribute to 4EBP phosphorylation, 
whereas growth-factor or nutrient depriva-
tion increases the levels of dephosphoryl-
ated, inhibitory 4EBPs (5 ) (Figure 2). 

Hypoxia, as shown in both papers, also 
promotes higher levels of dephosphoryl-
ated 4EBPs and inhibits eIF4F formation. 
The paper by Liu and colleagues (4 ) 
examines in detail the signaling pathways 
involved in 4EBPs dephosphorylation. They 
focus attention on a recently-identified 
pathway that gauges energy insufficiency 
by monitoring the AMP/ATP ratio and in 
which the AMP-activated protein kinase 
(AMPK) serves as a major node. AMPK indi-
rectly represses the TOR kinase and thereby 
leads to lower levels of phosphorylated 
4EBPs and inhibits translation initiation. Liu 
and colleagues (4 ) call attention to redun-

dancy in pathways that couple hypoxia to 
TOR repression by demonstrating that inter-
ference with single components does not 
completely block 4EBPs dephosphorylation. 

The paper by Koritzinsky and 
colleagues (3 ) contains an interesting 
twist concerning regulation of eIF4F; 4EBP 
dephosphorylation does not account for 
the entire disruptive effect of hypoxia 
on eIF4F formation. As expected, they 
report that an mRNA cap analog affinity 
matrix recovers eIF4E in complex with 
other components of eIF4F in lysates of 
unstressed cells. Hypoxia rapidly disrupts 
this complex, but not by the expected 
mechanism of replacing eIF4F components 
with dephosphorylated 4EBP as eIF4E’s 
binding partners. Rather, early in the course 
of hypoxia, a fraction of eIF4E is whisked 
to the nucleus by a shuttling factor, eIF4T. 
The upstream signals remain obscure, but 
the nuclear sequestration of eIF4E, away 
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Figure 1. eIF2-Mediated translation regulation in hypoxic 
tumors. Hypoxia and nutrient deprivation, consequences of an 
unstable blood supply, promote endoplasmic reticulum stress 
in tumor cells. The eIF2α kinase PERK is activated. eIF2(αP) 
inhibits the GTP exchange factor, eIF2B, and reduces levels of 
eIF2-GTP-charged initiator methionyl tRNA ternary complexes (see 
inset). Global protein synthesis is inhibited at the initiation step, 
conserving ATP, but some proteins, such as the transcription factor 
ATF4, are translationally induced as eIF2(αP) levels rise and these 
activate a downstream gene expression program that promotes stress 
resistance. ATF4 also upregulates a phosphatase, GADD34, to finely regulate 
levels of eIF2(αP) in the stressed cell. A specific inhibitor of PERK, or even a 
more general inhibitor of the entire class of eIF2α kinases, would deprive tumor 
cells of this adaptation to hypoxia and thereby compromise their survival.
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from eIF4F (and other components of the 
translational apparatus), correlates with the 
dephosphorylation of eIF4T. Hours later, 
they observe the expected association of 
dephosphorylated 4EBPs with eIF4E. By 
contrast eIF2α phosphorylation is a rapid 
and transient response to hypoxia. 

Interestingly, Koritzinsky and colleagues 
(3 ) note that abolishing eIF2α phosphoryl-
ation eliminates most detectable changes 
in global translation in hypoxic cells. Thus, 
the physiological significance of the dra-
matic regulation of eIF4F in hypoxic cells, 
documented by both groups, remains to be 
established. Furthermore, abolishing eIF2α 
phosphorylation also eliminates most 
detectable changes in mRNA-
specific translation. However, it 
remains unclear if this reflects 
an ascertainment bias due to the 
limited number of genes exam-
ined or whether indeed eIF2(αP) 
also dominates as a signal to 
alter gene-specific translational 
profiles in hypoxic cells.

The existence of two discrete 
ways to regulate translation in 
hypoxic cells begs the question: 
How does regulation of eIF2 and 
eIF4F affect survival of hypoxic 
cells and growth of tumors? The 
role of eIF2(αP) in promoting the 
survival of hypoxic tumor cells 
is supported by genetic experi-
ments (12 ); the contribution of 
hypoxia-mediated inhibition of 
eIF4F is less clear. Experiments 
in flies show that mutations 
compromising the ability to 
repress TOR and promote the 
regulated dephosphorylation 
of 4EBPs sensitize animals to 
hypoxia (14 ). Such experiments 
predict that stress-mediated 
4EBPs dephosphorylation might 
contribute to survival of hypoxic 
tumor cells. At the same time, 
components of the apparatus 

for linking AMPK to TOR repression are 
encoded by anti-oncogenes, and some 
measure of constitutive deregulation of 
mRNA translation may be a common 
feature of cancer cells (5 ). This suggests 
that de-repression of eIF4F, rather than its 
regulation by hypoxia, might be favored in 
cancer cells. It is notable in this regard that 
rapamycin, a drug that inhibits activation 
signals from TOR to eIF4F is being tested as 
an anti-tumor agent (15 ). 

Chemical biology can help sort through 
the pathophysiological significance of the 
myriad pathways regulating translation in 
hypoxic tumor cells. As these rely on kinase 
cascades, they are potentially susceptible 

to specific inhibitors. Compounds that 
inhibit AMPK (for which iodotubercidin is 
a relatively non-selective prototype) could 
be tested for their ability to inhibit survival 
of hypoxic tumor cells, and the findings of 
Liu (4 ), Koritzinsky (3 ), and their colleagues 
suggest the presence of other nodes 
that could be explored by more specific 
inhibitors, were they available. The relative 
simplicity of signaling through phosphoryl-
ated eIF2(αP) suggests a pathway that 
might be especially amenable to study with 
chemical inhibitors. The crystal structures 
of two eIF2α kinases, PKR and GCN2 have 
been reported recently (16 ), and these 
contain design features unique to this 
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Figure 2. eIF4F-Mediated translational regulation in hypoxic tumors. Translation initiation requires the 
formation of an eIF4F complex (consisting of eIF4E, 4G and 4A), which binds the capped 5´ end of mRNAs 
via eIF4E and recruits the fully-equipped 40S ribosome to initiate scanning for an AUG start codon on the 
mRNA. Hypoxia and nutrient deprivation activate the AMP-activated kinase and other stress-responsive 
pathways to inhibit the TOR kinase, which is under positive control of growth signals. Diminished TOR 
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in an inactive complex, repressing translation initiation. By poorly understood mechanisms hypoxia also 
promotes the eIF4T-mediated sequestration of eIF4E in the nucleus away from the translational apparatus.
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entire family that could be exploited by 
specific inhibitors. Even the phosphatases 
that dephosphorylate eIF2(αP) might be 
accessed by small molecules, as attested to 
by the properties of salubrinal, an indirect 
inhibitor that has recently been shown to 
promote survival of ER stressed cells (17 ). 

The two major pathways for general 
control of mRNA translation, touched on 
above, are very old and have arborized 
to influence not only survival of stressed 
cells but also a variety of other biological 
processes. These range from proliferation 
of immune cells required for graft rejection 
(pharmacological targets of the TOR-
inhibitor rapamycin) to control of feeding 
behavior (18, 19 ) and memory formation 
(20 ). Small molecules that manipulate 
these pathways could find broad applica-
tion as physiological probes and, possibly, 
valuable therapeutic agents.
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B12 Trafficking in Mammals: A Case 
for Coenzyme Escort Service
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O rganic cofactors function as partners in critical 
enzyme-mediated transformations, facilitating 
the completion of chemically challenging 

reactions that would otherwise be impossible on a 
biological time scale. In mammals, many of these 
coenzymes are vitamins, i.e., compounds that are 
not synthesized endogenously but are derived from 
the diet. While de novo pathways for the synthesis of 
vitamins do not exist in mammals, they do contain 
enzymes that catalyze the assimilation of vitamin 
precursors obtained from the diet into the correspond-
ing coenzyme forms. For instance, pyridoxine, or 
vitamin B6, is converted to pyridoxal-5´-phosphate for 
use in a plethora of reactions involved in amino acid 
metabolism and riboflavin, or vitamin B2, is converted 
to FMN and FAD, which are employed by many redox 
enzymes (Table 1). The dependence of cellular meta-
bolism on rare and often reactive coenzymes poses a 
challenge for their efficient delivery to target enzymes 
in a crowded cellular milieu. We posit that it is unlikely 
that cells resort to a collision-based delivery system 
for coenzymes to dependent enzymes but rather, use 
chaperones to shelter reactive coenzymes from adven-
titious side reactions and to escort them to dependent 
enzymes. A kin strategy is used in metabolic pathways 
for direct transfer of metabolites, i.e., channeling in 
multifunctional enzymes and multienzyme complexes, 
a phenomenon that was first observed more than 
50 years ago (1 ). The convergence of chemical, clinical, 
and biological approaches to the study of vitamin B12 
has helped unravel some of the complexities of the 
intracellular pathway for its assimilation and utilization 
and is reviewed here. A model is presented, which in 
its general features, could represent a paradigm for 
organic cofactor trafficking in mammals. 

Chemical Characteristics of B12. B12 is a complex 
organometallic cofactor with a central cobalt atom 
tethered equatorially to four nitrogens donated by a 
tetrapyrrolic macrocyle, the corrin ring (2 ) (Figure 1). 
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A B ST R AC T  Many coenzymes are vitamins that are assimilated in mammals 
into their active form from precursors obtained from the diet. They are often 
both rare and reactive rendering the likelihood low that the cell uses a collision-
based strategy for their delivery to dependent enzymes. In humans, there are 
only two known B12 or cobalamin-dependent enzymes: methionine synthase and 
methylmalonyl-CoA mutase. However, the pathway for intracellular assimilation 
and utilization of this cofactor is complex as revealed by careful clinical analyses 
of fibroblasts from patients with disorders of cobalamin metabolism. In the 
recent past, six of the eight human genes involved in the B12 pathway have been 
identified and these have yielded important insights into their roles. The recent 
literature on the encoded proteins is reviewed, and a model for intracellular 
B12 trafficking is proposed in which B12 is escorted to its target proteins in the 
cytoplasmic and mitochondrial compartments in complex with chaperones, thereby 
averting problems of dilution and adventitious side reactions.
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The ring system has a number of peripheral ornamenta-
tions with the largest being a pendant base that serves 
as the a- or lower axial ligand. The identity of the base 
appended from the propanolamine side chain varies 
in Nature, and in cobalamins, it is the bulky group, 
dimethylbenzimidazole (DMB) (3 ). Diversity at the 
upper axial ligand site is also seen, and cyano, methyl, 
deoxyadenosyl, and aquo groups are found in vitamin 
B12, methylcobalamin, 5´-deoxyadenosylcobalamin or 
coenzyme B12, and aquocobalamin, 
respectively. Of these, methylcobala-
min (MeCbl) and 5´-deoxyadenosyl-
cobalamin (AdoCbl) are the active 
coenzyme forms utilized by the 
mammalian enzymes, methionine 
synthase and methylmalonyl-CoA 
mutase, respectively.

The oxidation state of the cobalt 
ion in cobalamin ranges from +1 
to +3 and, with it, the preferred 
coordination state ranges from 
four- to six-coordinate. The active 
coenzyme forms are examples of 
alkyl cob(III)alamins and adopt 
a six-coordinate conformation at 
physiological pH, with DMB serving 
as the lower axial ligand (4, 5 ). This 
is referred to as the “base-on” state 
that can be shifted to the “base-off” 
state in solution by lowering the 
pH, which results in protonation of 
DMB (Figure 1, panel b). The pKa 
values for this transition are –2.13, 
2.9, and 3.7 for aquocobalamin, 
MeCbl, and AdoCbl, respectively 

(6 ). Interestingly, both mammalian B12 enzymes bind 
their cofactor in yet another conformation, in which 
a histidine residue donated by the protein replaces 
DMB, which is referred to as the “base-off/His-on” 
conformation. Clearly, given the pKa values for the 
“base-on” to “base-off” transition, the concentra-
tion of free “base-off” cobalamins at physiological 
pH is expected to be exceedingly low. In addition, 
alklylcobalamins are extremely photolabile due to the 
presence of a relatively weak cobalt–carbon bond with 
a bond dissociation energy of 30 kcal/mol in “base-
on” AdoCbl and 37 kcal/mol in “base-on” MeCbl (7 ). 

Cob(II)alamin is paramagnetic and has an unpaired 
electron in the dz2 orbital. It is an intermediate in the 
mutase-catalyzed reaction (Figure 2). It is also a side 
product of oxidative interception of cob(I)alamin in the 
methionine synthase-catalyzed reaction and represents 
an inactive species that is converted via reductive 
methylation to MeCbl (8 ). In adenosyltransferase, an 
enzyme that is involved in mitochondrial assimilation 
of B12, cob(II)alamin is a substrate that is converted via 
reductive adenosylation to AdoCbl (9, 10 ). Although 
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Figure 1. Structure and conformation of B12. a) Crystal structure of “base-
on” cobalamin in which the DMB ligand is coordinated to the cobalt at the 
lower axial position. The different R groups found at the upper axial position 
are indicated on the right. dAdo refers to 5´-deoxyadenosine. b) Alternate 
conformations of cobalamin seen in nature including “base-on”, “base-off”, 
and the “base-off/His-on” states. 
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table 1. Vitamins that are coenzyme precursors

Vitamin Coenzyme

Biotin (B7) Biotin
Cobalamin (B12) MeCbl and AdoCbl
Folic acid  H4folate and its one-carbon derivatives
Nioctinamide, niacin (B3 ) NADP+, NAD+

Panthothenate (B5 ) Coenzyme A
Pyridoxine (B6 ) Pyridoxal phosphate
Riboflavin (B2 ) FAD, FMN
Thiamin (B1 )  Thiamin pyrophosphate
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cob(II)alamin is generally in the five-coordinate state 
(11 ), a novel four-coordinate cob(II)alamin is bound to 
adenosyltransferase (12 ). The pKa for protonation of 
DMB in cob(II)alamin is estimated to be 3.1 (13 ).

Cob(I)alamin is an intermediate in the transmethyl-
ation reaction catalyzed by methionine synthase 
(Figure 2). It has been described as a “supernucleophile” 
and is one of the most reactive nucleophiles known 
in biology (14 ). In fact, its high reactivity underlies 
its sporadic oxidative interception in the methionine 
synthase-catalyzed reaction leading to generation of 
cob(II)alamin. Cob(I)alamin is also transiently gener-
ated during reductive activation of methionine synthase 
(15, 16 ) and, during conversion of cob(II)alamin to 
AdoCbl, catalyzed by adenosyltransferase (9 ) (Figure 2). 
It exhibits a square-planar four-coordinate geometry.

Cobalamin Uptake and Cellular Delivery. Cobalamin 
is a water-soluble vitamin and at physiological levels of 
intake (1–5 µg/day) is unable to traverse the plasma 
membrane unaided. Three B12 binding proteins, 
intrinsic factor, haptocorrin, and transcobalamin II, bind 
B12 with great avidity and mediate its uptake and trans-
port (17 ). Haptocorrin is a salivary glycoprotein that 
binds B12 with higher affinity than intrinsic factor at 
the acidic pH of the stomach and liberates the cofactor 

in the proximal small intestine upon being digested 
by pancreatic enzymes. Intrinsic factor is a secretory 
glycoprotein that binds B12 in the small intestine and 
in complex with a specific receptor, cubulin, located on 
the brush border of enterocytes, is endocytosed (17 ). 
B12 emerges from these cells into the portal circulation 
in complex with transcobalamin II (18, 19 ). Haptocorrin 
is also found in the serum where it is derived from 
leukocytes. It appears to function as a major storage 
protein for cobalamin and may play a role in removal 
of degraded derivatives (20, 21 ). All three proteins 
exhibit a very high affinity for B12 with Kd values for 
aquocob(III)alamin of 1 pM (intrinsic factor), 0.01 pM 
(haptocorrin), and 5 fM (transcobalamin II) measured 
at pH 7.5 and 20 °C (22 ). Intrinsic factor is very specific 
for cobalamin, i.e., the cofactor form in which the lower 
axial DMB ligand is intact. This may represent an early 
screening mechanism for preventing degraded cobala-
mins from gaining cellular access. 

Clinical Insights into the Complexity of the 
Intracellular B12 Trafficking. Insights into the com-
plexities of the intracellular cobalamin assimilation 
pathway have emerged from careful clinical studies 
on patients who exhibit derangements in cobala-
min metabolism, inherited as autosomal recessive 
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VOL.1 NO.3   •	 	149–159   •	 	2006	 Banerjee  www.acschemicalbiology.org

disorders (23, 24 ) (Figure 3). There are only two 
known B12 enzymes in mammals (25, 26 ): methio-
nine synthase, a cytoplasmic enzyme that catalyzes 
the transfer of a methyl group from methyltetrahydro-
folate to homocysteine to yield tetrahydrofolate and 
methionine (27 ), and methylmalonyl-CoA mutase, 
a mitochondrial enzyme that catalyzes the isomeri-
zation of methylmalonyl-CoA to succinyl-CoA (28 ). 
A functional deficiency in methionine synthase or 
methylmalonyl-CoA mutase leads to homocystin-
uria and methylmalonic aciduria, respectively (29, 
30 ). Depending on the location of the defect in the 
pathway, malfunction of one or both B12 enzymes 
ensues, resulting in either isolated or combined 
homocystinuria and methylmalonic aciduria. Clinical 
evaluations of these patients revealed heterogeneity 
and suggested that in many cases, loci other than the 
genes encoding the B12-dependent enzymes were 
involved in the etiology of the disorder. A clever genetic 
approach has been used to uncover the underlying 
complexity and has led to delineation of at least eight 
distinct complementation groups (designated cblA-G 
and mut) (29 ). Identification of the class of defect is 
based on the ability of patient fibroblasts to correct for 
the impairment in either the methionine synthase- or 
mutase-based incorporation of radiolabel (from [14C]-
methyltetrahydrofolate and propionate, respectively) 
into acid-precipitable material in viral- (31) or poly-
ethylene glycol-induced heterokaryons (32 ). If fusion 
of cells derived from two patients increases radiolabel 
incorporation under these conditions, it indicates 
that mutations are harbored at distinct genetic loci in 

these cell lines. From such studies, the following three 
subclasses of cobalamin disorders emerged: those 
resulting (i) in combined defects in MeCbl and AdoCbl 
synthesis (cblF, cblC, and cblD), (ii) in an isolated 
defect in MeCbl synthesis (cblD-variant 1, cblE, and 
cblG), and (iii) in an isolated defect in AdoCbl synthesis 
(cblD-variant 2, cblA, and cblB). The mut locus encodes 
methylmalonyl-CoA mutase (Figure 3). An additional 
locus, cblH, originally described as causing an isolated 
deficiency of methylmalonyl-CoA mutase (33 ), is now 
believed to be cblD-variant 2 (34 ).  

Inherited Defects Affecting Both AdoCbl and MeCbl 
Synthesis. B12 is ferried to cells with a very high affinity 
transporter, transcobalamin II, which binds to a specific 
receptor on the cell surface (35 ). This complex is endo-
cytosed and delivered to the lysosome (Figure 3). The 
cblF class of mutations impairs egress of B12 from the 
lysosome and leads to the accumulation of the cofactor 
in this compartment (36 ). The affected gene in cblF 
patients remains to be identified.

The function lost or impaired in cblC patients was 
first suggested to be a cytoplasmic reductase that 
reduces cob(III)alamin to cob(II)alamin (37 ). In fact 
cob(III)alamin reductase activities associated with 
the microsomal and mitochondrial membranes that 
exhibited diminished activity in cblC (and cblD) cell 
lines have been reported (38, 39 ). However, both 
locations seem improbable for delivery of the resulting 
cob(II)alamin  to the target cytoplasmic and mito-
chondrial matrix enzymes, methionine synthase and 
adenosyltransferase (that synthesizes AdoCbl), respec-
tively. It is possible that a nonspecific reductase activity 
was measured in these studies since the redox poten-
tial for the cob(III)alamin/cob(II)alamin redox couple is 
relatively high (E° = +240 mV vs the standard hydrogen 
electrode (40)), making this a relatively facile reduction. 
The gene responsible for methylmalonic aciduria and 
homocystinuria, of the cblC class has been identified 
recently (41 ) and as discussed below, based on its 
sequence, does not appear to be a reductase. 

Alternatively, an NADPH and FAD-dependent b-ligand 
transferase function has been ascribed to the cblC 
(or cblD) gene product that catalyzes the reductive 
exchange of the aquo or cyano substituent at the upper 
or b-axial position with glutathione to generate gluta-
thionylcobalamin (39). However, the presence of gluta-
thionylcobalamin in cells has not been established 
unequivocally since under conditions used for isolation, 

Figure 3. Disorders of intracellular cobalamin metabolism. The genetic 
complementation groups that have been described in patients are indicated in 
red (cblA-G and mut). TCII denotes transcobalamin II and Met, Hcy, M-CoA, and 
S-CoA denote methionine, homocysteine, methylmalonyl-CoA, and succinyl-CoA, 
respectively.

152



www.acschemicalbiology.org  VOL.1 NO.3   •	 	149—159   •	 	2006

i.e., deproteinized cobalamin in cell extracts containing 
glutathione (39, 42 ), detection of sulfitocobalamin (a 
breakdown product of glutathionyl-cobalamin), may 
be expected. Furthermore, the uncatalyzed conver-
sion of aquocobalamin to glutathionylcobalamin is 
predicted to be rapid and essentially irreversible under 
physiological conditions (43 ), and the very relevance 
of cyanocobalamin in biology is uncertain. The pres-
ence of the cyano ligand found in vitamin B12 that was 
initially crystallized was ascribed as an artifact of the 
isolation procedure that was employed (44 ). Although 
cyanocobalamin is the cofactor form used in many 
vitamin supplements today, in the absence of a known 
biological source of this derivative, the question as to 
whether mammalian cells would have evolved a system 
to specifically catalyze its decyanation is an open one. 
Thus, while cblC is the most common of the inherited 
disorders in cobalamin utilization (45 ), the nature of its 
encoded function is presently unclear.

The cblD defect is enigmatic. Initially described in 
only two patients who were siblings, it was reported to 
result in a combined deficiency of methionine synthase 
and methylmalonyl-CoA mutase (32 ). As described 
above, limited biochemical characterization of these 
cell lines revealed similarities to cblC cells, albeit with 
deficits that were less severe (37, 39 ). A more recent 
study on three additional patients revealed hetero-
geneity within the cblD mutant class, which has conse-
quently been divided into variants 1 and 2 respectively 
(34 ). Variant 1 is associated with an isolated deficiency 
in MeCbl synthesis and variant 2 with an isolated 
defect in AdoCbl synthesis (Figure 3). On the basis 
of these observations, it has been suggested that a 
single cblD gene product “presents” B12 to methionine 
synthase and to the mitochondrial membrane or that 
alternative splicing results in cytosolic and mitochon-
drial variants of the resulting protein (34 ). Mutations 
in cblD affecting a common domain, viz., B12 binding, 
would result in a combined deficiency of both cofactors 
whereas other mutations could impair interactions with 
one or the other protein target. 

Inherited Defects Affecting Only MeCbl Synthesis. 
The defects in the cblE and cblG cell lines have been 
localized to methionine synthase reductase (46–48 ) 
and methionine synthase (49–51 ), respectively. 
Methionine synthase belongs to the subfamily of 
B12-dependent methyltransferases and the cofactor 
alternates between the MeCbl and cob(I)alamin 

oxidation states during the reaction cycle (Figure 2). 
Occasional oxidation of the reactive cob(I)alamin 
intermediate is the source of the inactive cob(II)alamin 
form of the enzyme, which is repaired via a reductive 
methylation reaction to MeCbl (8, 52 ). The source of 
electrons for the reactivation reaction is NADPH, which 
is delivered via the dual flavoprotein oxidoreductase, 
methionine synthase reductase, to cob(II)alamin bound 
to methionine synthase (53 ). The activation reaction 
illustrates the sufficiency of the cblG and cblE loci for 
converting cob(II)alamin to the active MeCbl cofactor 
form and precludes requirement for additional cytosolic 
reductases/factors for this reaction. 

Inherited Defects Affecting Only AdoCbl Synthesis. 
The defect in the cblA cell line was postulated to be 
a mitochondrial cob(II)alalmin reductase (54, 55 ). 
However, the biochemical rationale for a stand-
alone cob(II)alalmin reductase is weak, since its 
product, cob(I)alamin, is highly reactive and would 
rapidly succumb to side reactions. Furthermore, 
cob(II)alamin bound to the protein encoded by 
the cblB locus, adenosyltransferase, is reduced to 
cob(I)alamin in situ, in the first step of the reductive 
adenosylation reaction that generates AdoCbl (9). 
While the dual flavoprotein reductase, methionine 
synthase reductase, can serve as the reductase in 
vitro (10 ), the existence of a mitochondrial reductase 
dedicated for reduction of cob(II)alamin bound to 
adenosyltransferase appears unlikely based on the 
recent identification of all the mitochondrial specific 
cbl functions (10, 56, 57 ). Instead, a reductase that 
serves additional mitochondrial acceptors is likely 
used for the adenosyltransferase, explaining why 
it is not associated with a specific cbl defect. The 
recent identification of the locus harboring the cblA 
defect (57 ) precludes a role for the encoded pro-
tein as an oxidoreductase as discussed below.

Proteins Involved in Intracellular B12 Trafficking 
and Assimilation. Large gains in our understanding of 
the components of the intracellular B12 pathway have 
occurred in recent years with the identification of genes 
associated with several of the 
cbl defects. In this section, 
the properties of the auxiliary 
cblE and cblA-C genes are 
discussed. 

cblE. Methionine synthase 
reductase is the locus of 

KEywORDS
Coenzyme: Organic cofactors of enzymes.
Chaperones: Protein porters for targeted 

delivery.
Cobalamin: Chemical name for B12.
Homocysteine: A nonprotein sulfur-containing 

amino acid.
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genetic defects in the cblE complementation group 
(48 ). The susceptibility of the methionine synthase 
reaction to inactivation creates a dependency on a 
repair system that can rescue tightly bound oxidized 
cofactor to the turnover cycle (Figure 2). In bacteria, 
a two-component flavoprotein system comprising 
FMN-containing flavodoxin and FAD-containing NADPH-
flavodoxin reductase transfer electrons to cob(II)alamin 
bound to methionine synthase (58, 59 ). Knowledge of 
the bacterial system guided the search for the presence 
of consensus FAD, FMN, and NADPH binding sites 
on a single polypeptide since flavodoxin is absent in 
humans, and this led to the discovery of methionine 
synthase reductase, a cytosolic dual flavoprotein oxido-
reductase (48 ). Methionine synthase reductase has 
been purified to homogeneity and shown to be capable 
of reducing cob(II)alamin bound to methionine syn-
thase, which is rapidly converted  to MeCbl in the pres-
ence of the methyl group donor, S-adenosylmethionine 
(53, 60 ). Hence, the combination of methionine synth-
ase and methionine synthase reductase is sufficient for 
generating the MeCbl form of the cofactor required for 
cytosolic B12-dependent catalysis. 

cblC. The defective protein in cblC patients is 
denoted MMACHC (since it causes methylmalonic acid-
uria type C and homocystinuria) and was discovered 
recently by a combination of linkage and haplotype 
analyses and homozygosity mapping (41 ). It encodes 
a soluble protein of unknown function that has 282 
amino acid residues and does not appear to contain 
any known protein domains. Limited sequence conser-
vation of the canonical B12 binding motif found in the 
“base-off/His-on” family of B12 enzymes is seen, sug-
gesting that MMACHC can bind the cofactor in this con-
formation. The C-terminal third of MMACHC is reported 
to resemble the bacterial TonB protein (41 ) that is 
involved in vectorial transport of B12 and other mol-
ecules across the outer and inner membranes in Gram-
negative bacteria. TonB interacts with proteins that 

contain a consensus Ton box 
motif and functions to open 
a hatch on the periplasmic 
side of the outer membrane 
transporter (BtuB for cobala-
min) (61 ) thereby allowing 
translocation of the ligand 
through the membrane in 
to the periplasmic space. 

cblA. The defect in cblA was widely expected to 
be in a cob(II)alamin reductase. However, identifica-
tion of the genetic locus revealed a 418 residue long 
protein (including the mitochondrial leader sequence), 
designated MMAA (for causing methylmalonic aciduria 
type A) (57 ). It belongs to the G3E family of P-loop 
GTPases and contains the signature motifs associated 
with this superfamily: Walker A and Walker B motifs, an 
aspartate residue involved in Mg2+-binding, and a GTP-
binding [N/T]KxD sequence (62 ). A bacterial ortholog of 
MMAA, MeaB, which is strongly conserved in operons 
encoding methylmalonyl-CoA mutase, is better character-
ized (63, and unpublished data ). MeaB and methyl-
malonyl-CoA mutase form a stable complex that can be 
isolated on a native gel (63 ). MeaB exhibits low intrinsic 
GTPase activity that is activated >100-fold in complex 
with the mutase (unpublished data ). MeaB in turn influ-
ences the mutase, protecting it from oxidative inactiva-
tion, but only in the presence of nucleotides (Figure 2) 
(unpublished data ). In addition, MeaB increases the kcat 
of the mutase 2-fold and, interestingly, the presence of 
nucleotides is without further effect on rate enhance-
ment by MeaB. Although the concentration of AdoCbl is 
low in cblA cell lines (64 ), AdoCbl synthesis in extracts 
from these cells is comparable to that in control cell 
lines (54 ). These results suggest that in addition to the 
mutase, MeaB interacts with adenosyltransferase and 
influences AdoCbl synthesis in mitochondria.

cblB. As expected from biochemical studies on cblB 
cell lines, the defect in them resides in the gene encod-
ing adenosyltransferase also designated MMAB (for 
causing methylmalonic aciduria type B) (10, 56 ). Unlike 
methionine synthase that is the site for MeCbl synthe-
sis in the presence of the auxiliary protein, methionine 
synthase reductase, inactive cofactor bound to 
methylmalonyl-CoA mutase cannot be converted to 
AdoCbl in situ (Figure 2). This activity is catalyzed 
by adenosyltransferase that converts cob(II)alamin 
or aquocobalamin in the presence of a reductant to 
AdoCbl. The human enzyme is trimeric and binds the 
various cobalamin derivatives with moderate affinity 
(~2–8 µM) (64 ). Spectroscopic analyses have revealed 
an unusual coordination environment for the cofactor 
bound to the enzyme, which is “base-off” in both the 
substrate cob(II)alamin and product AdoCbl oxidation 
states (64, 66 ). In the presence of ATP, four-coordinate 
cob(II)alamin (i.e., lacking a lower water ligand) with 
very unusual electron paramagnetic resonance and 

Since flavodoxin is absent in humans, this led to the 

discovery of methionine synthase reductase, a cytosolic dual 

flavoprotein oxidoreductase.
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magnetic circular dichroism spectroscopic properties is 
observed (66).

Hypothesis for Chaperoned Intracellular B12 
Delivery. Three major challenges for cellular utilization 
of B12 are its low abundance (intracellular concentra-
tions are estimated to range from 0.03 to 0.7 µM 
depending on the organ (67 )), its reactivity in all three 
oxidation states as discussed above, and its delivery 
to cells in the “base-on” conformation whereas the 
intracellular target enzymes bind the cofactor in the 
“base-off” conformation that is exceedingly rare at 
physiological pH. In the following section we propose a 
hypothesis for how cells might meet these challenges 
based on the components of the intracellular metabolic 
pathway for B12 that have come to light in recent years 
although their biochemical details remain sketchy 
(Figure 4). The crystal structure of transcobalamin II 
reveals that it binds B12 in the “base-on” conforma-
tion (68 ) and delivers it to the lysosomal compartment 
where the acidic pH should increase the concentration 
of the “base-off” species. We propose that the cofactor 
exits the lysosome in the “base-off” conformation via 
an unidentified transporter that is defective in cblF 
patients (36 ) and that from this point onward remains 
bound to intracellular porters that maintain this 

functionally important conformation that is sparsely 
populated in solution at physiological pH. 

Reduction of aquocobalamin to cob(II)alamin in the 
lysosomal compartment would further enhance the 
concentration of the “base-off” form of the cofactor 
by virtue of an increase in the pKa for protonation of 
DMB by ~5 orders of magnitude (from –2.1 to +3.1 
(6, 13 )). The redox potential for the aquocob(III)alamin/
cob(II)alamin is high in both the “base-on” (+200 mV) 
and “base-off” (+510 mV) states (40), making reduc-
tion of either conformer within relatively easy reach of 
cellular reductants. 

On the basis of its homology to TonB (41), it is 
tempting to speculate that MMACHC may function to 
open a hatch in the lysosomal transporter thereby pro-
moting release of B12 to the cytoplasmic compartment. 
The presence of the remnants of a B12-binding motif in 
MMACHC further suggests the possibility that this pro-
tein itself is the proximal carrier of the cofactor released 
from the lysosome, as shown in Figure 4. Alternatively, 
the next protein in the pathway, which is unidentified 
but defective in cblD patients, could represent the 
first cytoplasmic B12 binder and MMACHC may simply 
function as a sentry gating entry of the cofactor into the 
cytoplasmic compartment. 
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Figure 4. Proposed model for intracellular 
cobalamin trafficking and utilization. 
Cobalamin bound to transcobalamin II is 
edocytosed (1) into the lysosome where 
the cofactor is released (2) while TCII and 
its receptor, TCR, are recycled back to the 
membrane (3). In the acidic environment of 
the lysosome, the concentration of “base-
off” cobalamin is increased and this form 
is transported out via an unindentified 
transporter (4) that is defective in cblF 
cell lines. MMAHC is shown as opening 
the hatch of the lysosomal transporter 
(5) and binding the released cobalamin, 
which is then transferred to the protein 
associated with the cblD defect (6), which 
transfers the cofactor to its cytoplasmic 
(7) and mitochondrial (8) targets. The 
mechanism by which AdoCbl traverses 
the outer and particularly the inner 
mitochondrial membrane is not known. In 
the mitochondrion, adenosyltransferase 
(shown as a trimer) transfers its product, 
AdoCbl (9) directly to methylmalonyl-CoA 
mutase. MMAA, which has GTPase activity, 
is involved in this process, although the 
exact mechanism is not known.
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The recent description of two variants of the cblD 
locus supports the model that the encoded pro-
tein interacts with targets in both the cytoplasmic 
(variant‑1) and mitochondrial (variant‑2) compart-
ments (34 ). Variant‑1 may directly transfer bound B12 
directly to methionine synthase, which can catalyze 
the conversion of oxidized cofactor to the active MeCbl 
form in a reductive methylation reaction that relies 
upon methionine synthase reductase for the injection 
of an electron, and S-adenosylmethionine as a source 
of the methyl group. Variant‑2 could be an alternatively 
spliced form that is present in the cytoplasm or the 
mitochondrion. In the former case, it could function as 
a cytoplasmic porter that delivers bound cofactor to the 
mitochondrion. If variant‑2 is a mitochondrial protein 
(34 ), it could accept B12 from MMACHC and deliver 
it to the mitochondrial target, adenosyltransferase. 
Alternatively, variants 1 and 2 could represent muta-
tions in two different domains in a single modular pro-
tein that interacts with the cytoplasmic and mitochon-
drial trafficking machinery, respectively. 

The mechanism by which B12 traverses the mitochon-
drial membranes and reaches adenosyltransferase in 
the matrix is not known, and a specific B12 transporter 
may not be involved. In fact it has been suggested 
that mitochondrial uptake of B12 may occur by passive 
transport (69 ). We propose that the three mitochon-
drial proteins in this pathway exist as a complex. 
Synthesis of AdoCbl from cob(II)alamin, the cofactor 
form presumed to be delivered to this organelle, by 
adenosyltransferase is postulated to be modulated 
by the G-protein, MMAA, although the mechanism by 
which it exerts its influence is presently not known. One 
possibility is that MMAA gates release of AdoCbl from 
adenosyltransferase and its direct transfer to methyl-
malonyl-CoA mutase is powered by GTP hydrolysis. 
MMAA also plays a role in protecting the mutase from 
oxidative inactivation (unpublished data ). In contrast to 
the cytoplasmic system in which methionine synthase 
reductase-dependent reductive methylation intervenes 
to repair inactive methionine synthase, the mitochon-
drial system uses a preventative strategy employing 
MMAA to protect the radical enzyme, methylmalonyl-
CoA mutase, from inactivation (Figure 2). 

We have postulated that the mirror “base-off” 
conformation of B12 that is seen in adenosyltransferase 
and the mutase together with the lower coordina-
tion environment (five-coordinate in the former and 

six-coordinate in the latter) for bound AdoCbl is likely 
to be functionally significant (70 ). The histidine in 
the DXHXXG motif that coordinates B12 in the mutase 
is predicted, based on comparisons with the related 
glutamate mutase, to be on an unstructured loop in 
the absence of cofactor and may be important in the 
direct transfer of AdoCbl from adenosyltransferase to 
the methylmalonyl-CoA mutase (71, 72 ). Similarities 
to this model in which lower (or incomplete) coordina-
tion of the metal in the donor chaperone is exploited to 
achieve facile transfer to the target metalloprotein are 
seen in the yeast copper chaperone, Atx1(73 ), and the 
human iron–sulfur cluster scaffold protein Nfu (74 ). 

This model provides a strategy for increasing the 
cellular concentration of “base-off” B12 that is required 
for its binding to target enzymes, by proposing that 
the cofactor exits the acidic environment of the 
lysosome and, thereafter, remains protein bound in 
this conformation. The use of porters also averts the 
problem of dilution that would result inevitably from 
release of the cofactor into solution and, furthermore, 
protects it from myriad potential ligands (not least of 
all thiols) that could trap the cofactor in unproductive 
complexes. Escorted delivery of B12 is consistent with 
the observation that >95% of intracellular cobalamin 
is bound and that it is associated predominantly with 
methionine synthase and methylmalonyl-CoA mutase 
(29, 75 ). It is important to note that a subclass of 
patients with inborn errors of cobalamin metabolism 
is responsive to B12 treatment. The amelioration of the 
clinical phenotype can be reconciled with the proposed 
model for B12 trafficking as follows. If the defect in 
one or both mutant alleles results in diminished 
affinity for the bound cofactor, increasing the concen-
tration of B12 would circumvent this defect. Indeed, 
this is proposed to be the basis of the mut– class of 
mutations in methylmalonyl-CoA mutase, which is 
supported experimentally (76 ). However, if the defect 
in both mutant alleles leads to the complete absence 
of the encoded protein, for instance due to alternative 
splicing or premature truncation, then the responsive-
ness to large doses of B12 could result from increased 
intracellular concentrations bypassing the defective 
chaperone by direct binding to the target enzymes or to 
a downstream escort in the pathway. 

A cytoplasmic cob(III)alamin reductase has been 
repeatedly invoked in the literature based on activity 
assays in cell extracts and its diminution in both cblC 
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and cblD cell lines (38, 39 ) and is a component that 
is not directly addressed in this model. Two redox 
couples are biologically relevant for cobalamin. The 
cob(III)alamin/cob(II)almin redox potential is high 
(+240 mV (40 )) and represents a reduction that can be 
achieved relatively easily in the intracellular milieu. In 
contrast the cob(II)alamin/cob(I)alamin potential is very 
low (–610 mV for the base-on form and –500 mV for 
the “base-off” form (40 )) and represents a challenging 
reduction for biological reducing systems in aerobic 
organisms. The synthesis of both MeCbl and AdoCbl 
from cob(II)alamin proceeds via a cob(I)alamin interme-
diate that is generated transiently within the protective 
confines of the active sites and alkylated, essentially 
irreversibly, by coupling to exergonic methylation or 
adenosylation reactions, respectively. The sequence 
of MMACHC does not suggest that it is a cob(III)alamin 
reductase, but this issue awaits direct biochemical 
evaluation. Alternatively, the protein associated with 
the cblD complementation group could function as a 
dedicated cob(III)alamin reductase while also trans-
porting the cofactor to its downstream targets, or a non-
specific lysosomal or cytoplasmic reductase could be 
employed for this step. As discussed earlier, lysosomal 
reduction of aquocobalamin to cob(II)alamin offers the 
advantage of significantly increasing the concentration 
of the “base-off” conformer of cob(II)alamin in this 
acidic compartment. 

The model is parsimonious with respect to invoking 
additional B12 derivatives and enzymes for handling 

such intermediates in the pathway. Of note is 
glutathionylcobalamin, which would form rapidly and 
essentially irreversibly if the cofactor were released in 
solution in the presence of 1–10 mM glutathione that 
is found in most cell types (43 ). Alternatively, a specific 
b-ligand transferase could catalyze this transformation 
as suggested in the literature (39 ). While our model 
does not include these players, it does not rule out the 
existence of additional complexity either.

Summary. An emerging theme in metal cofactor 
trafficking is the deployment of a battery of chaperones 
that pick up and deliver metals from their sites of entry 
to their sites of utilization and thereby contribute to 
exceedingly low intracellular concentrations of free 
metals (77 ). The rationale for sequestering transition 
and other metals is obvious, it reduces the scope for 
side reactions and achieves specificity by ensuring 
that the correct metal is inserted. The same line of 
reasoning predicates intracellular systems for organic 
cofactor trafficking. However, unlike the expanding 
field of metal chaperones, porters for organic cofactors, 
if they exist, are largely unknown. Our model for B12 
trafficking is informed by recent strides in identification 
of the components along with the biochemical elucida-
tion of their properties. We posit that escorts similarly 
target other coenzymes to dependent enzymes, 
although our insights into these systems are even more 
scant and often limited to uptake studies (78‑81 ).
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V accinations based on defined anti
gens aim to elicit a specific immune 
response against a molecule 

expressed by the pathogen to be eliminated 
by the immune system. In addition to pro
teins, carbohydrate antigens are becoming 
increasingly important as target structures, 
and vaccines based on capsular polysacch
arides extracted from Haemophilus 
influenzae type B, Neisseria meningitidis, 
and Streptococcus pneumoniae are already 
introduced into routine immunization 
schedules (1–4 ). Since polysaccharides 
are often very heterogeneous and difficult 
to isolate from their natural sources, it 
is expected that recent improvements in 
carbohydrate synthesis technologies (5 ) will 
lead to the development of new synthetic 
carbohydrate vaccines (6, 7 ). Unconjugated 
polysaccharide antigens typically elicit 
only Tcell independent shortlived and 
lowaffinity IgM antibody responses, and 
the immunogenicity of smaller synthetic 
oligosaccharides tends to be even weaker. 
Therefore synthetic carbohydrate vac
cine design is critically dependent on 
the development of an antigen delivery 
platform that promotes the generation of 
Tcell dependent immune responses against 
oligosaccharides. Stimulation of Bcells 
should be associated with the development 
of longterm memory, Ig affinity maturation, 
and isotype class switching to IgG. The Tcell 
independent properties of carbohydrate 
antigens can be overcome by conjugation to 
a carrier protein. In addition, the immuno
genicity has to be enhanced by delivery 

of the conjugates with an immunological 
adjuvant. Alum has remained the dominant 
adjuvant for human vaccines, since many 
other candidate adjuvants have shown 
unsuitable properties including reacto
genicity, toxicity, instability, or high costs. 
Since alum has a relatively poor adjuvant 
effect on polysaccharide antigens (8 ), the 
use of immunostimulating reconstituted 
influenza virosomes (IRIVs) may constitute 
an attractive alternative integrated carrier 
and adjuvant platform for synthetic oligo
saccharides. Potential advantages of IRIVs 
for subunit vaccine antigen delivery include 
their fusogenic activity, serial display of the 
molecularly defined antigens on the surface 
of the viruslike particles, and an excellent 
safety record both in animals and humans 
(9 ). Two IRIVbased vaccines against 
hepatitis A and influenza are currently on 
the market (10 ), and it has been shown 
that IRIVs represent an excellent delivery 
system for small synthetic peptides (11 ). 
We have evaluated IRIVs for the first time as 
a synthetic carbohydrate antigen delivery 
system as part of an ongoing leishmania 
vaccine development program. The results 
suggest that IRIVs represent a general 
platform for oligosaccharide vaccines, and 
details are reported here. 

Kala azar, now known as visceral leish
maniasis, threatens more than 350 million 
people worldwide and kills 60,000 annu
ally. Transmitted by the bite of the female 
phlebotomine sandfly, protozoan para
sites of the genus Leishmania cause the 
tropical disease that is still treated with old 
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A B S T R A C T  Novel virosomal formulations 
of a synthetic oligosaccharide were prepared 
and evaluated as vaccine candidates against 
leishmaniasis. A lipophosphoglycan-related 
synthetic tetrasaccharide antigen was 
conjugated to a phospholipid and to the 
influenza virus coat protein hemagglutinin. 
These glycan conjugates were embedded into 
the lipid membrane of reconstituted influenza 
virus virosomes. The virosomal formulations 
elicited both IgM and IgG anti-glycan antibodies 
in mice, indicating an antibody isotype class 
switch to IgG. The antisera cross-reacted in vitro 
with the corresponding natural carbohydrate 
antigens expressed by leishmania cells. These 
findings support the concept of using virosomes 
as universal antigen delivery platform for 
synthetic carbohydrate vaccines.
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antimonybased drugs that are expensive 
and associated with significant side effects. 
Despite of many efforts, no effective vaccine 
for any form of leishmaniasis has emerged 
yet (World Health Organization, State of 
the Art of New Vaccines: Research and 
Development, http://www.who.int/vaccine_
research/documents/new_vaccines/en/).

The lipophosphoglycans (LPGs) on the 
cell surface of leishmania parasites are an 
important virulence factor and essential for 
the survival and infectivity of the parasites. 
These cell surface glycoconjugates are 
therefore specific markers such as those 
on many cancer cells, bacteria, viruses, and 
parasites (12, 13 ). Diseasespecific carbo
hydrates have attracted the attention of 
immunologists as antigens for the creation 
of novel vaccines in recent years as the 
methods for the synthesis of complex oligo
saccharides have significantly improved 
(14, 15 ). Vaccines based on synthetic oligo
saccharide antigens against bacterial infec
tions, HIV, and malaria, as well as cancers 
including breast and prostate cancers, are 
at different stages of preclinical and clinical 
development (16–22 ). A unique, structur
ally welldefined capping tetrasaccharide 
that has been implicated as crucial for the 
invasion of the parasite into macrophages 
terminates the LPGs of leishmania parasites 
(Figure 1) (23 ). This tetrasaccharide was 
the focal point of our efforts to create a 
leishmaniasis vaccine candidate. 

The tetrasaccharide epitope, equipped 
with a short PEGlinker terminated by a thiol 
group at the reducing end, was synthesized 
in a linear fashion (24–26 ). The thiol serves 
as a handle for conjugation to different 
carriers (27 ). The chemical synthesis of the 
tetrasaccharide epitope started with the 
installation of thiolbased linker 1 on the 
carbohydrate moiety (Figure 2). The coupling 
of 1 with readily available mannose building 
block 4 gave mannoside 5 in 92% yield (see 

Supporting Information). Selective opening 
of 4,6Obenzylidene afforded mannoside 6 
in 63% yield. Union of galactosyl phosphate 
2 (28 ) with 6 and subsequent cleavage of 
the acetyl ester in the presence of a pivalo
ate using dilute HCl generated in situ under 
nonaqueous conditions gave disaccharide 7 
in 76% yield. The disaccharide was further 
decorated with mannose by glycosylation 
using mannosyl trichloroacetimidate 3 
to furnish trisaccharide 8 in 69% yield. 
Selective removal of acetate afforded 9 
in 90% yield. Placement of the terminal 
mannose proved far more challenging as an 
excess (3 equiv) of 3 was needed to afford 
the protected tetrasaccharide 10 in good 
yield. The conditions of dissolving metal 
reductions ensured the complete removal 
of all protecting groups before purification 
by Sephadex column chromatography and 
dialysis furnished the pure tetrasaccharide 
11 in 81% yield. Predominantly, the dimer 
of 11 was obtained as indicated by NMR 
and HRMS analysis (see Supporting 
Information).

For immuno
logical studies, 
the disulfide in 
glycan 11 was first 
reduced in situ 
with tricarboxy
ethylphosphine 
(TCEP) and then 
conjugated either 
to a phospholipid 
or to a carrier pro
tein (Scheme 1). 
Maleimide
activated 
phospholipid 12 
was prepared 
by combining 
1oleoyl3palmi
toylsnglycero2
phosphoethanol

amine (PE) with 4maleimidobutyric acid 
sulfoNsuccinimidyl ester (sulfoGMBS). 
The in situ reduced glycan 11 was mixed 
with 12 to generate the lipid conjugate 13. 
The conjugate was formulated into IRIVs 
as described (29 ), by resuspending it in 
octaethyleneglycol (OEG) and combin
ing it with egg phosphatidylcholine (PC), 
surface glycoproteins, and phospholipids 
of inactivated influenza A/Singapore/6/86 
(H1N1). PEGlycan loaded IRIVs were formed 
by detergent removal. For the prepara
tion of protein conjugates, keyhole limpet 
hemocyanin (KLH) or solubilized influenza 
hemagglutinin (HA) was activated with 
sulfoGMBS to result in maleimideactivated 
carrier proteins that were mixed with the 
reduced glycan 11. While the resulting 
glycanHA conjugate 14 was resuspended 
in OEG to prepare HAglycan loaded IRIVs, 
the glycanKLH conjugate 15 was used to 
coat ELISA plates with the glycan 11. 

GlycanPE 13 and glycanHA 14 loaded 
IRIVs were used to immunize groups of 
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Figure 1. General structure of the leishmania lipophosphoglycan (LPG).
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CH2Cl2, 0 °C, 53%; (vii) Na, NH3, THF/MeOH, –78 °C, 81%. 
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BALB/c mice intramuscularly. After pre
immunization with the IRIVbased influenza 
vaccine Inflexal Berna (Berna Biotech) the 
mice received at 3week intervals three 
doses of IRIV containing 50 µg of glycan 
conjugated either to PE or to HA. Priming of 
mice with influenza antigen enhances the 
antibody response against IRIVassociated 
antigens (30 ). When the generation of 
glycanspecific antibodies was analyzed by 
ELISA using KLHglycan coated microtiter 
plates, both IgG and IgM response was 
observed. IgG isotyping indicated that IgG1 
contributed dominantly to the antibody 
elicited, with only negligible amounts of IgG3 
detected (ELISA data not shown). These data 
provided solid evidence that the observed 
IgG antibody response is Tcell dependent. 
Crossreactivity with natural carbohydrate 
antigens produced by leishmania cells was 
analyzed by immunofluorescence staining 
of axenic amastigote Leishmania donovani 
(MHOMET67/L82) parasites. The in vitro 
cultivated parasites were washed, sus
pended in PBS containing 1% bovine serum 
albumin, and fixed on diagnostic micro
scope slides for at least 60 min at room 
temperature using a 4% paraformaldehyde 
fixing solution containing 0.1% Triton X100. 
After being washed, slides were incubated 
with serial dilutions of mouse sera for 2 h 
at room temperature in a humid chamber. 
After being washed, slides were incubated 
for 60 min with Cy3conjugated AffiniPure 
F(ab’)2 fragment goatantimouse IgG, Fcγ 
fragment specific antibodies for immunoflu

orescence staining and 1 µg mL–1 Hoechst 
dye 33258 for DNA staining. After being 
washed, the slides were dried, mounted 
with mounting solution, covered with a 
cover slide, and assessed by fluorescence 
microscopy. Although LPG expression is 
downregulated in axenic amastocygotes 
(31 ), staining by parasite crossreactive IgG 
was observed with sera of all mice immu
nized with glycanloaded IRIV. Whereas 
glycanHA loaded IRIVs induced an ELISA 
titer higher than that of glycanPE loaded 
IRIVs, both formulations elicited comparable 
titers of parasite crossreactive IgG in the 

immunofluorescence analysis (Figure 3, 
panel a). No staining was observed with pre
immune sera and after three immunizations 
of mice with IRIV that were not loaded with 
glycan 8 (Figure 3, panel b). The antiglycan 
antisera stained also parasites in liver sec
tions from leishmaniainfected hamsters 
(data not shown). These assays demonstrate 
that the new vaccine candidate is highly 
immunogenic and elicits IgG antibodies that 
recognize leishmania parasites. Challenge 
studies in animals are the next step en route 
to a leishmaniasis vaccine. 

In conclusion, IRIVs represent a viable 
antigen delivery system suitable to induce 
Tcell dependent antibody responses 
against oligosaccharide antigens. Our 
results with two IRIVbased formulations of 
a leishmanial tetrasaccharide indicate that 
IRIVs have a great potential for the design 
of safe and effective synthetic carbohydrate 
vaccines. Thus, IRIVs present an attractive 
alternative to currently used carbohydrate 
vaccine formulations and should find appli
cation for diseases including bacterial, viral, 
and parasitic infections and cancer.
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Scheme 1. Chemical conjugation of LPG tetrasaccharide for immunological studies
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Figure 3. Generation of Leishmania donovani cross-
reactive IgG by immunization with glycan 11 loaded 
IRIVs. a) Immunofluorescence staining of parasites by 
serial dilution (1:100 to 1:1600) of serum from mice 
immunized three times with HA-glycan (left panel) 
or PE-glycan (right panel) loaded IRIV. b) Lack of 
immunofluorescence staining (left panel) of parasites 
by pre-immune sera (dilution 1:100) and by serum 

(dilution 1:100) of a mouse immunized three times with unloaded IRIV. Presence of parasites on 
the microscopic slides was demonstrated by staining of parasite DNA with Hoechst dye 33258 
(right panel). Typical results are shown.   
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METHODS
Preparation of Lipid–Glycan Conjugate 13. 

PE (4 mg) was dissolved in a mixture of CHCl3/
MeOH (500 µL, 9:1), and triethylamine (5 µL) 
was added. This solution was mixed with GMBS 
(3 mg) and incubated for 2 h at 30 °C using a 
thermomixer. Leishmania glycan 11 (2 mg) was 
dissolved in OEGPBS (0.5 mL, 100 mM), and TECP 
solution (5 µL, 0.5 mM) added. The solution was 
incubated for 5 min at 30 °C and pipetted into the 
activated PE solution. The mixture was then further 
incubated for 3 h at 30 °C. The resulting solution 
was stored at 4 °C for immunization study.

Preparation of KLH–Glycan Conjugate 15. 
SulfoGMBS (2 mg) was mixed with 1 mL of KLH 
solution and incubated for 3 h at 30 °C using 
a thermomixer. Leishmania glycan (2 mg) was 
dissolved in PBS (0.2 mL), and TECP solution 
(5 µL, 0.5mM) was added. The solution was 
incubated for 5 min at 30 °C and pipetted into 
the activated KLH solution. The mixture was then 
further incubated for 3 h at 30 °C. The resulting 
solution was stored at 4 °C for immunization 
studies. HA–glycan conjugate was prepared in an 
analogous fashion.

Virosome Formulation. GlycanIRIVs were pre
pared by the method described previously (29 ). 
Briefly, 32 mg of egg PC (phosphatidylcholine), 
8 mg of PE, and 2 mg of the glycanPE conjugate 
were dissolved in 3 mL of PBS, 100 mM OEG 
(OEGPBS). Next, 4 mg HA of inactivated influenza 
A/Singapore virus was centrifuged at 100 000g for 
1 h at 4 °C, and the pellet was dissolved in 1 mL 
of OEGPBS. The detergentsolubilized phospho
lipids and viruses were mixed and sonicated for 
1 min. This mixture was centrifuged at 100 000g 
for 1 h at 20 °C, and the supernatant was sterile 
filtered (0.22 µm). Virosomes were then formed 
by detergent removal using 1.25 g of wet SM2 Bio
Beads (BioRad, Glattbrugg, Switzerland) for 1 h at 
room temperature with shaking and three times 
for 30 min with 625 mg of SM2 BioBeads each.

ELISA. For enzymelinked immunosorbent 
assay (ELISA) analyses, Polysorp plates were 
coated overnight at 4 °C with 100 µL of a 
10 µg mL–1 solution of KLHglycan conjugate 
in PBS (pH 7.4). Wells were then blocked with 
5% milk powder in PBS for 2 h at 37 °C, followed 
by three washes with PBS containing 0.05% 
Tween 20. Plates were then incubated with serial 
dilutions of the mouse sera in PBS containing 
0.05% Tween 20 and 0.5% milk powder for 2 h at 
37 °C. After washing, plates were incubated with 
either goat antimouse IgHRP (dilution 1:1000), 
goat antimouse IgGHRP (dilution 1:2000), or 
goat antimouse IgMHRP (dilution 1:2000), or 
for IgG isotypings, rabbit antimouse IgG1HRP 
(dilution 1:2000) and goat antimouse IgG3HRP 
(dilution 1:1000), respectively, for 1 h at 37 °C. 
After the plates were washed, Ophenylendiamine 
substrate was added, the plates were incubated 
in the dark at room temperature until the colori
metric reaction had progressed sufficiently, the 
reaction was stopped by addition of 100 µL of 
1 M H2SO4, and optical densities (OD) were read 
at 492 nm on a Spectra Max Plus. Endpoint titer 
is calculated as the reciprocal of the last serum 
dilution with the ODtest sera ≥ 2 × ODnegativ serum. 
A strong signal is considered with endpoint titers 
greater than 5000.
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M embers of the benzoxazinone family of 
heterocycles are major secondary meta
bolites found in grasses of the family 

Poaceae (also known as Graminae), including the 
cereals maize, wheat, and rye. Generally, they have 
been recognized as “resistance factors” that function 
as part of a nonspecific arsenal of metabolic defense 
agents, since they have been implicated in antimicro
bial, antifungal, insecticidal, antifeeding, and muta
genic activites, as well as involvement in a tritrophic 
interaction (1, 2 ). The costs associated with the main
tenance and adaptive evolution of entire metabolic 
pathways, particularly those associated with general 
resistance factors, are clearly some function of the sum 
of their benefits. Yet, the biology of such compounds 
is less welldefined than that of more specific gene
forgene relationships, ones in which complements of 
resistance and avirulence genes determine compatible/
incompatible relationships in pathogenesis (3 ).  

One complicating factor in understanding benzo
xazinone activity is the spectrum of possible chemical 
mechanisms and the intrinsic hydrolytic instability of 
these species. For example, the primary benzoxazinone 
found in maize and wheat, DIMBOA (2,4dihydroxy
7methoxy1,4benzoxazin3one, 2, Scheme 1), 
possesses many chemical reactivities with proposed 
biological relevance. On one hand, the ringchain 
tautomeric aldehyde of DIMBOA is considered to be 
an electrophile implicated in reversible reaction with 
protein nucleophiles, particularly in the hydrophobic 
binding cavities accessible to the aromatic ring. In a 
simple model for this mode of action, DIMBOA was 
shown to form imine adducts with the εNH2 group of 
Nacetyl lysine (4 ). DIMBOA was also shown to inhibit 
chymotrypsin activity by addition of the aldehyde to 
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a b st r ac t  The naturally occurring 2-hydroxy-4,7-dimethoxybenzoxazin-3-one 
(HDMBOA), essentially the sole component of maize seedling organic exudate, 
was shown to be a potent inhibitor of the VirA–VirG two-component system which 
mediates host recognition and activates virulence gene transcription in the soil 
pathogen Agrobacterium tumefaciens. The hydrolytic lability of HDMBOA creates 
a steady-state zone of inhibition circumscribing the young maize seedling. We 
now show that rather than the HDMBOA natural product, an o-imidoquinone 
decomposition intermediate, (3Z)-2,2-dihydroxy-N-(4-methoxy-6-oxocyclohexa-
2,4-dienylidene)acetamide, can function as an inhibitor of virulence gene 
expression in A. tumefaciens. Structural characterization of this o-imidoquinone 
intermediate clarifies several issues related to the decomposition pathways 
available to this class of antibiotics. Of direct ecological importance, this species 
is produced rapidly and quantitatively within the more neutral pH ranges of the 
A. tumefaciens cytoplasm, while HDMBOA is more persistent at the slightly acidic 
pH common to many soils. These results suggest the rather intriguing possibility 
that the physical instability of the benzoxazinone antibiotics may not only create a 
steady-state local defense, but also enable a “pro-drug” strategy directed against 
bacterial environmental sensing.
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the active site serine (5 ), and a quantum mechanical 
model suggested that DIMBOA inhibits a glutathione 
Stransferase through reaction of the aldehyde with 
the thiol of reduced glutathione (6 ). Additionally, the 
cyclic hydroxamic acid of DIMBOA may also function 
as a thiol oxidant, generating a lactam (2hydroxy7
methoxybenzoxazin3one, HMBOA, 3) as the reduc
tion product (7, 8 ). Further, metalbinding properties 
of the hydroxamic acid moiety have been implicated 
in metalmediated reactivity and possibly ion transport 
(9 ). Finally, potent electrophilicity following metabolic 
activation has also been suggested. Oacetylated 
hydroxamic acids, such as ADIBOA 4 (R = OAc in the 
basic structure in Scheme 1), regiospecifically react 
as strong electrophiles with C, N, and S nucleophiles 
(10 ), including DNA (11 ). Accordingly, DIMBOA proved 
to be mutagenic only after rat liver S9 activation (12). 
Given these various reports, it is not surprising that 
the benzoxazinones are regarded as rather exceptional 
resistance factors.

The plant cell maintains benzoxazinones in the 
vacuole as low toxicity, stable dglycosides. The reactive 
aglycones are generated by release of glucosidases 
localized in the plastid upon tissue damage related 
to herbivore feeding or pathogen infection (13 ). 
Accordingly, DIMBOA is easily obtained from maize 
seedlings by homogenization of the tissue to release 
these enzymes before extraction (14 ). Although 
active root exudation of aglycones has been reported 
(15, 16 ), little is known about this process.

Relative to DIMBOA, fewer 
studies have focused on the benzo
xazinone HDMBOA (1), as this 
compound is highly labile in aque
ous media (17 ). Recent reports 
however suggest that the defensive 
role of HDMBOA is more significant 
than previously assumed. Stress
inducing defense elicitors, such as 
jasmonic acid and CuCl2, induce 
significant conversion of the 
glucoside DIMBOAGlc to HDMBOA
Glc in both maize (18 ) and wheat 
(19 ). Similar induction has been 
observed upon colonization of 
maize leaves by various fungi and 
by herbivore feeding (20 ). Given 
that these plants respond to certain 

stresses by converting their considerable reserves of 
DIMBOAGlc to HDMBOAGlc, understanding the poten
tial defensive role of the HDMBOA aglycone becomes 
an important question.

It was therefore surprising to discover that HDMBOA 
comprises ~98% of the organic extract from the surface 
of intact maize roots (15 ). Most biological studies of 
benzoxazinone activity focus on pathogen or herbivore 
viability. Therefore, it was further surprising to discover 
from cocultivation of maize seedlings with the plant 
pathogen Agrobacterium tumefaciens, that HDMBOA 
exuded directly from the roots did not inhibit bacte
rial colonization.  Instead, a reporter gene indicated a 
steadystate zone defined by the benzoxazinone was 
a specific natural inhibitor of the sensing system that 
regulates virulence gene expression (15 ) (Figure 1).

A. tumefaciens is a Gramnegative soil bacterium 
that uses a mechanism of genetic transformation of 
host cells to incorporate foreign oncogenetic elements 
into higher plants to generate tumors characteristic 
of Crown Gall disease (21 ) (Figure 1). The critical 
elements necessary for infection are contained 
within the large 210 kb tumorinducing plasmid 
(Tiplasmid). Virulence is activated upon perception 
of three hostderived signals, phenols, acidic pH, and 
sugars, all characteristic of a susceptible lesion in 
plant tissue. Perception and response to these host 
recognition factors, or xenognosins, is modulated 
by a single Tiplasmidlocalized, twocomponent 
signaling system, VirA–VirG (22 ), which relies on an 
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Figure 1. Overview of VirA–VirG-mediated host recognition by Agrobacterium tumefaciens and the 
chemical defensive strategy of maize seedlings. HDMBOA (1) is the primary organic component exuded 
by the roots of maize seedlings; its instability in this environment creates a steady-state defensive 
zone around the seedling. Three signals characteristic of a plant wound site, phenols, acidic pH, 
and monosaccharides, are perceived by the inner membrane sensor kinase VirA. Phosphotransfer to 
the response regulator VirG activates transcription of virulence genes.  It is this signal transduction 
pathway that is specifically inhibited by HDMBOA. 
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accessory chromosomal protein 
ChvE to mediate sugar and pH 
perception. Twocomponent 
systems are a common signal
transduction strategy employed 
by prokaryotes for response to 
environmental stimuli (23, 24 ), 
particularly for the regulation of 
virulence in pathogenic bacteria 
(25 ). VirA serves as the histidine 
autokinase transducer that 
transfers a phosphoryl group 
from a conserved histidine to 
a conserved aspartate on the 
response regulator VirG. Active 
phosphoVirG mediates the 
transcriptional activation of the 
vir regulon.

Therefore, this defense strategy of HDMBOA is 
unusual, with host perception rather than patho
gen viability being targeted, changing the selection 
pressure for the development of resistance observed 
with most antibiotics. In a practical sense, effective 
antivirulence agents could be useful in combination 
therapy to extend current antibiotics. Accordingly, 
bacterial twocomponent signal transduction systems, 
like the VirA–VirG system, could serve as a model for 
the development of new antibiotics (25, 26 ).  

The inherent chemical reactivity of the benzo
xazinones, particularly their instability in aqueous 
media, is critical to any understanding of the biological 
activity of this class of secondary products. Previous 
reports of an intermediate in HDMBOA decomposition 
(17 ) and reports of an orangecolored intermedi
ate observed during decomposition of HDMBOA in 
methanol (27 ) directed our efforts to reinvestigate 
the decomposition. We now report kinetic analyses of 
HDMBOA decomposition, the structure of a decompo
sition intermediate, and argue that this species, rather 
than HDMBOA, may function as the specific inhibitor of 
host perception by A. tumefaciens.

RESULTS AND DISCUSSION
Decomposition of HDMBOA. The mechanism of 

benzoxazinone decomposition has been debated 
now for decades. Proposed mechanisms of HDMBOA 
decomposition assume that its reactivity is analo
gous to that of the wellcharacterized benzoxazinone, 

DIMBOA, since MBOA (6methoxybenzoxazol2one, 6) 
is the primary product of both reactions (7, 28–30 ), 
and two general models for HDMBOA decomposition 
are summarized in Scheme 1. The aqueous halflife 
of several natural benzoxazinones follow the order 
HMBOA 3 >> DIMBOA 2 > HDMBOA 1. Both models inter
pret this qualitative trend in terms of the leaving group 
activity of the nitrogen substituent, OMe– > OH– >> H– 
(17, 31 ). Early labeling studies indicated that the alde
hyde C2 carbon generates formic acid in benzoxazinone 
decomposition (32 ). Likewise, both models invoke a 
1,5fragmentation of HDMBOA, with methoxide and 
formic acid liberated simultaneously. However, the two 
models differ in the role assigned to the phenol hydroxyl. 

Grambow and Lückge proposed Pathway I, a phenol
independent fragmentation to isocyanate 5 (17 ). For 
DIMBOA, the decomposition rate is critically depen
dent on the concentration of the hydroxamic acid 
monoanion (pK1 of 6.9). This anion was proposed to 
act as an internal nucleophile in the ratedetermining 
step of the reaction by attacking the aldehyde carbon, 
presumably via the fourmembered ring intermediate 
(Scheme 1) (28, 30 ). This reaction sequence liber
ates formic acid, generating a proposed isocyanate 
species, which rearranges to form MBOA. However, the 
Nmethoxy oxygen of HDMBOA is a poorer nucleophile 
than the oxoanion of DIMBOA, yet for HDMBOA, the 
decomposition reaction is faster. This observation 
argued for a mechanism distinct from DIMBOA in 
which a heterolytic Grobblike fragmentation gener
ates isocyanate 5 (17 ) (Scheme 1, Pathway I).
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Scheme 1. Summary of decomposition pathways previously proposed for benzoxazinones 
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However, this proposal did not address the 
significant role of the phenol demonstrated by 
Smissman et al. in their study of openchain analogue 
structures (31 ). Compounds lacking the phenol or con
taining an unreactive phenol ether were more stable 
than their benzoxazinone counterparts and did not 
hydrolyze to the expected isocyanate. Thus, Pathway II 
(Scheme 1) assigns the phenol hydroxyl the role of 
an active nucleophile, attacking the amide to give an 
intermediate benzooxazol2ol prior to fragmentation 
to MBOA. Given the report of an HDMBOA intermedi
ate with an observable lifetime (17 ) and very differ
ent intermediates predicted by the two mechanisms 
of Scheme 1, we revisited the problem of HDMBOA 
decomposition.

The decomposition of HDMBOA (1) was followed 
from pH 3.5 to 13 in water and in methanol by 1H NMR 
and UV spectroscopy. Under all conditions, the major 
decomposition product was MBOA (6), but the yield 
and the relative rate varied markedly (Figure 2). At 
pH 7.0, no HDMBOA was present by NMR after 15 min, 
being quantitatively converted to MBOA after 2.5 h 
(Figure 3). 

 For DIMBOA, the pH dependence of the pseudo
firstorder rate of disappearance is biphasic, with a 
maximum around pH 9.0, suggesting that DIMBOA 
behaves like a diprotic acid in water (28 ). In contrast, 
the HDMBOA decomposition rate increases with pH 
over the range from pH 3.5 to 13. At basic pH, decom
position became so fast as to complicate measure
ments (reflected in the larger error bars of Figure 2). 
Despite this error, it was clear that no analogous 
decrease was found at basic pH, demonstrating that 
HDMBOA behaves either like a monoprotic acid or that 
removal of a second proton only increases the rate of 
decomposition. Assuming a simple monoprotic acid 
model (Figure 2), our data agrees with a mechanism 
in which decomposition is critically dependent on the 

concentration of a species with a pKa of ~8.9, a pKa 
most consistent with the ringchain tautomeric phenol.

Characterization of the Major Intermediate. As 
previously reported (27 ), an orange intermediate 
was observed by thin layer chromatography (TLC) 
during HDMBOA decomposition. This color faded 
quickly, and direct isolation attempts were unsuccess
ful. However, an intermediate was also observed at 
early times by 1H NMR. The rapid disappearance of 
HDMBOA and long relative lifetime of the intermedi
ate at neutral pH allowed direct assignment of the 
1H NMR chemical shifts and coupling constants at 
5.54 (d, J = 2.0, 1H), 6.33 (dd, J = 10.2, 2.0, 1H), 
and 6.40 (d, J = 10.2, 1H) ppm. Details may be seen 

Figure 2. pH dependence for pseudo-first-order disappearance HDMBOA at 
24 °C monitored by UV (squares) and NMR (circles) spectroscopy. Below 
pH 8.0, error bars represent one standard deviation of triplicate measure-
ments. Above pH 8.0, the contribution of MBOA to the UV spectrum 
was significant after the first few seconds, therefore, error bars reflect 
the estimated uncertainty in the initial concentration. The solid line 
represent a nonlinear least-squares fit of UV and NMR data to the above 
equation corresponding to a monoprotic acid model: kAH = 7 × 10-4 min–1, 
kA = 16.25 ± 0.04 min–1, K = (1.19 ± 0.01) × 10–9, R2 = 0.99998.
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Scheme 2. a) The major intermediate of HDMBOA 
decomposition. b) Synthesis of 10, an o-imidoquinone 
analogue of intermediate 9. Reagents: (i) Ac2O (3 equiv); 
(ii) DMP (4 equiv), H2O (2 equiv), CH2Cl2. c) Diels-Alder 
conformation of structure, (iii) vinyl phenyl sulfide 
(4.5 equiv), THF. 
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in Supplementary Figure 2. These resonances were 
consistent with structure 9 (Scheme 2, panel a), a 
substituted orthoimidoquinone spin system (33 ) 
with the proton singlet at 5.75 ppm being assigned 
as a hydrated aldehyde. These data were distinct 
from other possible aromatic intermediates includ
ing 2,4dimethoxyphenylisocyanate, a stable model 
compound of intermediate 5 (complete assignments 
are found in Supporting Information).

To verify the identity of the intermediate, the 
analogous oimidoquinone 10 was synthesized 
by DessMartin periodinane (DMP) oxidation of 
N(4methoxy2methylphenyl)acetamide (34, 35 ) as 
shown in Scheme 2. The 1H NMR and 13C NMR spectra 
of the intensely yellow oimidoquinone closely matched 
the HDMBOA decomposition intermediate in D2O. 
Details may be seen in Supplementary Figure 2 and 
Supplementary Experimental Methods. The identity 
of the oiminoquinone functionality of 10 was further 
confirmed by cycloaddition with vinyl phenyl thioether 
in THF at room temperature to obtain DielsAlder 
adduct 12 (Scheme 2, panel c) (34, 36 ).

The Role of Intermediate 9: A New Mechanism for 
HDMBOA Decomposition. Our identification of the 
dominant intermediate as oimidoquinone 9 assigns 
a new role to the phenol, one not considered in the 
proposal of Pathway II (Scheme 1), but one that 
supports the critical role of the aldehyde hydrate as 
common to both Pathways I and II. This new mecha

nism (Figure 4) differs considerably from decompo
sition mechanisms proposed for DIMBOA, as there 
is no requirement for nucleophilicity of either the 
hydroxamic acid or the phenol oxygen. Instead, the 
reactivity of the phenol and amide resembles the oxida
tion of an  orthohydroquinone. Like the two models 
presented in Scheme 1, formation of the openchain 
aldehyde hydrate (Figure 4, species 13) is critical to this 
process. The transient kinetics observed by 1H NMR 
in buffered D2O solutions at pD 3.5, 5.5, and 7.0 and 
in methanold6 (Figure 3) permitted elimination of 
several kinetic models for HDMBOA decomposition. 
For example, a simple linear mechanism of HMDBOA 
to 9 to MBOA did not fit our observations. Instead, a 
mechanism including two pathways to MBOA (Figure 4, 
k1 and k2) was required. Additionally, fitting our kinetic 
data to the model in Figure 4 allowed for an estimation 
of the halflife of the intermediate species 9.

The semiempirical model in Figure 4 was developed 
on the basis of the following constraints. First, fast 
hydration was assumed for the HDMBOA openchain 
aldehyde. Although previous models have suggested 
that hydration is slow, we propose that the hydrate of 
the aldehyde may generally dominate the openchain 
structure of benzoxazinones in water as intermedi
ate 9, and all other openchain HDMBOA species, were 
observed exclusively as aldehyde hydrates. No down
field aldehyde proton was observed during HDMBOA 
decomposition, and the chemical shift of 6.5 ppm 
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Figure 3.  HDMBOA decomposition to MBOA as monitored by 1H NMR. HDMBOA (7.5 mM) was dissolved in 100 mM 
phosphate buffer.  The monitored peaks were HDMBOA (7.16 ppm, red squares), intermediate 9 (6.40 ppm, green 
circles), and MBOA (6.97 ppm, blue triangles). The lines represent theoretical data for the two models k4 = 0 (solid 
lines) and k5 = 0 (dotted lines).
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for hydrate proton 
suggested that little or 
no aldehyde species 
was present in fast 
equilibrium on the NMR 
timescale. This effect 
has been previously 
observed in the 1H NMR 
spectrum of HMBOA 3, 
for which the aldehyde 
hydrate is apparently 
the exclusive open
chain species in D2O 
buffer (pD 9.0) (7 and 
J. Zhang and J. Maresh, 
unpublished observa
tions), just as these 
hydrates are generally 
observed for the simple 
oxoaldehydes such as 
phenylglyoxal.

Second, the two 
pathways indicated by 
k1 and k2 (Figure 4) were 
assigned as irrevers
ible. No evidence for 

reversible addition of methanol to 9 was observed in 
pure CD3OD, even when significant formation of 9 was 
observed. Further, no evidence for nucleophilic attack 
by water at the nitrogen center of 9 was obtained. The 
resulting product would be identical to the openchain 
form of DIMBOA, and since the lifetime of DIMBOA is 
orders of magnitude longer than the total time of our 
experiments (37), DIMBOA should have accumulated.

Third, to account for the observation that the MBOA 
yield is reduced for pH < 7 and in methanol, it was 
necessary to introduce the additional decomposition 
pathways k4 and k5. Both intermediates 9 and 13 
may participate in side reactions, but in the absence 
of identifiable side products, it was not possible to 
experimentally probe the relative contributions of either 
pathway k4 or k5. Therefore, the two models k4 = 0 and 
k5 = 0 were treated separately as limiting cases. and 
finally, only constants k1–k5 were considered when 
fitting the model in Figure 4; all other steps, including 
hydrolytic ring opening, were assumed to be fast. 

Several qualitative features are common to the limit
ing models k4 = 0 and k5 = 0. The rate constants for the 

two pathways of HDMBOA disappearance (Figure 4, 
k1 and k2) are approximately equal at pH 5.5, pH 7.0, 
and in methanol. Both models also suggest a change in 
mechanism at acidic pH as the “direct” decomposition 
pathway k2 becomes slow relative to k1. Despite these 
similarities, significant differences complicate interpre
tation of the ratelimiting step(s). The model k4 = 0 is 
discontinuous, that is, rates k3 and k5 are effectively 
zero at pH 5.5 and 7.0, respectively. In contrast, for the 
model k5 = 0, decomposition of 9 is consistently rate
limiting at every condition, yet the mechanistic reason 
for this dependence may in fact be complex. Principally, 
the equilibrium of HDMBOA ringchain tautomeriza
tion may be pHdependent. Although the critical pKa 
of 8.9 derived from HDMBOA disappearance (Figure 2) 
supports this assignment, detailed equilibrium studies 
with stable analogues, such as HMBOA, may be neces
sary to establish a precise pH dependence of the ring
chain tautomer equilibrium.

Within either of the limits of k4 = 0 or k5 = 0, all rate 
constants generally increase with pH. For the k5 = 0 
model, in which intermediate 9 decomposes only to 
MBOA, the rates remain relatively congruent, suggest
ing that the pHdependent ringchain tautomerization 
of HDMBOA merely dictates the relative concentration 
of 13 (Figure 4, panel b). However, in the k4 = 0 model, 
the pH dependence for the decomposition of interme
diate 9 to either MBOA (k3) or other products (k5) does 
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Figure 4. Proposed mechanism of HDMBOA decom-
position. a) Inclusion of pathways k4 and k5 
were required to obtain a reasonable fit for the 
experimental data. b and c) Panels represent the best 
fit kinetic constants to the model in panel a for two 
extremes: k5 = 0 and k4 = 0, respectively. An asterisk 
(*) indicates constants for which minimization only 
converged at the lower parameter bound (10–9) and 
are treated as zero.

Figure 5. Activity of HDMBOA, HDMBOA decomposition 
intermediate(s), and analogue 10 for inhibition of vir 
gene expression in wild-type A. tumefaciens strain 
A348 pSW209 (PvirB::lacZ) in the presence of phenol 
inducer (100 µM AS). Decomposition intermediates 
were generated by reacting HDMBOA in pH 7.0 buffer 
for 20 min before dilution in pH 5.5 induction medium. 
Hill slope was 1.4 ± 0.3 for all curve fits. 
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not appear physically reasonable; k3 is ratelimiting at 
pH 3.5 and 7.0, and too slow to be relevant at pH 5.5 
or in MeOH (Figure 4, panel c). At these acidic condi
tions, the k4 = 0 model assigns 9 as an offpathway 
side product. However, the oimidoquinone 10 was 
relatively stable in these conditions. No decomposition 
of 10 was observed in either pH 5.5 or pH 7.0 buffers 
after 24 h by 1H NMR and UV spectroscopy. Analogue 
10 only decomposed following addition of 1 M DCl, 
NaOD, or isopropylamine (data not shown). Although, 
the k5 = 0 model is physically most reasonable, both 
k4 and k5 may contribute to decomposition, and other 
pathways may also be accessible.

The yield of MBOA decreases at lower pH; how
ever, specific side products were not successfully 
identified. Further identification of intermediates 
and side products should shed light on these 
reactions. Identification of a major side product of 
DIMBOA decomposition in aprotic solvents revealed 
that 2,3dihydrobenzooxazole intermediate 7 and 
its acidcatalyzed rearrangement to 8 as likely side 
reactions (38 ). For DIMBOA, decreased MBOA yield is 
also correlated with decreased solvent donor number 
and decreased pH in protic solvents. For HDMBOA, an 
analogous side reaction is anticipated to contribute to 
k4, which may further react to form a variety of conden
sation and oxidation products.

Despite these limitations of the model, the rates 
of the two pathways k1 and k2 are not apparently 
dependent on these unidentified side reactions, as 
similar values were found in both limits k4 = 0 and 
k5 = 0 (Figure 4, panels b and c). Therefore, the value 
of k3 in the k5 = 0 limiting model establishes an upper 

limit for the decomposition rate of intermediate 9 to 
MBOA at 24 °C (Figure 5). Details may also be seen in 
Supplementary Table 1.

Although this report is the first direct observa
tion of intermediate 9, a similar oimidoquinone 
decomposition intermediate has been proposed as 
the chemically active species for alkylation activity 
of ADIBOA (4, R = OAc in the basic structure in 
Scheme 1), a synthetic DIMBOA derivative (10, 39 ). 
That species was inferred from the identity of the 
addition products from the reaction of ADIBOA with 
various biologically relevant nucleophiles. As a 
similar Oalkyl benzoxazinone derivative, the natural 
aglycone HDMBOA would be expected to react 
similarly with biologically relevant nucleophiles, yet 
analogous reactivity studies have not been reported. 
The stability of 9, and the synthetic analogue 10, 
at moderately acidic pH and in methanol will facili
tate the further characterization of this reactivity. 
Preliminary data (not shown) confirm that intermedi
ate 9 is very electrophilic, and more detailed reactivity 
studies with various nucleophiles are underway.

Activity of HDMBOA and Its Analogues on 
A. tumefaciens Xenognosis. To evaluate the criti
cal structural features of HDMBOA responsible for 
inhibiting xenognosis (host recognition) by 
Agrobacterium, the benzoxazinone derivatives 3 and 
14 were prepared and evaluated for inhibition of 
vir gene induction (Figure 6). Hydroxamic acids such as 
14 are known to possess moderate redox activity (7 ) 
and chelate iron(III), two chemical activities often 
associated with benzoxazinone biological activity. 
Although 14 is stable under the assay conditions, its 
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Figure 6. Vir inhibition activity and 
stability of HDMBOA and related 
derivates. Activity was monitored 
by virB::lacZ expression with 
100 µM AS at 28 °C. Chemical 
stability in vitro was monitored by 
1H NMR at pH 5.5 and 24 °C. †k5 = 0 
assumed as in Figure 2 (T1/2 = 23 h 
if k4 = 0 assumed).
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presence did not alter vir gene expression even at 
very high concentrations (Figure 6). Likewise lactam 3 
(HMBOA), which shares ringchain tautomer aldehyde 
functionality with HDMBOA and DIMBOA (7 ) but 
lacks the labile N–O bond, is also stable in the assay 
media and shows no inhibitory activity (Figure 6). The 
analysis of these analogues suggested that hydrolytic 
instability correlated with vir gene inhibition by the 
benzoxazinones.

Since the accumulating stable decomposition 
product MBOA does not inhibit vir gene expression in 
A. tumefaciens, it was possible to test the decompo
sition intermediates directly by allowing HDMBOA to 
decompose. UV spectroscopy and HPLC were used to 
monitor the decomposition of HDMBOA at pH 7.0, and 
after 20 min when no HDMBOA remained, the resulting 
solution was immediately added to pH 5.5 induction 
media containing A. tumefaciens strain A348 carrying 
a PvirB::lacZ reporter gene construct. This sample 
possessed an apparent IC50 of ≤ 44 ± 5 µM. Under 
these conditions, the IC50 of HDMBOA is 4 µM, 10fold 
lower than the upper limit estimate of 9 (Figure 6). 
The 1H NMR decomposition data in Figure 3 suggests 
that the maximal concentration of 9 is only 30–40% 
of the initial HDMBOA concentration after 20 min at 
pH 7.0, but even with this correction, there appears to 
be a difference. Three possibilities are apparent at this 
point: (i) HDMBOA is more active than 9. This proposal 
seems unlikely as the removal of one oxygen atom from 
either of two different sites on the skeleton, analogues 
3 and 14, both stabilize the molecule against rearrange
ment into 9 and eliminate all biological activity. 
Alternatively, (ii) other decomposition products, in addi
tion to 9, may contribute to the observed activity. Since 
we detect no other intermediate at pH 7 where the 
above decomposition experiment was conducted, and 
the kinetic analyses implicate no other intermediates 
of any significant concentration, the compound would 
have to be active at very low concentrations. At this 
point, this possibility also seems unlikely. Finally, (iii) 
HDMBOA has no direct activity against VirA. It may well 
be that HDMBOA facilitates the delivery of 9 across cell 
membranes, past the degradative machinery, and/or 
specifically to the site of action on the VirA kinase to 
enhance the activity, but this third possibility implicates 
9 as the active inhibitor.  

To further evaluate the role of the oimidoquinone 
functionality of 9, the vir inhibitory activity of the 

synthetic oimidoquinone analogue 10 was investi
gated. This compound lacks the oxoaldehyde, which 
eliminates oimidoquinone decomposition by path 
k3 (Figure 4) and renders the compound stable to the 
assay conditions. Moreover, the additional ring methyl 
group was required by the oimidoquinone synthetic 
procedure, but even with these modifications, 10 dis
played significant vir inhibitory activity and an IC50 
of 36 ± 3 µM. Moreover, the Hill factors for HDMBOA, 
DIMBOA, and 10 were close to 1.0, implying that all 
three compounds act on the same single step of the 
VirA–VirG signal transduction pathway. Therefore, at 
this level of analysis, intermediate 9 appears signifi
cantly more accepting of structural perturbation that 
HDMBOA and further implicates it as the actual inhibi
tor. Further structure/activity relationships and direct 
evaluation with the VirA/VirG receptor will now allow 
this hypothesis to be critically evaluated. 

HDMBOA as a Natural Pro-Anti-Xenognosin. The 
exuded natural product HDMBOA has been implicated 
in a novel mechanism of regulating host recognition, or 
xenognosis, in A. tumefaciens. The novelty is associ
ated with both the environmental sensing target for 
HDMBOA and the delivery of a physically unstable 
compound to mediate transient local exposure to the 
pathogen. Our detailed analysis of the decomposition 
mechanism however revealed the major decomposition 
intermediate, oimidoquinone 9, a compound now 
expected to accumulate rapidly within the neutral pH 
environment of the cytoplasm of proximal bacterial 
cells. Initial structure–activity relationships suggest 
that the activity of the HDMBOA analogues correlate 
with their physical instability. Since the oimidoquinone 
skeleton constitutes an active inhibitor, these data 
raise the very interesting possibility that HDMBOA func
tions as a “prodrug” to deliver the oimidoquinone to 
the bacterial cytoplasm. 

Two issues are critical to this model. First, while 
Agrobacterium is exploited biotechnologically to 
transform monocots, it is not a pathogen of maize. 
Not surprisingly, innate immunity is not the only line 
of defense, and while washing HDMBOA from the 
seedlings improves transformation efficiency, there 
may well be other factors limiting host/pathogen 
interaction. Our initial data also suggest that HDMBOA 
and the oimidoquinone target the conserved kinase 
domain of the twocomponent signaling elements (data 
not shown), suggesting that the site of action may be 
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the more general environmentalsensing modules of 
bacteria. Further investigations of other twocomponent 
signaling systems will be necessary to understand 
host/pathogen specificity. Second, these data raise 
questions about the mechanism of DIMBOA, the most 
wellknown of the benzoxazinones, in vir inhibition, as 
there is no direct evidence for DIMBOA decomposition 
to an oimidoquinone. However, in vivo metabolic 
activation of the hydroxamic acid as a leaving group 
is expected to trigger the oimidoquinone decompo
sition pathway in this compound (10 ). The weaker 
activity of DIMBOA in A. tumefaciens may be the 
result of a slower activation event or poorer cellular 
uptake of the charged DIMBOA. Metabolic activation 
of DIMBOA will need to be further explored. Despite 
this uncertainty, HDMBOA, not DIMBOA, is the primary 
benzoxazinone likely to be encountered by bacterial 
pathogens as the exclusive component of maize root 
organic exudates (15 ). Moreover, biotic stress has been 
demonstrated to induce accumulation of HDMBOAGlc 
in maize leaves, even near lesions caused by herbivore 
feeding (20 ), which serve as critical sites of opportunity 
for bacterial pathogenesis.

Taken together, these data suggest a complete 
revision of our chemical and ecological understanding 
of the benzoxazinone class of antibiotics. a unique 

model for HDMBOAmediated inhibition of the host 
recognition machinery in A. tumefaciens is proposed. 
HDMBOA is released into the acidic soil media around 
the plant root tissues where it remains within a steady
state zone for extended periods. As an uncharged 
aromatic compound, it is expected to cross the bacte
rial membrane into the cytoplasm easily. The neutral 
pH of the cytoplasm induces clean rearrangement to 
oimidoquinone 9. Our current evidence suggests that 
9 inhibits VirA–VirG twocomponent sensing, in this 
case making the maize seedling invisible to A. tumefa-
ciens colonies. In this model, HDMBOA functions as a 
“prodrug” or “proantixenognosin” uniquely targeting 
bacterial environmental sensing rather than cellular 
viability. While it is possible that undetected decompo
sition intermediates, or side reactions of 9 with cellular 
metabolites, may play a role in the precise mechanism 
of inhibition, it is equally clear that vir inhibitory activity 
is tied to the unique instability of HDMBOA. Although 
this study has focused on VirA–VirG, this activity may 
indeed be general to twocomponent kinase sensing 
in other bacterial pathogens.  Therefore, this discov
ery opens the door for developing stable structures 
or adapting this decomposition mechanism for the 
design of related prodrug strategies for antibiotic 
development.
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METHODS
Chemical Synthesis. Detailed synthesis and characteriza

tion of compounds used in this study is supplied in Supporting 
Information.

Measurements of Decomposition Kinetics by NMR. All NMR 
kinetic analyses were performed at 500 MHz for protons and 
24 °C, employing a 50 mM HDMBOA solution in DMSOd6 
diluted 3:20 (v/v) with the corresponding 0.1 M (citrate, phosph
ate, or carbonate) buffer in D2O adjusted to pH 3.5, 5.5, 7.0, 
8.5, 10.0, or 11.5. Samples in CD3OD were prepared similarly.

Consistent with previous reports, the reaction developed 
an orange color and a major intermediate with the following 
spectral characteristics accumulated transiently: 1H NMR (D2O 
and DMSOd6): d 3.82 (s, 3H, OCH3), 5.54 (d, J = 2.0, 1H), 
5.75 (s, 1H, CH(OH)2), 6.33 (dd, J = 10.2, 2.0, 1H), 
6.40 (d, J = 10.2, 1H); 13C NMR (D2O and DMSOd6): 
d 140.1 (C6), 129.3 (C5), 98.7 (CH(OH)2), 95.1 (C3), 59.0; 
UV (H2O) lmax = 334 nm, ε = 2200 ± 200 cm–1 M–1).

The primary final product, 6methoxy3Hbenzooxazol2one 
(MBOA, 6), was assigned by comparison to published NMR 
spectra (40, 41): 1H NMR (D2O and DMSOd6) d 3.95 (3H), 
6.71 (dd, J = 2.4, 8.6, 1H), 6.88 (d, J = 2.4, 1H), 6.97 (d, J = 8.6, 
1H); 13C NMR (D2O and DMSOd6) d 88.3, 112.0, 112.6. These 
data were identical to an authentic standard (Sigma): 1H NMR 
(D2O and DMSOd6) d 3.66 (3H), 6.71 (dd, J = 2.4, 8.6, 1H), 
6.88 (d, J = 2.4, 1H), 6.97 (d, J = 8.6, 1H), consistent with previ
ous characterization of HDMBOA decomposition (17 ).

1H NMR (D2O and DMSOd6) signals corresponding to 
HDMBOA (7.16 ppm), MBOA (6.97 ppm), and the intermediate 

(6.40 ppm) were followed over time with the earliest time being 
5 min. The relative ratio of each species was normalized to the 
intensity of the internal 2.50 ppm DMSO signal. For the rapid 
decomposition at pH 7.0, a pH 3.5 standard prepared in the 
identical manner was used to verify the initial concentration.

Kinetic Measurements of Decomposition by UV 
Spectroscopy. Ultraviolet (UV) spectra were recorded with 
a Jasco UV/VIS spectrophotometer (Tokyo, Japan) in quartz 
cuvettes with an optical pathlength of 1 cm. Data processing 
was accomplished with the Jasco software and Excel 
(Microsoft Corp.) spreadsheet for calculation of extinction 
coefficients and normalization. Leastsquares fitting of the 
data was performed with Origin 7.0 (OriginLab Corp.) using 
the exponential function y = A exp(–kx). An authentic sample 
of MBOA was characterized with the following characteristics 
by UV: (methanol) lmax = 232 nm (10 000 ± 50 M–1 cm–1), 
lmax = 290 nm (6000 ± 50 M–1 cm–1); UV (H2O pH 5.5–7.0) 
lmax = 230 nm, lmax = 286.5 nm (5650 ± 60 M–1 cm–1); 
UV (H2O pH 9.0) lmax = 235 nm, lmax = 290 nm (6000 
± 90 M–1 cm–1); UV (H2O pH 12.9) lmax = 240.5 nm, 
lmax = 294 nm (6000 ± 60 M–1 cm–1).

For kinetics measurements, a standard solution of 
HDMBOA in THF was rapidly diluted 1000fold in 0.1 M buffer 
at pH 3.5 (citrate), 5.5 (MES), 6.0, 6.5, 7.0 (phosphate), 9.0, 
10.0 (carbonate), or 12.9 (NaOH). The earliest measurable time 
point was 6.0 s. The absorbance at 262 nm (HDMBOA) and 
286 nm (MBOA) was monitored over several hours at ambient 
temperature (24 °C). Full spectra of identically prepared samples 
were obtained before and after measurement. Assuming that 
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only these two species contributed significantly at an observed 
wavelength l, the concentrations of HDMBOA and MBOA were 
derived from the experimental data by simultaneous solution 
of the relation: Absl = (εl,HDMBOA)(cHDMBOA) + (εl,MBOA)(cMBOA) 
for both wavelengths. Extinction coefficients were calculated 
from pure samples at each pH. Between pH 3.5 and 7.0, this 
correction did not significantly alter the calculated rate constant. 
However, above pH 7.0, MBOA was the dominant species before 
a single spectrum could be measured; thus, the contribution 
of MBOA at 262 nm was significant. As with the NMR kinetics, 
initial HDMBOA concentration was determined from preparation 
of an identical sample at pH 3.5. At a pH ≥ 7.0, the final spectra 
matched the spectra of pure MBOA at the expected concentra
tion for clean conversion, indicating high yield. Although side 
products distorted the final spectra of HDMBOA at pH 3.5, the 
kinetics for disappearance of HDMBOA closely matched the NMR 
data. To estimate the critical pKa for decomposition, pseudo
firstorder rate constants were fit to a monoprotic acid model by 
nonlinear leastsquared fitting to the equation in Figure 2 using 
Origin 7.0 (OriginLab, Inc.) using the UV and NMR rate data 
without weighting. The rate data at pH 13.0 were excluded from 
this analysis due to larger error.

Kinetic Modeling of Decomposition. The kinetic model was 
resolved using the Gepasi kinetic simulation package (42–44 ), 
a program that employs input of a kinetic model to solve the 
corresponding differential equations. This program additionally 
fits the transient concentrations of observed species at each 
time point in the decomposition pathway by nonlinear least
squares fitting. The builtin Levenberg–Marquardt algorithm (set 
at 8000 iterations) was used for optimization of rate constants 
describing the kinetic profiles. To ensure convergence to a global 
minimum in parameter space, initial guesses were defined by 
the “multistart” option, which automatically restarts the mini
mization (option set to 300 starts) using randomly generated 
initial values for the rate constants. Initial concentrations of 
the intermediate and MBOA were set to zero at time zero. This 
software permitted rapid evaluation of many possible kinetic 
models. The model presented in Figure 4 represents a best fit to 
the kinetic data under all observed conditions.

Activity Assays. Activity data and IC50 values were measured 
from whole cell gene expression assays as described previously 
(15) using strain A348(pSW209) (carrying reporter gene fusion 
PvirB::lacZ) in a minimal induction media (IM):10 g L–1 fructose, 
1.0 g L–1 NH4Cl, 150 mg L–1 MgSO4, 10 mg L–1 CaCl2, 
1.5 mg L–1 FeSO4, 60 mg L–1 K2PO4, 20 mg L–1 NaH2PO4, and 
100 mg L–1 CasAmino acids in 50 mM MES buffer at pH = 5.5. 
Acetosyringone (AS) was purchased from SigmaAldrich Co.; all 
other chemicals were purchased from Fisher Scientific, Inc., and 
all were used without further purification. The phenol inducer AS 
and all inhibitory compounds were dissolved in a minimal amount 
of DMSO and diluted to 100–500 mM concentrations (final DMSO 
concentration was identical for all samples in a given experiment 
and <0.1%). Media was sterilized by autoclave treatment in a 
Market Forge Sterilmatic at 15 lb in–2 and 121 °C for 25 min.

Cells were grown overnight to midlog phase at 28 °C in 
Luria–Bertani (LB) media supplemented with appropriate 
antibiotics. Cells were then pelleted by centrifugation and 
washed by suspension in IM. After a second centrifugation, the 
pellet was diluted in IM and inoculated into sterile culture tubes 
with the desired concentrations of inducer and inhibitor such 
that the final volume of each sample was 1.0 mL with a cell 
density of ca. OD600 = 0.15. Each sample was incubated at 28 °C 
for 8 h with shaking at 250 rpm at which time the assay was 
stopped by freezing at –80 °C for 2–16 h. After slow thawing 
at 4 °C, development of bgalactosidase activity followed from 
the procedure of Miller (45 ) using SDS and chloroform for 
cell permeabilization. Miller units represent gene expression 
activity normalized to cell growth. Error bars represent triplicate 

samples. Data are representative of at least three similar inde
pendent experiments.

To obtain IC50 values, activity data were fit to a four
parameter logistic equation using Origin 7.0 (OriginLab Corp.), 
applying sufficient Simplex iterations for convergence (at 
least 1000). All curvefits were verified with multiple starting 
parameters. Reported IC50 values represent the average of 
three independent experiments. For compounds reported as 
“IC50 > 400 mM,” inhibition was insignificant up to 400 mM. For 
these compounds, the additional order of magnitude in concen
tration required to define a sigmoidal curve (of Hill slope = 1) 
generally resulted in insolubility and/or growth inhibition; thus, 
it was concluded that activity was not biologically relevant.

Acknowledgment: We gratefully acknowledge the generous 
support of NIH GM 47369 and the invaluable collaboration with 
the Andrew Binns’ lab at the University of Pennsylvania. We ded
icate this work to the lasting memory of W. Scott Chilton, North 
Carolina State University, and to his many fundamental contribu
tions to the chemical biology of Agrobacterium tumefaciens. 

Supporting Information Available: This material is free of 
charge via the Internet.

REFERENCES
 1. Sicker, D., and Schulz, M. (2002) Benzoxazinones in plants: 

Occurrence, synthetic access, and biological activity, Stud. Nat. 
Prod. Chem. 27, 185–232.

 2. Sicker, D., Frey, M., Schulz, M., and Gierl, A. (2000) Role of natural 
benzoxazinones in the survival strategy of plants, Int. Rev. Cytol. 
198, 319–346.

 3. Ham, J. H., and Bent, A. (2002) Recognition and defense signalling 
in plant/bacterial and fungal interactions, Front. Mol. Biol. 38, 
198–225.

 4. Perez, F. J., and Niemeyer, H. M. (1989) Reaction of DIMBOA with 
amines, Phytochemistry 28, 1831–1834.

 5. Cuevas, L., Niemeyer, H. M., and Perez, F. J. (1990) Reaction of 
DIMBOA, a resistance factor from cereals, with achymotrypsin, 
Phytochemistry 29, 1429–1432.

 6. Sant’anna, C. M. R., Passos De Souza, V., and Santos De Andrade, D. 
(2002) Semiempirical simulation of a thetaclass glutathione 
Stransferasecatalyzed glutathione attack to the allelochemical 
DIMBOA, Int. J. Quantum Chem. 87, 311–321.

 7. Atkinson, J., Morand, P., Arnason, J. T., Niemeyer, H. M., and 
Bravo, H. R. (1991) Analogues of the cyclic hydroxamic acid 
2,4dihydroxy7methoxy2H1,4benzoxazin3one: decomposition 
to benzoxazolinones and reaction with bmercaptoethanol, J. Org. 
Chem. 56, 1788–1800.

 8. Perez, F. J., and Niemeyer, H. M. (1985) The reduction of 
2,4dihydroxy7methoxy1,4benzoxazin3one by thiols, 
Phytochemistry 24, 2963–2966.

 9. Petho, M., Levai, L., and Romheld, V. (1997) The possible 
role of cyclic hydroxamic acids in the iron uptake of maize, 
Novenytermeles 46, 139–144.

 10. Hashimoto, Y., and Shudo, K. (1996) Chemistry of biologically 
active benzoxazinoids, Phytochemistry 43, 551–559.

 11. Ishizaki, T., Hashimoto, Y., Shudo, K., and Okamoto, T. (1982) 
Reaction of 4acetoxy1,4benzoxazin3one with DNA—a possible 
chemical mechanism for the antifungal and mutagenic activities. 
Tetrahedron Lett. 23, 4055–4056.

 12. Hashimoto, Y., Shudo, K., Okamoto, T., Nagao, M., Takahashi, Y., 
and Sugimura, T. (1979) Mutagenicities of 4hydroxy1,4ben
zoxazinones naturally occurring in maize plants and of related 
compounds, Mutat. Res. 66, 191–194.

 13. Sicker, D., Schneider, B., Hennig, L., Knop, M., and Schulz, M. 
(2002) Glycoside carbamates from benzoxazolin2(3H)one detoxi
fication in extracts and exudates of corn roots, Phytochemistry 58, 
819–825. [Erratum in Phytochemistry 60, 203. ]

174



www.acschemicalbiology.org  VOL.1 NO.3   •	 	165—175   •	 	2006 175

 14. Larsen, E., and Christensen, L. P. (2000) Simple method for large 
scale isolation of the cyclic arylhydroxamic acid DIMBOA from 
maize (Zea mays L.), J. Agric. Food Chem. 48, 2556–2558.

 15. Zhang, J., Boone, L., Kocz, R., Zhang, C., Binns, A. N., and 
Lynn, D. G. (2000) At the maize/Agrobacterium interface: natural 
factors limiting host transformation, Chem. Biol. 7, 611–621.

 16. Schulz, M., Friebe, A., Kueck, P., Seipel, M., and Schnabl, H. (1994) 
Allelopathic effects of living quack grass (Agropyron repens L.). 
Identification of inhibitory allelochemicals exuded from rhizome 
borne roots, Angew. Bot. 68, 195–200.

 17. Grambow, H. J., Lueckge, J., Klausener, A., and Mueller, E. (1986) 
Occurrence of 2(2hydroxy4,7dimethoxy2H1,4benzoxazin3
one)bdglucopyranoside in Triticum aestivum leaves and its con
version into 6methoxybenzoxazolinone, Z. Naturforsch., C: Biosci. 
41, 684–690.

 18. Oikawa, A., Ishihara, A., Hasegawa, M., Kodama, O., and Iwamura, 
H. (2001) Induced accumulation of 2hydroxy4,7dimethoxy
1,4benzoxazin3one glucoside (HDMBOAGlc) in maize leaves, 
Phytochemistry 56, 669–675.

 19. Oikawa, A., Ishihara, A., and Iwamura, H. (2002) Induction of 
HDMBOAGlc accumulation and DIMBOAGlc 4Omethyltransferase 
by jasmonic acid in poaceous plants, Phytochemistry 61, 331–337.

 20. Oikawa, A., Ishihara, A., Tanaka, C., Mori, N., Tsuda, M., and 
Iwamura, H. (2004) Accumulation of HDMBOAGlc is induced 
by biotic stresses prior to the release of MBOA in maize leaves, 
Phytochemistry 65, 2995–3001.

 21. Hansen, G., and Chilton, M. D. (1999) Lessons in gene transfer to 
plants by a gifted microbe, Curr. Top. Microbiol. Immunol. 240, 
21–57.

 22. Heath, J. D., Charles, T. C., and Nester, E. W. (1995) Ti plasmid 
and chromosomally encoded twocomponent systems important 
in plant cell transformation by Agrobacterium species, in Two-
Component Signal Transduction (Hoch, J. A., and Silhavy, T. J., Eds.) 
pp 367–386, ASM Press, Washington, DC.

 23. Stock, A. M., Robinson, V. L., and Goudreau, P. N. (2000) Twocom
ponent signal transduction, Annu. Rev. Biochem. 69, 183–215.

 24. Inouye, M., and Dutta, R., (2003) Histidine Kinases in Signal 
Transduction, p xviii, p 520, Elsevier Science, San Diego, CA.

 25. Hubbard, J., Burnham, M. K. R., and Throup, J. P. (2003) 
Pathogenicity and histidine kinases: approaches toward the devel
opment of a new generation of antibiotics, in Histidine Kinases in 
Signal Transduction (Inouye, M., and Dutta, R., Eds.) pp 459–481, 
Elsevier Science, San Diego, CA.

 26. Macielag, M. J., and Goldschmidt, R. (2000) Inhibitors of bacterial 
twocomponent signalling systems, Expert Opin. Invest. Drugs 9, 
2351–2369.

 27. Escobar, C. A., Kluge, M., and Sicker, D. (1997) Syntheses of 
2hydroxy4,7dimethoxy2H1,4benzoxazin3(4H)one: a precursor 
of a bioactive electrophile from Gramineae, Tetrahedron Lett. 38, 
1017–1020.

 28. Niemeyer, H. M., Bravo, H. R., Pena, G. F., and Corcuera, L. J. (1982) 
Decomposition of 2,4dihydroxy7methoxy2H1,4benzoxazin
3(4H)one, a hydroxamic acid from Gramineae, in Chemistry and  
Biology of Hydroxamic Acids (Kehl, H., Ed.), pp 22–28, Karger, Basel 
and New York.

 29. Atkinson, J., Arnason, J., Campos, F., Niemeyer, H. M., and 
Bravo, H. R. (1992) Synthesis and reactivity of cyclic hydroxamic 
acids. Resistance factors in the Gramineae, ACS Symp. Ser. 504, 
349–360.

 30. Bredenberg, J. B. S., Hokanen, E., and Virtanen, A. I. (1962) The 
kinetics and mechanism of the decomposition of 2,4dihydroxy1,4
benzoxazin3one, Acta Chem. Scand. 2, 135–141.

 31. Smissman, E. E., Corbett, M. D., Jenny, N. A., and Kristiansen, O. 
(1972) Mechanism of the transformation of 2,4dihydroxy1,4ben
zoxazin3ones and 2hydroxy2methyl4methoxy1,4benzoxazin
3one to 2benzoxazolinone, J. Org. Chem. 37, 1700–1704.

 32. Honkanen, E., and Virtanen, A. I. (1961) Formation of 2(3)benzoxa
zolinone from 2,4dihydroxy1,4benzoxazin3one, Acta Chem. 
Scand. 15, 221–222.

 33. Berger, S., and Rieker, A. (1974) Identification and determination of 
quinones, Chem. Quinonoid Compd. Pt. 1, 163–229.

 34. Nicolaou, K. C., Sugita, K., Baran, P. S., and Zhong, Y. L. (2002) 
Iodine(V) reagents in organic synthesis. Part 2. Access to complex 
molecular architectures via DessMartin periodinanegenerated 
oimidoquinones, J. Am. Chem. Soc. 124, 2221–2232.

 35. Nicolaou, K. C., Sugita, K., Baran, P. S., and Zhong, Y. L. (2001) New 
synthetic technology for the construction of Ncontaining quinones 
and derivatives thereof: Total synthesis of epoxyquinomycin B, 
Angew. Chem., Int. Ed. 40, 207–210.

 36. Nicolaou, K. C., Baran, P. S., Zhong, Y. L., and Sugita, K. (2002) 
Iodine(V) reagents in organic synthesis. Part 1. Synthesis of polycy
clic heterocycles via Dess–Martin periodinanemediated cascade 
cyclization: generality, scope, and mechanism of the reaction, 
J. Am. Chem. Soc. 124, 2212–2220.

 37. Woodward, M. D., Corcuera, L. J., Helgeson, J. P., and Upper, C. D. 
(1978) Decomposition of 2,4dihydroxy7methoxy2H1,4benzoxa
zin3(4H)one in aqueous solutions, Plant Physiol. 61, 796–802.

 38. Bravo, H. R., and Niemeyer, H. M. (1986) A new product from the 
decomposition of 2,4dihydroxy7methoxy1,4benzoxazin3
one (DIMBOA), a hydroxamic acid from cereals, Heterocycles 24, 
335–337.

 39. Ishizaki, T., Hashimoto, Y., and Shudo, K. (1992) Importance of the 
2hydroxy group for the reactions of an acetate of a naturally occur
ring prohibition, 4acetoxy2hydroxy2H1,4benzoxazin3(4H)one, 
with nucleophiles, Heterocycles 34, 651–656.

 40. Nagao, T., Otsuka, H., Kohda, H., Sato, T., and Yamasaki, K. 
(1985) Benzoxazinones from Coix lachryma-jobi var. ma-yuen, 
Phytochemistry 24, 2959–2962.

 41. Nachman, R. J. (1982) Convenient preparation of 2benzoxazo
linones with 1,1carbonyldiimidazole, J. Heterocycl. Chem. 19, 
1545–1547.

 42. Mendes, P. (1993) Gepasi—a software package for modeling the 
dynamics, steadystates and control of biochemical and other 
systems, Comput. Appl. Biosci. 9, 563–571.

 43. Mendes, P. (1997) Biochemistry by numbers: simulation of 
biochemical pathways with Gepasi 3, Trends Biochem. Sci. 22, 
361–363.

 44. Mendes, P., and Kell, D. B. (1998) Nonlinear optimization of 
biochemical pathways: applications to metabolic engineering and 
parameter estimation, Bioinformatics 14, 869–883.

 45. Miller, J. H. (1972) Assay of betagalactosidase, in Experiments in 
Molecular Genetics, pp 352–355, Cold Spring Harbor Lab. Press, 
Plainview, N.Y.



176 ACS CHEMICAL BIOLOGY  •  VOL.1 NO.3 www.acschemicalbiology.org

S hort interfering RNAs (siRNAs) are 21–23 
nucleotides long RNA duplexes. One of 
the strands of the siRNA duplex, the guide 

(antisense) strand, is incorporated into a complex of 
enzymes called the RNA-induced silencing complex 
(RISC). The small RNA component serves as a guide to 
identify a complementary sequence in a messenger 
RNA (mRNA) and causes the mRNA to be cleaved by 
RISC or prevents it from being translated into protein 
(1–4 ). The result is that the targeted gene is silenced. 

Although unmodified siRNA duplexes have been 
used with success for gene silencing, chemical modi-
fication of one or both of the strands is desired for 
therapeutic applications to enhance stability and to 
improve pharmacokinetic properties. Numerous chemi-
cal modifications have been evaluated, but only a few 
nucleobase modifications have been tested for effects 
on siRNA activity (5–7 ). It is not clear which of these 
nucleobase modifications are recognized and accepted 
by the RNA-induced silencing complex, RISC, during the 
course of RNA interference. 

The 2´-deoxydifluorotoluyl nucleoside (dF) is a 
nonpolar nucleoside analogue invented by Kool and 
co-workers that is an isostere of thymidine (T) (8 ). In 
a DNA double helix, dF is destabilizing due to lack of 
hydrogen bonds. It is, however, more hydrophobic and 
stacks more favorably than thymidine (9 ). An NMR 
solution structure of a DNA dodecamer containing dF°A 
pairs revealed no significant deviations from B-form 
geometry (10 ). A canonical T-A base pair and the cor-
responding F°A pair are shown in Figure 1. dFTP serves 
as a substrate for Escherichia coli DNA polymerase 
and is inserted into a template opposite adenosine 
(A) with an efficiency 40-fold lower than that of dTTP, 
but with selectivity nearly as high as that observed 
for dTTP (8, 11 ). Replication of dF-containing tem-
plates occurs in bacterial cells with high fidelity (12 ). 
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A b st r Ac t  Recently, chemically synthesized short interfering RNA (siRNA) 
duplexes have been used with success for gene silencing. Chemical modification 
is desired for therapeutic applications to improve biostability and pharmacokinetic 
properties; chemical modification may also provide insight into the mechanism of 
silencing. siRNA duplexes containing the 2,4-difluorotoluyl ribonucleoside (rF) were 
synthesized to evaluate the effect of noncanonical nucleoside mimetics on RNA 
interference. 5´-Modification of the guide strand with rF did not alter silencing rela-
tive to unmodified control. Internal uridine to rF substitutions were well-tolerated. 
Thermal melting analysis showed that the base pair between rF and adenosine (A) 
was destabilizing relative to a uridine-adenosine pair, although it was slightly less 
destabilizing than other mismatches. The crystal structure of a duplex contain-
ing rF°A pairs showed local structural variations relative to a canonical RNA helix. 
As the fluorine atoms cannot act as hydrogen bond acceptors and are more hydro-
phobic than uridine, there was an absence of a well-ordered water structure around 
the rF residues in both grooves. siRNAs with the rF modification effectively silenced 
gene expression and offered improved nuclease resistance in serum; therefore, 
evaluation of this modification in therapeutic siRNAs is warranted.
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Kool rationalized that 
hydrogen bonds are less 
important, and nucleotide 
shape is more important, 
in the fidelity of DNA 
replication than originally 
believed. (12 )

We have evaluated 
the effects of the ribo-
nucleotide analogue of 
2,4-difluorotoluyl (rF) on 
in vitro RISC-mediated 
gene silencing activity of 
small interfering RNAs 
(siRNAs). Also reported 

is an evaluation of the thermal stability of duplexes 
containing the rF modification and a high-resolution 
crystal structure of a self-complementary 12-mer RNA 
duplex containing two rF°A pairs. A guide strand with 
an rF opposite to the cleavage site on the mRNA target 
directed cleavage of the mRNA at the predicted site. 
This experiment demonstrated the importance of 
stacking interactions rather than hydrogen bonding 
at this critical functional site. The biostability of siRNA 
duplex in serum is critical to therapeutic utility. The 
rF modification provided resistance to endonuclease 
cleavage, the first example of an induced stability that 
may be due to the hydration around the modification 
revealed by the crystal structure.

RESULTS AND DISCUSSION
The rF monomer was synthesized as described in 

Methods (Figure 2). In general, the thermal stability of 
a duplex is increased when C-5 of a pyrimidine has a 
methyl group as compared to a hydrogen (13 ); thus, 
we chose to evaluate the fluorine-substituted analogue 
of thymidine, rather than the uridine (U). Parsch and 
Engels reported a similar synthesis of a phosphoramide 
of 2,4-difluorobenzene riboside and its incorporation 
to a 12-mer RNA (14 ). The siRNA duplexes (Table 1) 
were synthesized using standard RNA oligonucleotide 
synthesis and purification protocols (15, 16 ). Thermal 
melting profiles of the RNA duplexes were used to 
evaluate the effect of the rF modification on RNA duplex 
stability (Table 1). The rF°A pair lowered the melting 
temperature (Tm ), but was slightly less destabilizing 
than the mismatches tested. For example, the fully 
complementary duplex had a Tm of 73 °C. Substitution 

of rF for U at position 10 on the guide strand of duplex 
I (Table 1, duplex VII) decreased the Tm by 5.5 °C rela-
tive to the unmodified duplex, whereas substitution 
of cytidine (C) for U (Table 1, duplex X) lowered the 
Tm by 6.5 °C. Substitution with either purine lowered 
the Tm by 7.5 °C. Substitution of U with ribo 2,4-
difluorobenzene nucleoside in a 12-mer RNA duplex 
decreases the thermal stability of the duplex by 10 °C 
(14 ). Though a direct comparison of thermal stability 
of a 19-mer duplex with two T overhangs on either end 
(Table 1, duplex VII) with a blunt-ended 12-mer duplex 
is difficult, the rF modification appears to be more sta-
bilizing than the 2,4-difluorobenzene modification.
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Figure 2. Scheme for the synthesis of ribo-difluorotoluyl 
nucleoside phosphoramidite (8). (i) n-BuLi/THF, –78 °C, 
3 h, Ar atm, then 0 °C, 3 h; Et3SiH–BF3·Et2O/CH2Cl2, 
–78 °C to RT, 16 h, Ar atm., 81%; (ii) BCl3/CH2Cl2, 
–78 to –40 °C, 4 h , Ar atm., 74%; (iii) DMTr-Cl, DMAP/Py, 
RT, 20 h, 71%; (iv) AgNO3, Py, TBDMS-Cl/THF, RT, 12 h, 
85% (combined, 6:7 2:8); (v) i-Pr2NP(Cl)O(CH2)2CN, DMAP, 
i-Pr2NEt/CH2Cl2, RT, Ar atm, 91%. 



VOL.1 NO.3   •  176–183   •  2006 XIA E t  A l .  www.acschemicalbiology.org

Modified siRNAs II–VII (Table 1) have guide strands 
complementary to firefly luciferase. These modified 
siRNAs were compared with unmodified control siRNA 
(Table 1, duplex I) for the ability to silence luciferase 
activity in vitro. The 50% inhibitory concentrations (IC50) 
for duplexes tested are listed in Table 1, and selected 
data is shown in Figure. 3. When 
the rF was positioned at the 5´-end 
of the guide strand (Table 1, 
duplex II), silencing efficiency was 
similar to that observed with an 
unmodified duplex. When rF was 
substituted for U at position 7 
(Table 1, duplex III), silencing 
was essentially the same as that 
of unmodified control (Table 1, 
duplex I). Activity of the duplex 
with rF at position 16 (Table 1, 
duplex IV) was reduced by 
approximately 2-fold compared 
with control. Substitution of rF 

for C near the center of the duplex was not tolerated 
(Table 1, duplexes V and VI). Interestingly, rF or C could 
be substituted for uridine at position 10 (Table 1, 
duplexes VII and X) without much loss of activity, but 
purine substitution at this position was not tolerated 
(Table 1, duplexes VIII and IX). In agreement with 
previous reports (6, 7 ), the effect of mismatches on 
silencing depends on the mismatch position, the 
sequence surrounding and opposite the mismatch, and 
the geometry of the mismatch, independent of whether 
the nucleobase is canonical or noncanonical.

The RISC mechanism requires 5´-phosphorylation 
for recruitment of the guide strand and the guide 
strand-targeted endonuclease (argonaute2) cleavage 
of the target mRNA (17 ). Previous work has shown 
that chemically modified siRNAs that cannot be 
5´-phosphorylated at the guide strand are inactive 
(18, 19 ). The guide strand containing a 5´-rF modi-
fication was efficiently labeled with 5-[g-32P]ATP by 
T4 polynucleotide kinase (Figure 4) and was effective in 
the in vitro silencing assay (Figure 3).
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table 1. siRNA duplex sequences, thermal stability, and 
biological activity 

ID Duplex sequencea Tm(°C)b IC50(nM)c

I  C U U A C G C U G A G U A C U U C G A TT  0.21 

 T T G A A U G C G A C U C A U G A A G C U  73

II  C U U A C G C U G A G U A C U U C G A TT	 nd 0.27 
 TT G A A U G C G A C U C A U G A A G C F  

III  C U U A C G C U G A G U A C U U C G A TT nd 0.27
 TT G A A U G C G A C U C A F G A A G C U   

IV  C U U A C G C U G A G U A C  U U C G A TT nd 0.58 

 TT G A A F G C G A C U C A U G A A G C U  

V  C U U A C G C U G A G U A C U U C G A TT nd >30 

 TT G A A U G C G A C U F A U G A A G C U   

VI  C U U A C G C U G A G U A C U U C G A TT nd >30 

 TT G A A U G C G A F U C A U G A A G C U   

VII  C U U A C G C U G A G U A C U U C G A TT 67.5 1.2 

 TT G A A U G C G A C F C A U G A A G C U  

VIII  C U U A C G C U G A G U A C U U C G A TT 65.5 >30 

 TT G A A U G C G A C A C A U G A A G C U 

IX  C U U A C G C U G A G U A C U U C G A TT 65.5 >30 

 TT G A A U G C G A C G C A U G A A G C U   

X  C U U A C G C U G A G U A C U U C G A TT 66.5 0.92 

 TT G A A U G C G A C C C A U G A A G C U  
asiRNA duplexes are shown with the sense strand above (written 5´ to 3´) 
and the guide strand below (written 3´ to 5´). All nucleotides were ribo 
with the exception of deoxythymidines (indicated by T). The rF modification 
is indicated by an F.  bTm is the midpoint of the thermal melting transition 
±0.5 °C; nd indicates not determined.  cThe IC50 value is for luciferase 
silencing in HeLa cells.

Figure 3. Effect of the rF modification vs mismatches on 
siRNA activity. siRNA duplexes targeted luciferase mRNA. 
siRNA activity was observed as a decrease in percent 
luciferase luminescence over concentrations ranging from 
0.4 to 30 nM. Firefly/Renilla luciferase expression ratios 
were used to determine percent gene silencing relative to 
untreated controls

Figure 4. Phosphorylation of an 
oligonucleotide with a 5´ rF modification: 
lane 1, alkaline hydrolysis of 5´-32P-end 
labeled unmodified guide strand of 
duplex I (Table 1); lane 2, reaction of 
unmodified guide strand of duplex I 
with 5-[g-32P]ATP and T4 polynucleotide 
kinase; lane 3, alkaline hydrolysis of 
5´-32P-end labeled 5´-rF-guide strand of 
duplex II (Table 1); lane 4, reaction of 5´-
rF-guide strand with 5-[g-32P]ATP and T4 
polynucleotide kinase. The guide strand 
of duplex II was labeled with 32P by T4 
polynucleotide kinase as efficiently as an 
unmodified oligonucleotide.
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In a 21-mer siRNA duplex with mRNA, the cleavage 
site on the mRNA is located between nucleotides 10 
and 11 from the 5´-end of the guide strand (20, 21 ). 
To insure that inhibition of luciferase expression 
observed with rF-modified siRNAs was due to siRNA-
directed cleavage, specific mRNA cleavage products 
were characterized using a modified 5´-RACE (rapid 
amplification of cDNA ends) technique as previously 
described (23–25 ) (Figure 5). Sequencing of the PCR 
products demonstrated that siRNA-mediated cleav-
age occurred at the predicted site after treatment with 
the unmodified duplex as well as duplex VII (rF at 
position 10). No cleavage product was detected after 
treatment with duplex V (rF at position 9), in agreement 

with the results of the luciferase silencing 
assay (Table 1, Figure 3). Some product was 
observed after treatment with duplex VI, with 
rF substituted for C at position 11. No lucifer-
ase activity was detected in the expression 
assay with duplex VI; the discrepancy was 
most likely due to the higher sensitivity of 
the RACE assay. No cleavage product was 
observed in cells treated with unrelated 
siRNA or cells alone. 

The biostability of siRNA duplex in serum 
is critical to therapeutic utility. The rF modifi-
cation provides resistance to endonuclease 
cleavage (Figure 6). In this experiment, 
duplexes labeled at the 5´-end of one strand 
were incubated in human serum and the 
endonuclease cleavages were visualized by 
PAGE. The cleavage observed in the control 
unmodified duplex 
between U16 and A17 
near the 3´-end was 
not observed in the 
rF-modified strand. Our 
data suggest that the rF 
modification increases 
the resistance to endo-
nuclease activity of an 
siRNA without compro-
mising silencing activ-
ity. Two other sites, U7 
and C11, were cleaved 
by endonuclease 
and serve as internal 

controls for cleavage at 
the modified residue. The 

modified strand also undergoes 
degradation by exonucleases. In 
summary, whereas endonuclease 
cleavage occurred at U7 and 
C11, the modified site 16 was 
resistant.

To visualize the geometry of 
the rF°A pair in an RNA duplex, we 
determined the crystal struc-
ture of the self-complementary 
duplex with two rF°A pairs, 
5´-CGCFAAUUAGCG-3´, to 
1.61 Å resolution (residues of 
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Figure 5. RACE analysis of cleavage products. a) Schematic 
representation of modified RACE analysis of siRNA-induced cleavage 
of luciferase mRNA. Primers used for amplification of cleavage 
products are indicated by the green arrows. b) Cells were treated with 
luciferase-targeting siRNA duplexes and RACE–PCR amplification 
products were analyzed using agarose gel electrophoresis. The 
lanes labeled MM are molecular weight markers, the lane labeled 
c indicates cells transfected with unrelated siRNA, n indicates cells 
alone. The cleavage site was verified by sequencing. The arrow on 
the chromatogram indicates the precise cleavage site where the RNA 
adaptor was ligated.

Figure 6. The rF modification imparted 
resistance to endonuclease cleavage 
to an siRNA duplex. The guide strand 
(5´-UCGAAGUACUCAGCGFAAGdTdT-3´) 
contained rF at position 16. The first panel 
shows the unmodified control siRNA. 
The second panel shows the rF-modified 
duplex IV. The positions of the observed 
endonuclease cleavages after U7, C11, and 
U16 (or rF16) are labeled. The first lane 
in each panel is alkaline hydrolysis of the 
labeled guide strand. The second lane was 
the duplex incubated in phosphate-buffered 
saline for 240 min. The subsequent lanes 
show cleavage observed after incubation 
for 0, 15, 30, 60, 120, and 240 min in 90% 
human serum. 
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strands 1 and 2 are numbered 1–12 and 13–24, 
respectively). The structure of an RNA duplex of 
similar sequence, (5´-CGCgAAUUaGCG-3´)2, with two 
guanosine°adenosine (G°A) mismatch pairs (under-
lined) was determined a decade ago (26 ). Recently, 
we collected diffraction data to better than 1.1 Å 
resolution for crystals of the dodecamer containing 
G°A mismatches, and it was anticipated that replace-
ment of G4 by rF and the formation of two rF°A pairs 
would not hamper crystallization (Figure 7). In the 
duplex, the rF and A moieties are more than 0.8 Å 
apart, on average, along the long dimension of the pair 
(Figure 8, panels a and b) relative to the positions of 
bases in the central U-A pairs (Figure 8, panel c) as a 
consequence of the loss of hydrogen bonds and the 

C–H...N interaction in the rF°A pair. The F4 of rF and 
the exocyclic N6 of A are at approximately the sum of 
their van der Waals radii. This leads to an opening of 
rF°A pairs (of 10°) compared to a U-A pair and a local 
widening of the major groove. Other structural changes 
include a marked roll between rF16 and A17 (–20°) 
and strong shearing in the rF16°A9 pair, with the rF 
moiety shifted 0.75 Å into the major groove relative to 
other base pairs (Figure 8, panel b). The same pair also 
exhibited a very strong propeller twist (–30°; –13° in 
the rF4°A21 pair; average value in the duplex, –17°). 
Unlike O2 and O4 of U, fluorine atoms in rF residues do 
not engage in hydrogen bonds to water molecules, and 
there was an absence of a well-ordered water struc-
ture around difluorotoluyl moieties in both grooves. 

Chemical modification of siRNA is required for 
therapeutic applications due to insufficient chemical 
stability and resistance to nuclease degradation of 
unmodified RNA and inefficient uptake of the siRNA 
into mammalian cells. Although there are virtually no 
technical limitations regarding chemical modification of 
the nucleobase, sugar, and phosphate, extensive inter-
actions of siRNA with protein factors put constraints on 
the types of modifications and the number of resi-
dues that can be modified without severely impairing 
the efficacy of the siRNA. We have synthesized and 

evaluated siRNA duplexes modified with the 
ribonucleotide analogue of 2,4-difluorotoluyl 
(rF). Difluorotoluyl was first synthesized and 
evaluated in the context of DNA duplexes by 
Kool and co-workers (8 ). The dF modification 
destabilizes DNA duplexes but is accepted by 
DNA polymerase with high fidelity (12 ). 

In the fidelity of DNA polymerase, nucleo-
tide shape appears to be more important 
than hydrogen bonding, as selectivity for the 
dF analogue is roughly equivalent to that of 
T (12 ). Our results suggest that hydrogen 
bonds are not as critical as shape in selectivity 
of siRNA-mediated RISC cleavage. Whereas 
substitution of either A or G was not tolerated 
in the guide strand opposite the cleavage 
site, neither rF nor C abolished silencing of 
luciferase in an expression assay (Figure 3, 
Table 1). A RACE assay was used to ensure 
that the mechanism of silencing was not 
altered by rF substitution (Figure 5, panel b). 
When rF replaced C at position 9 (Table 1, 
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Figure 7. Example of the electron density in the region of 
the rF modification. Fourier (2Fo – Fc) sum electron density 
around the final structure in the region of the rF4°A21 
pair. Carbon atoms of the rF moiety are highlighted in 
magenta and fluorine atoms in green.

Figure 8. Geometry and hydration 
of rF°A and U-A base pairs in the 
RNA dodecamer duplex. Base pairs 
(a) rF4°A21, (b) rF16°A9, and (c) A6-U19 
are shown. Atoms are colored yellow, 
red, cyan, and orange for carbon, 
oxygen, nitrogen, and phosphorus, 
respectively. Carbon atoms of the 
difluorotoluene moiety are highlighted 
in magenta, fluorine atoms are green 
and water molecules are pink. Selected 
hydrogen bonds in the U-A base pair 
and the corresponding interactions 
in the rF°A pair are shown as dashed 
lines with distances in angstroms. The 
lengths of Watson–Crick hydrogen 
bonds and the O2(U) to C2(A) distance 
shown in panel c are average values 
based on the four central U-A pairs. 
In panel c, the water molecules 
hydrogen bonded to O2(U) and N3(A) 
are separated by 3.6 Å. The figures 
were generated with the program UCSF 
Chimera (26 ).
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duplex V), no cleavage product was observed. An rF 
substitution at position 10 reduced silencing by about 
6-fold compared to the unmodified siRNA, but a RACE 
product was observed and, as shown by sequencing 
of the product (data not shown), had the sequence 
expected for cleavage opposite positions 10 and 11 
of the guide strand. To our knowledge, this is the first 
demonstration of RNA-mediated gene silencing using 
an siRNA chemically modified at the cleavage site with 
a nucleobase mimetic that does not form a Watson-
Crick base pair. 

The crystal structure of a duplex containing two 
rF°A pairs indicates that the presence of an isolated 
rF°A pair leads to a host of local changes that subtly 

affect the geometry of the duplex both geometrically 
and thermodynamically compared to a duplex with 
canonical U-A pairs. In particular, local stacking interac-
tions and water structure undergo changes relative to a 
Watson-Crick-paired duplex. On the basis of the struc-
tural and thermodynamic data, one can conclude that 
the duplex is not as rigid at the sites of rF incorporation 
as it would be if a Watson-Crick pair was present, con-
sistent with the observations from a recent molecular 
dynamics simulation (27 ). In spite of these structural 
variations, the retention of silencing activity, recogni-
tion by the RISC enzymes and kinase, and improved 
endonuclease resistance in serum all warrant further 
evaluation of rF in therapeutic siRNAs.
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METHODS 
Synthesis of Ribo-difluorotoluyl Nucleoside 

Phosphoramidite. The difluorotoluyl (rF) monomer 8 was synthe-
sized as shown in Figure 2. 

1. 2,3,5-Tri-O-benzyl-1-C-(2,4-difluorotoluene)-d-b-riboside 
(3). Compound 1 was prepared according to Kool’s procedure 
(28 ). n-Butyl lithium (4.25 mL, 2.5 M in hexanes) was added 
to a cold solution of 5-bromo-2,4-difluorotoluene (2.19 g, 
10.63 mmol) in anhydrous THF (50 mL) at –78 °C and stirred 
at the same temperature for 3 h under an argon atmosphere. 
2,3,5-Tri-O-benzyl-D-ribolactone (2, 4.45 g, 10.63 mmol) in dry 
THF (17 mL) was added dropwise to the above solution and 
stirred at –78 °C for 2 h and then at 0 °C for 3 h. The reaction 
mixture was quenched with saturated NaHCO3 solution and 
extracted with dichloromethane (3 × 120 mL). The organic 
phase was washed with saturated aqueous NaHCO3 solution 
and brine, dried (Na2SO4), and concentrated to a crude residue 
that was dried under high vacuum for 1.5 h. BF3°Et2O (4 mL) 
and Et3SiH (5.1 mL) were added to a cold solution of the crude 
residue in anhydrous dichloromethane (80 mL) at –78 °C and 
stirred at –78 °C to ambient temperature under argon overnight. 
The reaction was quenched by addition of 1 N HCl, stirred at 
ambient temperature for 1 h, and subsequently neutralized with 
1 N aqueous NaOH solution. The product was extracted into 
dichloromethane (3 × 100 mL), washed with saturated aque-
ous NaHCO3 solution and then brine, dried over Na2SO4, and 
concentrated to a crude residue that was applied to a column 
of silica gel and eluted with hexanes–ethyl acetate (4:1) to give 
pure compound 3 (4.57 g, 81%) as a syrup. Characterization of 
the product by NMR is described in Supporting Information. 

2. 1-C-(2,4-Difluorotoluene)-d-b-riboside (4). BCl3 (31 mL, 
1 M in dichloromethane) was added to a cold solution of 
2,3,5-tri-O-benzyl-1-C-(2,4-difluorotoluene)-d-b-riboside 3 (1.1 g, 
2.08 mmol) in anhydrous dichloromethane (100 mL) at –78 °C 
under an argon atmosphere. The reaction mixture was stirred 
at –78 °C for 2.5 h and at –45 °C for 1 h. The reaction was 
quenched with dichloromethane–methanol (50 mL, 1:1) and 
saturated ammonia–methanol solution. After concentration to a 
crude residue, the solution was applied to a column of silica gel 
and eluted with dichloromethane–methanol (5:1) to give com-
pound 4 (400 mg, 74%) as a white solid. Characterization of the 
product by NMR is described in Supporting Information.

3. 5´-O-(4,4´-Dimethoxitrityl)-1-C-(2,4-difluorotoluene)-d-b-
riboside (5). 4,4´-Dimethoxtrityl chloride (535 mg, 1.58 mmol) 
was added to a solution of 1-C-(2,4-difluorotoluene)-d-b-

riboside 4 (370 mg, 1.42 mmol) in anhydrous pyridine (3 mL) 
in the presence of 4-N,N-dimethylaminopyridine (DMAP, 40 mg) 
and stirred at ambient temperature under argon overnight. The 
reaction mixture was concentrated to a crude residue and co-
evaporated with dry toluene (3 × 10 mL). The crude residue was 
applied to a column of silica gel saturated with 2% triethylamine 
in hexanes and eluted with hexanes–ethyl acetate (1.5:1) to 
give pure compound 5 (570 mg, 71%) as an amorphous white 
solid. Characterization of the product by NMR is described in 
Supporting Information.

4. 5´-O-(4,4´-Dimethoxitrityl)-2´-O-(tert-butyldimethylsilyl)-
1-C-(2,4-difluorotoluene)-d-b-riboside (6). Anhydrous pyridine 
(907 μL) and AgNO3 (235 mg, 1.35 mmol) were added to a 
solution of 5´-O-(4,4´-dimethoxitrityl)-1-C-(2,4-difluorotoluene)-
d-b-riboside 5 (640 mg, 1.14 mmol) in anhydrous THF (8 mL), 
and the solution was stirred at ambient temperature for 20 min 
under argon atmosphere. tert-Butyldimethylsilyl chloride 
(235 mg, 1.48 mmol) in dry THF (3 mL) was added to the stirring 
mixture, and stirring was continued at ambient temperature for 
3 h. Solids were filtered off, and the filtrate was concentrated 
to a crude residue that was applied to a column of silica gel 
and then eluted with hexane–Et2O (4:1) to give compound 6 
(360 mg, 46%), compound 7 (5´-O-(4,4´-dimethoxitrityl)-3´-
O-(tert-butyldimethylsilyl)-1-C-(2,4-difluorotoluene)-d-b-riboside, 
40 mg, 5%), and a mixture of compounds 6 and 7 (650 mg) 
as amorphous solid. Characterization of the product by NMR is 
described in Supporting Information. 

5. 5´-O-(4,4´-Dimethoxitrityl)-2´-O-(tert-butyldimethylsilyl)-
1´-C-(2,4-difluorotoluene)-d-riboside-3´-O-caynoethyl-N,N-di
isopropylphosphoramidate (8). 2-Cyanoethyl-N,N-diisopropyl-
chlorophosphoramidite (252 mg,1.07 mmol) was added to 
a solution of 5´-O-(4,4´-dimethoxitrityl)-2´-O-(tert-butyldi-
methylsilyl)-1-C-(2,4-difluorotoluene)-d-b-riboside 6 (360 mg, 
0.53 mmol), diisopropylethylamine (504 μL, 2.93 mmol), and 
DMAP (19 mg) in anhydrous dichloromethane (6 mL) and 
stirred at ambient temperature for 6 h under argon. The reac-
tion mixture was concentrated to a crude residue, applied to a 
column of silica gel that was saturated with 2% triethylamine 
in hexanes, and eluted with hexanes–ethyl acetate (2:1) to 
give pure compound 8 (420 mg, 91%) as an amorphous white 
solid. Characterization of the product by NMR is described in 
Supporting Information.
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Oligonucleotide Synthesis. The RNA molecules were 
synthesized on a 394 ABI synthesizer using the manufacturer’s 
standard 93 step cycle with modifications described below. The 
dT-controlled pore glass (CPG) was prepacked, 1 μmol, 500 Å 
from Proligo Biochemie GmbH. RNA phosphoramidites with 
fast deprotecting groups were obtained from Pierce Nucleic 
Acid Technologies or were synthesized as described above 
and were used at concentrations of 0.15 M in CH3CN unless 
otherwise stated. Specifically, in addition to the rF amidite 
8, 3´-O-(2-cyanoethyl)-N,N´-diisopropyl)-phosphoramidites 
of 5´-O-(4,4´-dimethoxytrityl)-2´-O-t-butyldimethylsilyl-N6-
phenoxyacetyladenosine, 5´-O-(4,4´-dimethoxytrityl)-2´-
O-t-butyldimethylsilyl-N2-p-isopropylphenoxyacetylguanosine, 
5´-O-(4,4´-dimethoxytrityl)-2´-O-t-butyldimethylsilyl-N4-acetyl-
cytidine, 5´-O-(4,4´-dimethoxytrityl)-2´-O-t-butyldimethylsilyluri-
dine, and 5´-O-(4,4´-dimethoxytrityl)thymidine were used for the 
oligonucleotide synthesis.

The coupling times were 7.5 min for the RNA monomers 
and 10 min for the rF monomer. Details of other reagents 
were as follows: activator, 5-(ethylthio)-1H-tetrazole (0.25 M); 
Cap A, 5% phenoxyacetic anhydride/THF/pyridine; Cap B, 
10% N-methylimidazole/THF; PO-oxidation, 0.02 M iodine 
in THF/water/pyridine. Detritylation was achieved with 
3% TCA/dichloromethane.

The oligonucleotide was cleaved from the CPG, with simul-
taneous deprotection of base and phosphate groups, with 
1.0 mL of a mixture of ethanolic ammonia (ammonia–ethanol, 
3:1) for 16 h at 55 °C. The solution was decanted, lyophilized, 
and resuspended in 0.2 mL of triethylamine trihydrofluoride 
(TEA.3HF, Aldrich) and was incubated at 65 °C for 90 min to 
remove the t-butyldimethylsilyl (TBDMS) groups. The completely 
deprotected oligonucleotides were then precipitated from anhy-
drous methanol (MeOH, 0.4 mL).

The oligonucleotides were purified by vertical slab 
polyacrylamide gel electrophoresis (PAGE), generally 20% (w/v) 
acrylamide and 5% BIS (with respect to the mass of acrylamide). 
About 50 ODs were typically loaded onto preparative gels in the 
loading buffer of 80% formamide in 10× Tris-borate-EDTA buffer 
(TBE). The desired bands were excised and shaken overnight in 
5 mL of 100 mM sodium acetate. The extracted oligonucleotides 
were desalted using C-18 Sep-Pak cartridges (Waters). The 
oligonucleotides were characterized by electrospray mass 
spectroscopy (ES/MS) and analytical anion-exchange HPLC 
and/or capillary gel electrophoresis (CGE). The LC-MS data 
for single strands are listed in Supplementary Table 1 in 
Supporting Information. 

Thermal Denaturation (Tm) Studies. Molar extinction 
coefficients for the oligonucleotides were calculated according 
to nearest-neighbor approximations (units = 104 M–1 cm–1). 
Duplexes were prepared by dissolving lyophilized equimolar 
amounts of the complementary strands in phosphate-buffered 
saline (pH 7.0) to give a final concentration of 2.4 μM of each 
strand. The solutions were heated to 90 °C for 10 min and 
cooled slowly to room temperature before measurements. Prior 
to analysis, samples were degassed by placing them in a speed-
vac concentrator for 2 min. Denaturation curves were acquired at 
260 nm at a rate of heating of 0.5 °C min–1 using a Varian CARY 
spectrophotometer fitted with a 12-sample thermostated cell 
block and a temperature controller. 

In Vitro Analysis of Luciferase Expression. HeLa cells that 
stably express both firefly and Renilla luciferase (HeLa Dual-luc 
cells) were grown at 37 °C in Eagle medium supplemented 
with 10% fetal bovine serum (FBS), 100 units mL–1 penicillin, 
100 μg mL–1 streptomycin, 0.5 μg mL–1 puromycin, and 
500 μg mL–1 zeocin (Invitrogen). Cells were passaged regularly 
to maintain exponential growth. Twenty-four hours prior to siRNA 
transfection, cells were seeded on opaque, white 96-well plates 

(Costar) at a concentration of 15000 cells per well in antibiotic-
free, phenol red-free DMEM (Invitrogen). 

In vitro activity of siRNAs was determined using a high-
throughput 96-well plate format assay for luciferase activity. 
HeLa Dual-luc cells were transfected with firefly luciferase 
targeting siRNAs at concentrations ranging from 0.40–30 nM 
using Lipofectamine 2000 (Invitrogen) according to the 
manufacturer’s protocol. After 24 h, cells were analyzed for both 
firefly and Renilla luciferase expression using a plate lumino-
meter (VICTOR2, PerkinElmer) and the Dual-Glo Luciferase Assay 
kit (Promega). Firefly/Renilla luciferase expression ratios were 
used to determine the percentage of gene silencing relative to 
untreated controls.

In Vitro 5´-Phosphorylation. Oligonucleotides with (Table 1, 
guide strand of duplex II) and without (Table 1, guide strand 
of duplex I) the rF modification at the 5´-end were incubated 
with [32P]ATP and T4 polynucleotide kinase using standard 
conditions and analyzed by denaturing 20% polyacrylamide gel 
electrophoresis.

RACE Analysis. HeLa-Dual Luc cells were transfected with 
30 nM of the indicated siRNA at a density of 500 000 cells per 
well in a six-well plate using Lipofectamine 2000 transfection 
reagent (Invitrogen). Twenty-four hours post-transfection, 
cells were harvested, and total RNA was isolated using 
Qiagen’s RNeasy kit (Qiagen). One microgram of total RNA was 
subjected to RACE assay for detection of 3´ cleavage fragments 
(GeneRacer, Invitrogen). The GeneRacer RNA adaptor was 
ligated directly to untreated total RNA following the manufac-
turer’s protocol. cDNA was generated using a gene-specific 
primer (cDNA GSP, 5´-TGTACATCGACTGAAATCCCTGGT-3´). To 
detect cleavage products, PCR was performed using primers 
complementary to the RNA adaptor (GR5´, 5-´CTCTAGAGCGACT-
GGAGCACGAGGACACTA-3´, and Luc 1000 Rev1, 5´-GGAAACGAA-
CACCACGGTAGGCT-3´). Amplification products were resolved by 
agarose gel electrophoresis and visualized by ethidium bromide 
staining. The identity of specific PCR products was confirmed by 
sequencing.

Crystallization and Structure Determination. Crystals of 
the rF-modified RNA dodecamer were grown at 18 °C by the 
hanging-drop vapor diffusion method, using the Nucleic Acid 
Miniscreen (Hampton Research) (29 ). Droplets containing 
0.5 mM oligonucleotide, 5% 2´-methyl-2,4-pentanediol (MPD), 
20 mM sodium cacodylate, pH 5.5, 10 mM cobalt hexamine, 
20 mM LiCl, and 10 mM MgCl2 were equilibrated against a 
reservoir of 35% MPD. Crystals appeared after 1 week. Crystals 
of the rF-modified RNA dodecamer grew readily but exhibited a 
different space group and packing than the duplex without the 
rF substitution. Diffraction data were collected at 120 K on the 
insertion device beamline (5-ID) of the DuPont–Northwestern–
Dow Collaborative Access Team (DND-CAT) at the Advanced 
Photon Source (APS), Argonne, IL. Data were processed with the 
program X-GEN (30 ), and the structure was determined by the 
Molecular Replacement method using the program EPMR (31). 
Refinement of the structure was carried out with the programs 
CNS and REFMAC (32, 33 ). The geometry of the RNA duplex 
was analyzed with the program CURVES (Version 5.3) (34 ). 
Selected crystal data and refinement parameters are listed in 
Supplementary Table 2 in Supporting Information.

Accession Codes. Structure factors and final coordi-
nates have been deposited in the RCSB Protein Data Bank 
with ID code 2G92. 

Acknowledgment: We thank C. Wilds, Z. Wawrzak, 
and G. Lavine for their valuable contributions. Support 
from the U.S. National Institutes of Health is gratefully 
acknowledged (GM55237 to M.E.). Use of the Advanced 
Photon Source was supported by the U.S. Department of 
Energy, Basic Energy Sciences, Office of Science, under 

182



www.acschemicalbiology.org  VOL.1 NO.3   •  176—183   •  2006

Contract No. W-31-109-Eng-38. The DuPont-Northwestern-Dow 
Collaborative Access Team (DND-CAT) Synchrotron Research 
Center at the Advanced Photon Source (Sector 5) is supported 
by E. I. DuPont de Nemours & Co., The Dow Chemical Company, 
the National Science Foundation, and the State of Illinois.

Supporting Information Available: This material is available 
free of charge via the Internet.

REFERENCES
 1. Novina, C. D., and Sharp, P. A. (2004) The RNAi revolution, 

Nature 430, 161–164.
 2. Mello, C. C., and Conte, D. (2004) Revealing the world of RNA 

interference, Nature 431, 338–342.
 3. Hannon, G. J., and Rossi, J. J. (2004) Unlocking the potential of the 

human genome with RNA interference, Nature 431, 371–378.
 4. Tuschl, T., and Borkhardt, A. (2002) Small interfering RNAs: a revo-

lutionary tool for the analysis of gene function and gene therapy, 
Mol. Interventions 2, 158–167.

 5. Manoharan, M. (2004) RNA interference and chemically modified 
small interfering RNAs, Curr. Opin. Chem. Biol. 8, 570–579.

 6. Dorsett, Y., and Tuschl, T. (2004) siRNAs: applications in functional 
genomics and potential as therapeutics, Nat. Rev. Drug Discovery 3, 
318–329.

 7. Kurreck, J. (2003) Antisense technologies. Improvement through 
novel chemical modifications, Eur. J. Biochem. 270, 1628–1644.

 8. Moran, S., Ren, R. X., and Kool, E. T. (1997) A thymidine tri-
phosphate shape analog lacking Watson–Crick pairing ability is 
replicated with high sequence selectivity, Proc. Natl. Acad. Sci. 
U.S.A. 94, 10506–10511.

 9. Guckian, K. M., Schweitzer, B. A., Ren, R. X., Sheils, C., Paris, 
P. L., Tahmassebi, D. C., and Kool E. T. (1996) Experimental 
Measurement of Aromatic Stacking Affinities in the Context of 
Duplex DNA, J. Am. Chem. Soc. 118, 8182–8183.

 10. Guckian, K. M., Krugh, T. R., and Kool, E. T. (1998) Solution structure 
of a DNA duplex containing a replicable difluorotoluene–adenine 
pair, Nat. Struct. Biol. 5, 954–959.

 11. Morales, J. C., and Kool, E. T. (1998) Efficient replication between 
non-hydrogen bonded nucleoside shape analogs, Nat. Struct. 
Biol. 5, 950–954.

 12. Delaney, J. C., Henderson, P. T., Helquist, S. A., Morales, J. C., 
Essigmann, J. M., and Kool, E. T. (2003) High-fidelity in vivo replica-
tion of DNA base shape mimics without Watson–Crick hydrogen 
bonds. Proc. Natl. Acad. Sci. U.S.A. 100, 4469–4473.

 13. Freier, S. M., and Altmann, K.-H. (1997) The ups and downs 
of nucleic acid duplex stability: structure–stability studies on 
chemically-modified DNA:RNA duplexes, Nucleic Acids Res. 25, 
4429–4443.

 14. Parsch, J., and Engels, J. W. (2000) Synthesis of fluorobenzene and 
benzimidazole nucleic-acid analogues and their influence on stabil-
ity of RNA duplexes, Helv. Chim. Acta 83, 1791–1808.

 15. Manoharan, M., Xia, J. and Rajeev, K. G. (2006) Single- and double-
stranded oligonucleotides containing unnatural nucleobases for 
inhibition of gene expression and treatment of disease. U.S. Pat. 
Appl. Publ. 2006035254 A1 20060216 105 pp. 

 16. Rajeev, K. G., Xia, J., Noronha, A., Toudjarska, I., Li, F., Akinc, A., 
Frank-Kamenetsky, M., Braich, R., Egli, M. and Manoharan, M. 
(2006) RNA interference: RISC-mediated recognition of non-canoni-
cal ribo-difluorotoluyl nucleotide: Synthesis, structure and activity. 
Abstracts of Papers, 231st ACS National Meeting, Atlanta, GA, 
United States, March 26-30, 2006, CARB-066.

 17. Meister, G., Landthaler, M., Patkaniowska, A., Dorsett, Y., Teng, G., 
and Tuschl, T. (2004) Human Argonaute2 mediates RNA cleavage 
targeted by miRNAs and siRNAs, Mol. Cell 15, 185–197.

 18. Nykanen, A., Haley, B., and Zamore, P. D. (2001) ATP require-
ments and small interfering RNA structure in the RNA interference 
pathway, Cell 107, 309–321.

 19. Schwarz, D. S., Hutvagner, G., Haley, B., and Zamore, P. D. (2002) 
Evidence that siRNAs function as guides, not primers, in the 
Drosophila and human RNAi pathways. Mol. Cell 10, 537–548.

 20. Elbashir, S. M., Martinez, J., Patkaniowska, A., Lendeckel, W., and 
Tuschl, T. (2001) Functional anatomy of siRNAs for mediating effi-
cient RNAi in Drosophila melanogaster embryo lysate, EMBO J. 20, 
6877–6888.

 21. Harborth, J., Elbashir, S. M., Vandenburgh, K., Manninga, H., 
Scaringe, S. A., Weber, K., and Tuschl, T. (2003) Sequence, 
chemical, and structural variation of small interfering RNAs and 
short hairpin RNAs and the effect on mammalian gene silencing, 
Antisense Nucleic Acid Drug Dev. 13, 83–105.

 22. Llave, C., Xie, Z., Kasschau, K. D., and Carrington, J. C. (2002) 
Cleavage of Scarecrow-like mRNA targets directed by a class of 
Arabidopsis miRNA, Science 20, 2053–2056.

 23. Yekta, S., Shih, I. H., and Bartel, D. P. (2004) MicroRNA-directed 
cleavage of HOXB8 mRNA, Science 304, 594–596.

 24. Soutschek, J.; Akinc, A.; Bramlage, B.; Charisse, K.; Constien, R.; 
Donoghue, M.; Elbashir, S.; Geick, A.; Hadwiger, P.; Harborth, J.; 
John, M.; Kesavan, V.; Lavine, G.; Pandey, R. K.; Racie, T.; Rajeev, K. 
G.; Roehl, I.; Toudjarska, I.; Wang, G.; Wuschko, S.; Bumcrot, D.; 
Koteliansky, V.; Limmer, S.; Manoharan, M.; Vornlocher, H.-P. (2004) 
Therapeutic silencing of an endogenous gene by systemic adminis-
tration of modified siRNAs, Nature 432, 173–178.

 25. Leonard, G. A., McAuley-Hecht, K. E., Ebel, S., Lough. D. M., 
Brown, T. and Hunter, W. N. (1994) Crystal and molecular structure 
of r(CGCGAAUUAGCG): an RNA duplex containing two G(anti). 
A(anti) base pairs, Structures 2, 483–494.   

 26. Pettersen, E. F., Goddard, T. D., Huang, C. C., Couch, G. S., 
Greenblatt, D. M., Meng, E. C., and Ferrin, T. E. (2004) UCSF 
Chimera—A visualization system for exploratory research and analy-
sis, J. Comput. Chem. 25, 1605–1612.

 27. Zacharias, M., and Engels, J. W. (2004) Influence of a fluorobenzene 
nucleobase analogue on the conformational flexibility of RNA 
studied by molecular dynamics simulations, Nucleic Acids Res. 32, 
6304–6311.

 28. Schweitzer, B. A., and Kool, E. T. (1994) Nonpolar Aromatic 
Nucleosides as Hydrophobic Isosteres of DNA Nucleosides, J. Org. 
Chem. 59, 7238–7242.

 29. Berger, I., Kang, C. H., Sinha, N., Wolters, M., and Rich, A. A. (1996) 
Highly Efficient 24-Condition Matrix for the Crystallization of Nucleic 
Acid Fragments, Acta Crystallogr., Sect. D: Biol. Crystallogr. 52, 
465–468.

 30. Howard, A. J. (2000) Data processing in macromolecular crystal-
lography, in Crystallographic Computing 7. Proceedings from the 
Macromolecular Crystallographic Computing School (Bourne, P. E., 
Watenpaugh, K. D., Eds.), pp 150–165, Oxford University Press, 
Oxford, U.K.

 31. Kissinger, C. R., Gehlhaar, D. K., and Fogel, D. B. (1999) Rapid 
automated molecular replacement by evolutionary search, Acta 
Crystallogr., Sect. D: Biol. Crystallogr. 55, 484–491.

 32. Brünger A. T., Adams, P. D., Clore, G. M., DeLano, W. L., Gros, P., 
Grosse-Kunstleve, R. W., Jiang, J.-S., Kuszewski, J., Nilges, M., 
Pannu, N. S., Read, R. J., Rice, L. M., Simonson, T., Warren, G. L. 
(1998) Crystallography & NMR system: A new software suite for 
macromolecular structure determination, Acta Crystallogr., Sect. D: 
Biol. Crystallogr. 54, 905–921.

 33. Murshudov, G. N., Vagin, A. A., and Dodson, E. J. (1997) Refinement 
of macromolecular structures by the maximum-likelihood method, 
Acta Crystallogr., Sect. D: Biol. Crystallogr. 53, 240–255.

 34. Lavery, R., and Sklenar, H. (1989) Defining the structure of irregular 
nucleic acids: conventions and principles, J. Biomol. Struct. Dyn. 6, 
655–667.

183



EDITOR-IN-CHIEF
Laura L. Kiessling
University of Wisconsin, Madison

BOARD OF EDITORS
Jennifer A. Doudna
University of California-Berkeley

Kai Johnsson
Ecole Polytechnique Fédérale de Lausanne

Anna K. Mapp
University of Michigan, Ann Arbor

Michael A. Marletta
University of California, Berkeley

Peter H. Seeberger
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To Be or Not To Be an Author

S cientists love to publish papers. We editors enjoy helping them in this process. One
question invariably arises when authors prepare a manuscript: Who should be
included on the author list? Papers are the measure of the worth of a scientist. The

number of papers published and in which journals they appear are both scrutinized at
promotion time and during the grant review process. In short, much rides on publishing
papers. Multidisciplinary science projects, such as those we see in chemical biology, often
involve various research groups and many scientists collaborating on a common scientific
goal. Who should get credit (and subsequent fame and possibly fortune) for the work? When
should someone be included as an author, and when should they be acknowledged?

These are tough questions to answer, but we at ACS Chemical Biology would like to offer
some advice. First and foremost, we recommend that our writers discuss authorship when
collaborations begin. Material transfer agreements (MTAs) should be used when unique
material is provided to another laboratory. The MTA is a legal contract that governs the
transfer of one or more materials (usually biological, but increasingly chemical as well) from
the owner (provider) to a recipient. Different forms (Forms and Model Agreements http://
ott.od.nih.gov/forms_model_agreements/forms_model_agreements.html) are used
depending on who is transferring material to whom (academic to industry, for profit to
nonprofit, etc.), but the process of securing these agreements is the same. Before material is
sent, typically the provider writes an MTA and sends it to the investigator requesting the
material. The recipient then obtains the required signatures and returns it to the provider,
who also signs it and then delivers the materials. The form is eventually passed on to the
sponsored research or technology transfer office at the university (for example, see A Quick
Guide to Material Transfer Agreements at UC Berkeley, http://www.spo.berkeley.edu/guide/
mtaquick.html). While the MTA form is being exchanged, investigators should discuss and
ideally put in writing the possible authorship should a manuscript be forthcoming from the
use of the material transferred.

The one issue that is unique to chemistry is that synthetic compounds are nonrenewable
reagents. Unlike plasmids and cell lines, some compounds cannot easily be replicated
because their production can require complex and sometimes expensive synthetic
processes. If the molecule is easily and quickly synthesized by a knowledgeable practitioner
in the field, the transfer may or may not warrant coauthorship versus an acknowledgment.
The distinction is up to the provider, who must determine what level of effort was required.
Again, it is best to resolve these issues before the paper is written.

Once a paper has been completed, spelling out what each potential author contributed to
the paper may be helpful. Some journals, such as the Journal of the American Medical Asso-
ciation (JAMA, Editorial Policies for Authors, http://jama.ama-assn.org/ifora_current.dtl),
require this, and we at ACS Chemical Biology support the concept underlying this request.
ACS Chemical Biology is also considering asking corresponding authors to obtain letters
from scientists listed in the acknowledgment section of a paper indicating that they agree
that they should be thanked and not given authorship. Let us know if you believe requesting
this information will help protect authors and collaborators.

The final order of authorship is always up to the investigators. Typically, those who
conducted most of the experiments appear first in the list of authors, with principal investi-
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gators listed last. At ACS Chemical Biology, we do allow two authors to be designated as
contributing equally to the work. Furthermore, we allow changes in the author list anytime
before we accept the paper, as long as the corresponding author provides a reason why the
author was added or removed. For example, the request from a reviewer to include addi-
tional data may require the work from a new coauthor, and in these cases, it is appropriate to
include this person in the author list. The order of authors may need to be revised again, but
it should be discussed before the revised paper is submitted to the journal—it is practi-
cally impossible to change the author list after it is published on our website.

These suggestions may seem very formal to some, but they are the simplest way to avoid
disagreements after the paper is published. If someone disputes authorship after a paper is
printed, what do we at the journal do? We will request the list of correspondence between
the disputing parties. This may include MTAs as well as e-mail correspondence spelling out
what material was transferred and the formal or informal agreements made at the time of
transfer. On the basis of this paper trail, we will provide a recommendation to the corre-
sponding author of the paper in question. This author will make the final decision about
whether she/he should publish an erratum revising the author list. Note, however, that we
cannot change the published pdf file nor can we change the author listing in PubMed or
similar abstracting services. The only way to alert someone to the authorship change is
through an erratum published in our journal that will be linked to the original paper. This is
why we strongly recommend that authorship issues be discussed before the paper is
submitted to the journal.

We hope this editorial provides some useful information to potential authors about what
we at ACS Chemical Biology expect with respect to authorship. In future editorials, we will
continue to discuss our journal policies and relevant ethical issues. We look forward to your
feedback.

Evelyn Jabri
Executive Editor
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Chaperoning the ER

Promoting the Pro-Fluorophore
Fluorescent molecules are powerful tools for exploration of biological processes. 
The desire to understand these processes at increasingly intricate levels of detail has 
inspired innovative modifications to fluorescent compounds that expand their utility as 
molecular probes. In this spirit, Lavis et al. (p 252) have generated versatile, rhodamine-
derived fluorogenic labels, termed “pro-fluorophores”, that have controllable fluor-
escence properties and a bioconjugation handle. The pro-fluorophores are modified at 
one of the rhodamine nitrogens with a “trimethyl lock”, or an enzyme-reactive chemical 
modification that masks the fluorescence of the molecule, and at the other with a urea 
moiety that enables placement of a functional group for conjugation to biomolecules of 
interest. Synthesis and characterization of 
several model pro-fluorophores facilitated 
the creation of a compound that was stable 
in aqueous media, was highly reactive to 
porcine liver esterase, and, when added 
to HeLa cells, diffused into the cytoplasm 
where it was enzymatically hydrolyzed to 
yield a fluorescent compound. In a final derivatization, a maleimide group was installed 
in conjunction with the urea functionality to enable conjugation of the pro-fluorophore 
to a thiol. The compound was conjugated to an RNase A derivative, and the high 
stability and low background fluorescence of the fluorogenic label allowed for time-
lapse imaging of endocytosis of the conjugate by HeLa cells (the authors have provided 
a movie for online viewing). The chemistry behind this versatile new molecular tool 
allows for variations at the enzyme reactive and bioconjugation sites, enabling the 
design of molecular probes tailored to desired areas of interest.

No Nonsense Technology
The NMDA receptor is a member of the 
ligand-gated ion channels that responds 
to the excitatory neurotransmitter gluta-
mate. NMDA receptors are structurally 
and chemically complex proteins that 
contain three binding sites, one of which 
is occupied by a Mg2+ ion that blocks the 
channel pore. It has been proposed that 
the Mg2+ engages in a cation–π interaction 
with a conserved tryptophan residue in the 
binding site. Using unnatural amino acid 
mutagenesis, McMenimen et al. (p 227) 
demonstrate that 
this is not the 
case; rather, the 
tryptophan acts 
as a structural 
element in the 
channel blocking 
role of the Mg2+.

Nonsense suppression technology was 
used to replace the tryptophan residue 
with several unnatural residues in order 
to explore the relationship between the 
tryptophan and the Mg2+ ion. Fluorinated 
tryptophans and 2-naphthylalanine have 
smaller cation–π interaction abilities 
than tryptophan, yet the IC50 values and 
the voltage dependence of the channel 
block were not significantly altered 
with these amino acids. Moreover, 
comparison of tyrosine with the non-
aromatic cyclohexylalanine also resulted 
in an essentially identical Mg2+ block. 
Collectively, these data indicate that it 
is the size, shape, and hydrophobicity 
of the tryptophan that aptly shapes the 
channel for effective Mg2+ blockade. This 
study is the first application of nonsense 
suppression technology to the NMDA 
receptor and promises to lead the way 
for new revelations into the structure and 
function of this fascinating receptor.
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Mutations that impair 
proper protein folding can 
cause a variety of pathological conditions 
including Gaucher disease, a lysosomal 
storage disorder resulting from a functional 
deficiency of glucocerebrosidase (GC). 
Several distinct point mutations in GC, such 
as N370S, G202R, and L444P, target this 
enzyme for degradation in the endoplasmic 
reticulum (ER) and lead to reduced concen-
tration of GC in the lysosome. Sawkar et al. 
(p 235) demonstrate that the lysosomal 
concentration of these GC mutants can 
be increased by temperature reduction or 
through the use of chemical chaperones.

The GC mutants suffer from destabi-
lization at neutral pH, leading to their 
degradation in the ER before relocation 
to the lysosome. However, these mutants 
are relatively stable at the low pH of the 

lysosome, suggesting that if 
the folding predicament could 

be resolved and the mutant proteins could 
be trafficked to the lysosome, their activity 
might be partially retained. The researchers 
demonstrate that there is increased activity 
and lysosomal distribution of the N370S 
and G202R mutants in fibroblasts grown at 
30 °C. Likewise, when chemical chaper-
ones, or small molecules that can assist 
protein folding in the ER, were added to 
these cells, similar increases in N370S and 
G202R enzymatic activity and lysosomal 
localization were observed. These results 
demonstrate that the protein folding 
environment of the ER can be manipulated 
by small molecules and/or temperature reg-
ulation, offering potential new strategies for 
developing treatments for Gaucher disease 
and related protein folding disorders.
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Stressed Out Cells
Humans aren’t the only ones who get “stressed out”. 
Cells get stressed out under a variety of circumstances, 
such as glucose depri
vation, altered glyco
sylation, or accumulation 
of unfolded proteins. 
Fortunately, the cell has 
intricate systems in place 
to deal with such stress, 
including the unfolded pro
tein response (UPR). The 
UPR initiates three signaling 
pathways, one of which is mediated by the endoplasmic 
reticulum (ER) transmembrane protein kinase and 
endoribonuclease inositolrequiring enzyme 1a (IRE1a). 
Members of the BCL2 protein family, known for their 
intimate involvement in apoptosis, are also found in the 
ER, and various agents that induce apoptosis also induce 
the UPR. To further define the role of BCL2 proteins in the 
cellular stress response, Hetz et al. (Science 2006, 312, 
572–576) have examined the involvement of the proapoptotic 
BCL2 proteins BAK and BAX in UPR signaling events.

The researchers created BAX and BAK double knockout (DKO) 
mice and explored the effects on UPR signaling pathways. 

Comparison of DKO and wildtype 
cells using a variety of experiments 
including protein expression and 

phosphorylation analysis, coimmunoprecipitation, protein 
mutagenesis, and small interfering RNA revealed that BAX and 
BAK modulate the IRE1a signaling pathway by affecting Xbox
binding protein 1 (XBP1) expression, a transcriptional activator 
of UPRrelated genes that is activated by IRE1a. Furthermore, 
it was discovered that BAK expression at the ER membrane 
augmented IRE1a signaling, BAK and BAX interacted directly 

with IRE1a through their BH3 and 
BH1 domains, and this interaction 
was enhanced in cells undergoing ER 
stress suggesting that BAX and BAK 
may stabilize the active form of IRE1a.

The authors propose that BCL2 
proteins may function not only as 
proapoptotic molecules but also as 
modulators of ER homeostasis that 
link stress signals to the apoptotic 

circuitry in cells. This study provides a tangible connection 
between the UPR and proteins involved in apoptosis and will 
contribute to further deciphering of these two fundamental 
cellular processes. EG
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Spotlight
Arabidopsis Resists Hormone Stimulation

Reprinted with permission from AAAS

Plants and animals have mecha-
nisms to detect the presence of a 
pathogen. In plants, a 22 amino acid 
peptide derived from the N-terminus 

of flagellin (flg22) triggers a rapid 
down regulation of a subset of genes, 

in part through a posttranscriptional 
mechanism. One such mechanism is RNA silencing, an mRNA 
degradation process mediated by short 20–24 nucleotide 
short interfering (siRNA) and microRNA (miRNA). These short 
RNAs bind to target mRNAs and mediate their cleavage. Until 
recently, it was not clear if miRNAs, which modulate develop-
mental processes, were also involved in antibacterial resis-
tance. Now, Navarro et al. (Science 2006, 312, 436–439) show 
that the flg22 induces the generation of a miRNA that targets 
mRNAs of receptors for auxin, a plant hormone, resulting in 
reduced susceptibility to bacterial infection.

To investigate the mechanism by which flg22 
functions in bacterial resistance, transgenic 

Arabidopsis plants expressing viral genes that suppress 
miRNA- and siRNA-mediated processes were treated with 
flg22. Analysis of the mRNA levels from treated and untreated 
plant cells showed that a subset of mRNAs TIR1, AFB2 and 
AFB3 (but not AFB1) were more prevalent in these transgenic 
plants. These F-box proteins are auxin receptors. The repres-
sion of TIR1 and the AFB proteins coincides with increases in 
the level of miR393, a conserved miRNA. This miRNA-mediated 
repression leads to the down-regulation of auxin signaling 
pathways implicated in disease susceptibility. The miR393 
pathway works in parallel with transcriptional repression of 
auxin receptors to ensure a rapid and robust immune response 
to the attaching bacteria. Precisely how auxin promotes 
disease susceptibility is not clear.

These data show for the first time that miRNAs also 
contribute to antibacterial resistance in plants. It will be 

interesting to determine if other stress-
induced processes also utilize miRNAs to 
control cellular responses. EJ

Image reprinted with permission from AAAS 
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Mycoplasma pneumoniae is responsible for 
communityacquired pneumonia and various 
other airway disorders. This unique species of 
bacterium is characterized by the lack of a cellular 
wall, making them resistant to antibiotics that 
disrupt cell wall synthesis such as penicillins. In 
addition, like viruses, they are dependent on host 
cells for virulence. These unusual characteristics 
have posed unique challenges in the investigation 
and treatment of M. pneumoniae infections, and 
many of the molecular mechanisms involved in 
their pathology remain a mystery. Now, Kannan 
and Baseman (PNAS 2006, 103, 6724–6729) report the 
identification of a virulence factor seemingly responsible for 
respiratory injury associated with M. pneumoniae.

In the search for agents responsible for M. pneumoniae 
virulence, affinity chromatography using a human lung 
protein led to the identification of a 68 kDa protein desig
nated communityacquired respiratory distress syndrome 
toxin (CARDS TX). Analysis of the primary sequence revealed 
that CARDS TX shares sequence similarities to pertus
sis toxin (PTX), hinting that, like PTX, CARDS TX may be 
an ADPribosylating toxin (ADPRT). Indeed, experiments 

demonstrated that 
CARDS TX possesses 
ADPribosyltransferase 
(ART) activity, modify
ing an overlapping but 
distinct set of proteins 
than that of PTX. Treat
ment of mammalian 
cell cultures and 
baboon tracheal rings 
with the toxin revealed 
that CARDS TX causes 

the characteristic cytoplasmic vacuolization observed in 
infected specimens. Notably, infected individuals seroconvert 
to CARDS TX, providing further evidence that CARDS TX is the 
virulent factor in M. pneumoniae. The authors propose that 
intimate contact between the mycoplasma and the host cell 
in the early stages of infection could enable release of CARDS 
TX into target cells, leading to ADP ribosylation, vacuolization, 
and eventual cytotoxicity. Identification of this mycoplasma
associated toxin provides an explanation for the pathology 
of M. pneumoniae and will facilitate diagnostic, preventative, 
and treatment strategies for M. pneumoniae infections. EG

The extraordinary ability of stem cells to 
differentiate into most cell types has stim
ulated much research spanning the basic 
biology behind their metamorphosis to 
their tantalizing clinical potential in regen
erative medicine. Recently, intriguing con
nections have been made between stem 
cell regulation and chromatin structure. 
Now, four studies tackle genomewide 
analyses of chromatin structure to provide 
insight into the role of chromatin in stem 
cell regulation.

Chromatin, the structural building block 
of chromosomes, is made up largely of 
chromosomal DNA and proteins called 
histones. Posttranslational modification 
of histones, such as methylation or acetyl
ation of specific residues, modulates 
chromatin structure, and these modifi
cations are part of the gene regulation 
machinery. The polycomb group (PcG) of 
proteins are chromatinbinding proteins 

and are integral pieces of this machinery. 
PcG proteins form two major complexes, 
termed polycomb repressive complexes 
(PRCs). PRC2 binds to sites of transcrip
tional repression and modifies chromatin 

structure through epigenetic changes, 
or “heritable” changes that do not 
involve alteration of DNA sequence, by 
catalyzing histone H3 lysine27 (H3K27) 
methylation. Trimethylation of H3K27 

(H3K27me3) in turn provides a landscape 
that recruits PRC1, which facilitates 
chromatin reorganization, including oligo
merization and condensation, reinforcing 
transcriptional repression. Investigation 

into the identity and function 
of the specific genes that PRCs 
target will help elucidate mecha
nisms of gene regulation and 
define the pathways involved in 
embryonic development. 

To this end, Tolhuis et al. 
(Nature Genetics, published 
online April 20, 2006, 
doi:10.1038/ng1792), 
Boyer et al. (Nature, pub
lished online April 19, 2006, 

doi:10.1038/ng04733), and Lee et al. 
(Cell 2006, 125, 301–313) have mapped 
binding patterns of PcG proteins in 
Drosophila melanogaster, mouse, and 
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(Poly)Combing through the Stem Cell Genome, continued

human embryonic stem (ES) cells, respec
tively, and Bernstein et al. (Cell 2006, 
125, 315–326) have mapped histone 
methylation patterns in mouse ES cells. 
In all three species, PcG proteins strate
gically bind to sites of transcriptional 
repression of developmentally important 
genes, including genes that regulate 
early and late developmental processes 
in D. melanogaster, such as ectoderm 
development and eye morphogenesis, 
and genes involved in mammalian cell 
differentiation, cellfate commitment, 
organogenesis, hematopoiesis, and 
neurogenesis. In addition, there is a 
strong correlation between PcG binding 
and sites of H3K27me3 that substan
tially decreases upon cell differentiation. 
This crossspecies, genomewide data 
demonstrates that polycomb complexes 
target developmental genes and are a 
critical component of the gene silencing 

machinery. This implicates chromatin 
structure as an important regulator in ES 
cell pluripotency. 

Remarkably, a unique characteristic 
of ES cell chromatin appears to allow 
for the reversal of gene silencing upon 
appropriate developmental signals. While 
H3K27 methylation is a transcriptional 
repression signal, methylation of H3 
lysine 4 (H3K4) signifies transcriptional 
activation. Upon analysis of histone 
methylation patterns across the mouse 
ES cell genome, Bernstein et al. identified 
a specific pattern in the vicinity of many 
developmental genes, termed “bivalent 
domains” that consists of large regions 
of H3K27 methylation harboring smaller 
regions of H3K4 methylation. The impli
cated genes are largely silenced in ES 
cells, consistent with the H3K27 mark and 
with the findings of the other studies. The 
authors propose that the coincident H3K4 

methylation keeps these critical genes 
poised for activation at later develop
mental stages. Interestingly, strong corre
lations between genome sequence and 
histone methylation were also observed, 
highlighting the importance of DNA 
sequence in defining the initial epigenetic 
state, which is then altered as embryonic 
development progresses.

Taken together, these studies point to 
a model of ES cell regulation whereby PcG 
proteins and histone methylation function 
to control transcription of developmen
tally relevant genes, silencing them until 
developmental cues call for their activa
tion. Further elucidation of the molecular 
details of this intricate regulation system 
will enhance our understanding of myriad 
developmental processes, including stem 
cell differentiation, embryonic develop
ment, tissue homeostasis, aging, and 
oncogenesis. EG

Natural products are an incredibly valuable 
resource for discovery of potential new medicines 
and molecular tools for biological exploration. 
One major hurdle in natural products research is 
the tedious isolation and structure determination 
processes that are often required. Clarkson et al. 
(J. Nat. Prod. 2006, 69, 527–530) have devel-
oped a new technique, high-performance liquid 
chromatography–solid-phase extraction–nuclear 
magnetic resonance (HPLC–SPE–NMR) that 
enables the rapid structure determination of constituents of natural 
product extracts.

The researchers used HPLC–SPE–NMR to analyze the petroleum 
ether root extract from Harpagophytum procumbens, a plant native 
to South Africa whose large roots are used as an anti-inflammatory 
agent and to stimulate digestion. From 11 major and minor HPLC 
peaks analyzed, two novel structures were identified. Structure deter-
mination was facilitated by several key features of the HPLC–SPE–
NMR technique. First, extensive 2D NMR data can be obtained from 
all HPLC peaks without interruption of the mobile phase flow, as in 
direct, stopped-flow HPLC–NMR. In addition, multiple SPE trappings 
can be conducted, dramatically improving signal-to-noise ratios 

in the NMR analysis. Finally, the entire analysis can be performed 
under inert conditions, facilitating structure elucidation of air- and 
moisture-sensitive compounds. The novel compounds were found to 
contain an uncommon diterpene skeleton, named chinane, with an 
unusually placed isopropyl group on the terpene ring system. On the 
basis of comparison of their NMR data with that of other diterpenes, 
the authors propose that the chinane structure may exist in other 
known compounds whose structures have been misinterpreted. This 
new technique could revolutionize the structure elucidation process 
in natural products research and revitalize industrial drug discovery 
programs based on natural products by providing accelerated access 
to chemical diversity of biological sources. EG

Extracting Extract Structures
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Some marine mollusks secrete small molecules 
that inhibit biological processes such as protein 
translation. Mechanistic studies of translation have 
benefited significantly from the use of these ligands, 

many of which target specific steps in 
protein synthesis. Furthermore, several 
inhibitors of translation have been 
used as anticancer drugs and are in 
clinical trials. Recent studies showed 
that chlorinated lissoclimides from the 
marine mollusk Pleurobranchus forskalii 
affect translation. Now, Robert et al. 
(RNA 2006, 12, 717–724) find that two 
members of this family of molecules, 
chlorolissoclimide and dichlorolisso
climide, are potent inhibitors of 
eukaryotic translation elongation.

Chlorolissoclimide and dichlorolisso
climide are toxic bicyclic diterpene 
alkaloids and are members of a larger 
family of diterpenoids called labdanes. 
Investigation into the mechanism of 
inhibition of these compounds revealed 

that they inhibit the elongation phase 
of translation, as opposed to preventing translation 
initiation. Furthermore, unlike other translation elonga
tion inhibitors such as phyllanthoside and nagilactone 
C, which disrupt polyribosomes, chlorolissoclimide 
and dichlorolissoclimide block translation elongation 
by stalling the ribosome on the mRNA. The authors 
note that there is a structural similarity between the 
lissoclimides and cycloheximide, a translation inhibitor 
that also inhibits trans
location by interfering 
with the release of ribo
somes from polysomes. 

Diterpenoids from 
the labdane class have 
been isolated from a 
variety of plants and 
animals, and they have 
been found to possess 
inhibitory activity 
against a wide range of 
eurkayotic organisms, 
including Trypanosoma 
cruzi, algae, and cancer cells. The authors propose 
that, although more research is required into the 
mechanisms of action of these compounds, diverse 
species may use inhibition of protein synthesis as a 
defense mechanism against predators. EG
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Elongate No More
G Protein Hot Spots
Heterotrimeric guanine nucleotide-binding proteins (G pro-

teins) mediate diverse physiological processes, and small 

molecule modulators of these 

proteins have broad therapeutic 

potential. G protein coupled 

receptor activation results in the 

release of G protein βγ subunits 

that then participate in inter-

actions with multiple down-

stream effector molecules. Many 

of these effector interactions 

occur at a hotspot for protein-

protein interactions on the 

β-subunit surface. Bonacci et al. 

(Science, 2006, 312, 443–446) 

use molecular modeling to 

discover small molecules that interact with this surface and 

demonstrate that these compounds can differentially affect 

G protein function.

Virtual docking of a structurally diverse small molecule 

library to the interaction hotspot led to the identification 

of several molecules, including M119 and M201, that 

bound to distinct subsurfaces of the hotspot. While M119 

inhibited Gβγ-dependent phospholipase C β3 (PLC β3) and 

phosphoinositide 3-kinase activation, M201 potentiated 

these interactions. In addition, cellular assays demonstrated 

that M119  attenuated peptide-induced, G protein-mediated 

calcium increases while M201 had no effect. Moreover, in 

vivo studies showed that M119 increased the sensitivity of 

mice to morphine, an expected effect from a compound that 

blocks PLC β3 activity. Given the diversity of interactions 

in which G proteins participate, the ability to differentially 

manipulate G protein function with small molecules is a 

powerful strategy. EG

Reprinted with permission from Biochemistry, 2005, 44, 10593–10604.
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Go with the Flow
Flow cytometry is 
a powerful tool for 
analysis of many cellular 
properties, including cell 
surface markers, DNA content, 
calcium flux, apoptosis, and 
intracellular protein concentra-
tions. The wide range of applica-
tions make this a tempting method 
for large-scale investigations such as 
drug screening and cellular profiling, but 
increasing the capacity of the technol-
ogy has been hampered by corresponding 
increases in reagent expense, inadequate 
sample throughput, and variability in sample 
labeling. Now, Krutzik and Nolan (Nature 
Methods 2006, 3, 361–368) present a cell-
based multiplexing approach, termed fluor-
escent cell barcoding (FCB), that overcomes 
these limitations and enables a wide range of 
high-throughput flow cytometry applications.

Flow cytometry permits multiparameter 
analysis in complex cell populations. For 
example, subpopulations of white blood 
cells in a heterogeneous sample can each 
be analyzed for the presence of multiple 
cell surface markers. FCB takes this multi-
parameter capacity to an even higher level 
by exploiting the ability of flow cytometers 
to discriminate between samples labeled 
with different intensities of the same fluoro-
phore. FCB combines the use of multiple 
fluorophores at multiple intensities per 
fluorophore so that each sample acquires 
a unique fluorescent signature, or barcode. 
For example, use of two fluorophores at six 

different intensities each 
results in 36 unique 

fluorescent barcodes. 
The uniquely bar-
coded samples can 

then be run together 
as one sample in the evalua-

tion of the characteristics of interest 
(for example, the presence of specific 

phosphorylated proteins), resulting in signi-
ficant reductions in reagent cost, sample 
variability, and time on the instrument. 
Deconvolution of the data after the samples 
are run enables analysis of the original 
samples based on their FCB signature. 

The feasibility of using the FCB platform in 
high-throughput applications was demon-
strated with two large-scale assays. First, a 
drug screening assay was performed in which 
three FCB markers were used to barcode 
96 samples (analogous to use of a 96-well 
plate), and 70 small molecule inhibitors were 
screened for inhibition of cytokine-induced 
protein phosphorylation events. Data analysis 
rapidly revealed compound selectivity for 
specific signaling pathways. Second, a 
cellular profiling assay was run where a 
heterogeneous population of mouse spleno-
cytes was analyzed for differential response 
to cytokine stimulation, and cell-type specific 
effects were promptly discerned. Technical 
advancements in this powerful technology, 
including innovative fluorescent markers and 
more sophisticated data analysis methods, 
will further contribute to its utility in high-
throughput applications. EG

Reprin
ted with

 permission fro
m Nature Methods
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As if creating effective inhibitors 
for potential drug targets isn’t 
hard enough, appropriate 
formulation and bioavailability 
are two additional major 
hurdles in crossing the drug 
discovery finish line. One 
method over these hurdles is 
conjugation of the potential 
drug to a molecular transporter 
that yields a watersoluble 
yet membranepermeable 
entity. Once inside the cell, 
however, the compound likely 
needs to be released from 
the transporter so that it can 
perform its intended biological 
activity. Jones et al. (JACS, pub
lished online April 25, 2006, 
doi:10.1021/ja0586283) 
have created a controllable 
releasable linker system that 
allows for liberation of the mole
cule after cell entry, and they 
have developed a cellular assay 
that enables measurement of 
conjugate uptake and release 
of the molecule.

The conjugate design 
incorporates specific features 
that make it an attractive 
drug delivery system. First, 
the linker that connects the 
potential drug, or cargo, to the 
transporter (a Doctaarginine 

molecule that has previously 
been shown to effectively 
transport small molecules 
into cells and tissue) contains 
two key functional groups, a 
carbonate and a disulfide. Upon 
entry of the conjugate into the 
reducing environment of the 
cell’s cytoplasm, the disulfide 
bond is cleaved. The exposed 
free thiol reacts with the carbon
ate, resulting in liberation of the 
cargo. Furthermore, conjugate 
stability can be increased 
from hours to days simply by 
increasing the linker length, pro
viding a tunable system. To test 
the effectiveness of the conju
gate, luciferin was employed 
as the cargo, and luciferase
transfected cells were treated 
with the conjugate. Conjugate 
exposure resulted in an initial 
increase in luminescence fol
lowed by a gradual decay over 
the course of several minutes, 
and luminescence was dem
onstrated to be dependent on 
intracellular release of luciferin. 
This releasable luciferin conju
gate enables the exploration of 
other transporters and linkers 
for evaluation of delivery, 
release, and target interaction 
of potential drugs. EG
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UPCOMING CONFERENCES

Spotlight written by Eva Gordon and Evelyn Jabri

Illuminating the Drug Delivery Pathway
The design of proteins whose 
functions can be manipulated 
under specific conditions is 
an innovative strategy for 
the development of macro-
molecules with novel sensor 
capabilities. Ha et al. (J. Mol. 
Biol., 2006, 357, 1058–1062) 
have created a fusion protein 
that can be induced either to 
be catalytically active or to 
bind DNA, depending on the 
conditions. 

The fusion protein, termed 
BG, consists of a target 
protein, the catalytically active 
bacterial ribonuclease barnase (Bn), and an ‘inserted’ protein, the 
DNA binding domain of GCN4. The GCN4 sequence is strategically 
integrated at a surface-exposed loop in Bn. In the absence of the 
GCN4 ligand, a DNA oligonucleotide called AP-1, the Bn domain of 
the chimera is more stable than the GCN4 sequence. Bn is folded 
and catalytically active, while GCN4 is largely disordered. In con-
trast, in the presence of AP-1, the GCN4  portion is more stable than 
the Bn region and a thermodynamic ‘tug-of-war’ ensues, wherein 
folding of the ligand binding domain of GCN4 effectively splits Bn in 
two and abolishes enzymatic activity. 

BG is a model for the design of additional chimeric proteins 
that possess novel sensor capabilities. For example, a potential 
therapeutic agent could be designed by inserting a different binding 
domain into Bn. The enzymatic activity of the new chimera would 
be controlled by binding of a specific ligand, which may be present 
only in certain cell types.  EG

Reprinted with permission from the Journal of Molecular Biology

Protein Tug-of-War
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Technology Transfer: From Society 
to the Lab and Classroom
David P. Martinsen*

American Chemical Society, 1155 16th Street, NW, Washington, D.C. 20036

S unday morning at 8 am might not 
seem like the best bet to find an 
interesting session at an American 

Chemical Society (ACS) meeting, but at 
the Chemical Information (CINF) Division 
program in Atlanta, this turned out to be 
the case. Every year or so, the CINFers 
present what amounts to a technology 
review, and this one, organized by Andrea 
Twiss-Brooks of the University of Chicago 
and Erja Kajosalo from MIT, was exciting 
on a number of counts. There were a total 
of eight speakers in the symposium on 
Social Software and Chemical Information, 
covering topics from social software, 
Web 2.0, classroom/educational applica-
tions, open access, Wikipedia, blogs, 
and webinars. It would be impossible to 
highlight all of the topics covered, so I 
will only attempt to give a few highlights. 
If you wish, you can skip my comments 
altogether, and jump to the last paragraph 
for the coup de grâce.

The most interesting impression to me 
is that so much is happening; it is difficult 
to keep abreast of everything. The other 
impression I got is that while we usually 
think of technology being transferred from 
the laboratory to society, this technol-
ogy is doing just the opposite, moving 
from society-at-large to the scientific and 
professional worlds. 

The first talk presented a laundry list of 
new technologies that together comprise 
what is coming to be known as social 
software. The speaker, Beth Thomsett-
Scott from the University of North Texas, 
polled the audience to determine how 
many were familiar with each technology 

she mentioned. Nearly all had heard of 
the initial topics she discussed, such as 
RSS, Wiki, and Flickr. However, by her last 
slides, only two or three raised their hands. 
Things like jybe (join your browser with 
everyone), furl (frame uniform resource 
locator), and clicker (a wireless device that 
could be used for students to respond 
to questions from a teacher) had not yet 
reached the attention of most in the audi-
ence. These are interesting technologies to 
examine, but the question with all of these 
tools is how many will actually make it into 
the mainstream.

Teri Vogel of UCSD gave an overview 
of RSS as a unifying example of Web 2.0 
(If you don’t yet know what Web 2.0 is, 
don’t worry, it’s not that well defined. Check 
Wikipedia for the current definition.) Vogel 
quotes a figure of 5–10% of Internet users 
currently utilizing RSS. If you are not one 
of those, this talk included a short tutorial 
on how to use RSS. Please see the last 
paragraph for more information. Vogel also 
included many examples of web sites, 
including libraries, publishers, and govern-
ment organizations that are using RSS. She 
stated a couple of times that one could use 
RSS to poll many different sites and then 
read the feeds at your leisure. One wonders 
if, after keeping track of new emerging 
technologies, learning how to use new 
technologies, and then connecting to a 
host of RSS feeds, there will ever be leisure 
time to read the content of the feeds (Note: 
if you don’t know what RSS is, there seems 
to be an ever-growing list of meanings for 
the acronym. Perhaps an RSS feed of new 
RSS meanings of RSS would help.)
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Two of the other speakers 
discussed technology to 
make audio recording of 
classes and/or meetings 
for later use by the 
students or others who 
might have missed the 
class or presentation or might wish to 
review some of the material covered. Brian 
Lynch, of St. Francis Xavier University, 
pointed out that in Australia it is stan-
dard practice to record every lecture and 
post them on the Internet within an hour. 
Jeremy Garritano described the applica-
tion of audio recording technology into 
classrooms in Purdue. While the technology 
is fairly straightforward, difficulties were 
encountered in scalability, location of 
microphones to capture the lecturer (but 
not background noise), and delivery of the 
audio files in an easily usable fashion.

Blogging was the subject of two talks 
as well. Barbara Greenman of University of 
Colorado Boulder and Randy Reichardt of 
the University of Alberta, talked about how 
blogging is changing the way classes are 
run, changing the way students collaborate, 
and could potentially change the scientific 
publication process as well.

Wikipedia has emerged as a common 
tool that many use regularly for at least 
an initial attempt to find information 
about a new subject. In fact, several of 
the morning’s speakers used Wikipedia 
as a reference to define the new terms 
about which they were speaking. Concerns 
over this resource as a reliable source for 
information were captured in the title of the 
talk by Martin Walker of SUNY Potsdam, 
“Wikipedia: Social revolution or information 
disaster?” As might be expected from one 
of the 29 editors of the Wikipedia chemistry 
project, Walker’s answer was on the side of 
the revolution. He acknowledged the poten-
tial for problems. For example, anybody 
can edit a Wikipedia entry and entries don’t 
undergo a formal peer review. He even 
gave examples that have been seen on the 

chemistry portal: an entry 
for barium chloride had 

invalid data on solubility, 
reactivity, and toxicity 
for six weeks; an entry 
was made for a fictitious 
molecule. However, 

these instances are rare. Some types of 
vandalism can be detected automatically 
by Wikipedia. With alerting tools in place, 
the portal editors are quickly notified of any 
changes, legitimate changes, changes intro-
duced by well-intentioned but uninformed 
individuals as well as those introduced by 
malicious miscreants. This allows errors 
to be discovered relatively quickly and 
repaired. Quoting from a Nature study 
(http://dx.doi.org/10.1038/438900a), 
Walker concluded that Wikipedia is right 
most of the time and represents a real 
success of the Open Access movement. 
He noted that none of the other speakers 
referenced Encyclopedia Britannica for 
their definitions, since they aren’t available 
there. It will be interesting to see how the 
level of effort in the growth and mainte-
nance of Wikipedia will continue over time. 
For now, the result is impressive.

The last talk in the morning session 
was presented via WebEx. The speaker, 
Jonathan Coffman from Wyeth Pharma, did 
not make the trip to Atlanta but presented 
his talk via speakerphone and Internet. 
The slides were controlled by Coffman in 
New Hampshire, viewed on a laptop in 
the meeting room, and projected onto 
the screen. The speakerphone, situated 
next to the microphone, provided the 
audio. Coffman’s topic was how the ACS 
Biotechnology Secretariat has used WebEx 
technology to hold a number of remote 
symposia, and he discussed the potential 
benefits of the technology if it were to 
be more widely adopted for use in ACS 
National and Regional Meetings. BIOT’s use 
of remote symposia was focused mainly 
on how to maintain membership in the 
BIOT Secretariat, as well as to reach out 

to a larger number of scientists than were 
able to attend the symposia in person. The 
talk went off without a hitch, and there was 
not really any hindrance to the exchange 
of information by Coffman’s presence 
virtually. Even the question and answer 
part of the talk was not too much different 
from normal. I don’t know how much of the 
questions from the audience Coffman could 
hear, but as is usual, the session chair 
repeated the question, and she was seated 
next to the speaker phone.

I will briefly mention the afternoon 
session on scholarly publishing, since 
besides my involvement as a co-organizer, 
there is a tie-in with the theme of the 
morning session. George Whitesides 
opened the session on The Nuts and Bolts 
of Scholarly Publishing with a very nuts and 
bolts talk on authoring a paper. With over 
900 publications to his credit, he is certainly 
qualified to address the subject. He advo-
cated a very methodical approach to writing 
an article for publication, encouraging those 
present to consider the process of writing to 
be an integral part of the research process 
itself. Whitesides simply stated that if you 
don’t publish your research, what is the 
point of having done it?

The following talks dealt with the peer 
review process, ethical questions, and the 
process of turning the author’s material into 
published articles. These may be thought 
of as fairly mundane topics, but given the 
recent examples of fraudulent publications, 
they should, perhaps, be given greater 
consideration. As was emphasized in each 
of the talks, the sheer volume of manu-
scripts submitted for publication place ever 
increasing burdens on the entire system. 
If the increasing pressure for publishing, 
along with advanced tools capable of 
manipulating graphics and generating high 
volumes of reasonable looking data, results 
in an increase in the number of scientists 
willing to cut corners, the entire enterprise 
is at risk. Journal editors may one day use 
technology to help them spot the most 
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blatant forms of fraud. These talks, as well 
as similar presentations at other venues, 
indicate that journal editors and publishers 
are starting to look for ways to get the word 
out that ethics is something to be consid-
ered in training scientists for their careers. 

The last talk in the afternoon was given 
by ACS Chemical Biology’s (ACS CB) own 
Sarah Tegen and Evelyn Jabri. Their topic 
was the way in which the World Wide Web 
is being exploited in the publishing world, 
with examples from ACS CB as well as from 
other journals. This presentation showed 
how some of the examples discussed in the 
morning session are beginning to appear in 
one way or another in a variety of publica-
tions. Through examples from Amazon, 
Science, Nature, and ACS CB, features to 
find related information, evaluate content, 
and organize content were demonstrated. 
Interactive features were also demon-
strated, although this is probably the last 
area to be incorporated routinely within the 
scientific publishing community.

In the spirit of “practicing what you 
preach”, the entire symposium was 
recorded, using iPod technology, and the 
recordings, along with PowerPoint and 
PDF files of the presentations, have been 
posted on the CINF web site, under the 
“Technical Session” link for Atlanta at 
“Meetings” at http://www.acscinf.org. Brian 
Lynch was responsible for the recording and 
described the procedure during his talk. 
So you don’t need to take my word for it, 
you can listen for yourself. The last speaker 
in the session illustrated of the power of 
the technology. As already mentioned, the 
speaker himself was not present in person. 
Yet the WebEx mechanism which brought 
his presentation, live, to the audience 
was recorded in the same manner, and 
there are no essential differences between 
his presentation and those of the other 
speakers. To highlight the data from both 
Lynch and Coffman, the posting of these 
presentations makes the session available 
to the 95% of ACS members who didn’t 

make it to the meeting or those who were 
attending one of the other 66 sessions 
occurring at the same time. Whether this 
really substitutes for attendance at a 
meeting, with the opportunity for face-to-
face networking at receptions, meals, even 
informal hallway conversations, can be 
debated. What can’t be debated, though, 
is that technology is making an impact on 
the way we interact with each other, and 
this impact is felt in our scientific inter-
action as well. Many of the technologies 
discussed in this session have exploded 
in the culture at large but have yet to gain 
wide acceptance in our professional world. 
To echo the words of Andrea Twiss-Brooks 
in her opening comments, the next genera-
tion, the “digital natives”, could already 

be using technologies which haven’t even 
made it onto our radar. Many organizations, 
including universities, libraries, societ-
ies, and publishers, are experimenting 
with emerging technologies, not knowing 
which will capture the mind of the scientific 
user. The challenge for any organization 
is whether to jump in on the leading, and 
experimental, edge, knowing that some 
experiments will fail, or to join in later, once 
a technology has been proven, and play 
“catch-up”. Whatever decision one makes, 
there are risks. The one thing we can say is 
that whatever the future brings, someone 
will have predicted it. We just don’t know 
who. So stay tuned.
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Small Molecule Signaling in
Caenorhabditis elegans
Frank C. Schroeder*
Department of Biological Chemistry and Molecular Pharmacology, Harvard Medical School, Boston, Massachusetts 02115

ABSTRACT Whereas the C. elegans genome
was sequenced many years ago, the role of small
molecule signals in its biology is still poorly
understood. A recent publication reports the
identification of two steroidal signaling mol-
ecules that regulate C. elegans reproductive
development and dauer diapause via the nuclear
receptor DAF-12. The two compounds, named
dafachronic acids, represent the first endoge-
nous ligands identified for any of the 284 nuclear
receptors in C. elegans.

B ecause of its short life span and
genetic tractability, the nematode
Caenorhabditis elegans has long

been a pet organism of geneticists and
molecular biologists. As one of the first
complex organisms whose genomes were
sequenced, many of its physiological path-
ways show analogies to corresponding
pathways in higher animals, with interesting
implications for research related to human
disease. Of particular interest are signaling
pathways regulating development that
control growth, reproductive maturation,
and ultimately life span in C. elegans and
thus might hold cues for the regulation of
analogous endocrine signaling in higher
organisms. Surprisingly, very little is known
about the role that small molecules play in
C. elegans endocrine signaling. In a beau-
tiful example for the use of genetic informa-
tion to deduce structure and function of a
small molecule signal, Motola et al. (1) have
now identified two steroidal hormones, the
dafachronic acids 1 and 2 (Figure 1), as the
long-anticipated endogenous ligands of the
nuclear receptor DAF-12.

The life cycle of C. elegans, which
normally develops through four larval stages
before reaching adulthood, can include a
unique phase of metabolic diapause, which
seemingly allows the larvae to put aging on
hold. Under unfavorable environmental
conditions, development arrests prior to
reaching reproductive maturity, and the
larvae enter the so-called “dauer” stage
(from the German “dauer” for durable), an
alternative, nonfeeding larval stage which

can persist for up to 2 months, compared to a
normal life span for C. elegans of 14 days (2).
Upon return to favorable conditions, dauer
larvae resume feeding and continue normal
development into adulthood. The discovery
of such a well-defined phase of metabolic
diapause suggested the presence of an
elaborate circuitry for its control and for
coordination of cellular programs required
for the associated stage transitions
throughout the organism (3). In fact, studies
of the genes involved in dauer formation
have provided tantalizing insights in regula-
tion of metabolism, reproductive develop-
ment, and life span of C. elegans. Genetic
screens for mutants that either cannot attain
the dauer stage or form dauer larvae consti-
tutively have identified about three dozen
genes directly involved in dauer stage
control (2). A main switch in the signaling
pathway controlling dauer formation
appears to be the nuclear receptor DAF-12
(DAuer Formation). Loss of daf-12 as well as
certain daf-12 mutations result in larvae that
cannot attain the dauer stage and further
develop into heterochronic phenotypes,
indicating that daf-12 is required for dauer
formation as well as for proper develop-
mental timing (3).

DAF-12 is one of at least 284 nuclear
receptors in C. elegans, many of which have
been shown to serve important roles in repro-
ductive development and metabolism (4);
however, prior to the identification of the
dafachronic acids by Motola et al., not a
single ligand that regulates their functions
had been identified. In the case of DAF-12,
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strong evidence had accumulated
suggesting the presence of a small molecule
ligand that would inhibit its dauer-
promoting activity and trigger its functions
relating to reproductive development. Two
important signaling pathways converge on
DAF-12, the insulin/IGF-1 (Insulin-like
Growth Factor 1) pathway acting through
DAF-2 and the transcription factor DAF-16, a
worm-ortholog of FOXO, and the TGF-�
(Transforming Growth Factor �) pathway,
acting through DAF-4 and the Smad tran-
scription factor DAF-3 (Figure 1). These path-
ways had been shown to act cell nonauton-
omously, suggesting that they directly or
indirectly induce the production of a small-
molecule ligand of DAF-12. Of particular

significance was the finding that a CYP2
cytochrome-P450 enzyme, DAF-9, which is
expressed only in a few specific cell types,
acts cell nonautonomously directly upstream
from DAF-12 (5). Furthermore, daf-12
mutants mapping to the predicted binding
sites of the presumed hormone closely
mimic phenotypes of daf-9 mutants (6). As
mammalian CYP2 enzymes can metabolize
steroid hormones and the vertebrate DAF-12
orthologs represent steroid hormone recep-
tors (3), it seemed likely that DAF-9 would
participate in the synthesis of a steroidal
ligand of DAF-12. Additional evidence
showed that lipophilic extracts from wild-
type worms can rescue worms that are
dauer-constitutive as a result of a daf-9

defect (7), suggesting the presence of the
suspected steroid hormone(s) in these
extracts.

In order to identify the suspected small
molecule hormone, a traditional natural
products chemist might have resorted to
activity-guided fractionation of the lipophilic
worm extract, with the intention of isolating
the active component(s) in pure form to
determine their structure via spectroscopic
methods. However, Motola et al. pursued a
different approach. As a first step, they
screened a variety of commercially available
steroids for DAF-12 binding using a GAL4-
DAF-12 cotransfection assay, which identi-
fied a 3-keto sterol, 3-ketolithocholic acid,
as a weak activator of DAF-12. As the corre-
sponding alcohol, lithocholic acid, was not
active, it was concluded that a 3-keto func-
tionality was essential. To confirm the
relevance of a 3-keto functionalization and
to further explore the role of DAF-9, Motola
et al. incubated a series of 3-keto-sterols
with Sf9 microsomes containing DAF-9 and
screened the resulting extracts for their
ability to rescue daf-9(�) worms. Extracts
from the DAF-9 microsomes incubated with
4-cholesten-3-one or lathosterone, two
cholesterol metabolites known to occur in
C. elegans, resulted in 100% rescue of the
daf-9(�) mutants, producing a phenotype
indistinguishable from wild-type adults,
whereas controls exposing daf-9(�)
mutants to unmetabolized 4-cholesten-
3-one or lathosterone did not recover. These
results suggested that daf-9 encodes an
enzyme converting the 3-ketosterols
4-cholesten-3-one and lathosterone into
steroidal hormones which then activate
DAF-12. Additional chemical characteriza-
tion of the 4-cholesten-3-one or latho-
sterone metabolites obtained from DAF-9
microsomes revealed that DAF-9 hydroxyl-
ates and then further oxidized these
substrates in a non-stereoselective manner
at C-26/C-27 in the side chain, producing
two diastereomers of the dafachronic acids
1 and 2 (from dauer formation and hetero-

Figure 1. Regulation of reproductive growth in C. elegans via DAF-12. Under favorable
environmental conditions, signaling through TGF� and insulin/IGF-1 pathways activates genes
including daf-9 required for the synthesis of �4- and �7-dafachronic acids (1 and 2), which bind
to DAF-12 promoting reproductive growth. Under unfavorable conditions, daf-9 is inactive; thus
synthesis of the dafachronic acids ceases and the resulting unliganded DAF-12 induces dauer
diapause (not shown). DAF-36 functions as a Rieske-like oxygenase, which introduces the �7

double bond in the synthesis of 2 (8).
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chronic). Motola et al. confirmed the pres-
ence of the dafachronic acids in lipophilic
wild-type worm extracts via a short fraction-
ation scheme. Using synthetic samples of 1,
the authors showed that the (25S)-dia-
stereomers of 1 and 2 in fact constitute the
ligands that activate DAF-12 in cotransfec-
tion assays and rescue dauer-constitutive
daf-9 mutants.

Both 1 and 2 are potently active. (25S)-
�4-Dafachronic acid (1) completely rescued
daf-9(�) worms at concentrations of
250 nM, and it appears that (25S)-�7-
dafachronic acid (2), which has not yet been
synthesized, might exhibit even higher
specific activity. As expected, the dafa-
chronic acids act downstream of the insulin/
IGF-1 and TGF� pathways; however, insulin/
IGF-1 signaling might also act downstream
of the dafachronic acids, or via a parallel
pathway, as (25S)-�4-dafachronic acid (1)
did not fully rescue certain daf-2 mutants. It
seems likely that the two dafachronic acids
have somewhat distinct biological function,
which will have to be explored in more detail
once (25S)-�7-dafachronic acid (2)
becomes synthetically available. Further-
more, the question remains whether the
much less active (25R)-diastereomers of
1 and 2 are indeed produced in vivo and, if
so, what possible function they might serve.
There is strong evidence that DAF-12 not
only is involved in the critical decision
between dauer phase and reproductive
growth but also plays an important role in
the control of adult life span via DAF-16 (8).
Future synthetic availability of both ligands
and possibly of derivatives that act as
DAF-12 agonists or antagonists will greatly
aid further exploration of DAF-12 biological
function.

The identification of the dafachronic
acids represents only the beginning of
molecular endocrinology in C. elegans, and
a chemist might well ask, why did it take so
long? As one of the best-studied higher life
forms on earth, next to fruit flies and Arabi-
dopsis, our understanding of C. elegans

small molecule chemistry seems highly
underdeveloped. Just recently work by Jeong
et al. (9) addressed another long-standing
question in C. elegans signaling: What are
the environmental cues that trigger entry
and exit from the dauer stage? Over 20 years
ago, Riddle and Golden (10) had shown that
a group of unknown small molecules
released from C. elegans constitute one
primary cue for dauer entry. Jeong et al. now
identified a glycoside of the dideoxysugar
ascarylose, which they termed “daumone”
(3), as the dauer pheromone; however, the
exact mechanism of daumone signaling is
not yet understood.

Still, there are many more observations in
C. elegans biology that suggest the pres-
ence of small molecule signals, whose iden-
tification would contribute greatly to the
understanding of corresponding pathways.
For example, germline control of adult
longevity via DAF-12 and DAF-16 might
involve additional small molecule signals
(8). And, as Motola et al. point out, the iden-
tification of the dafachronic acids as ligands
of the nuclear receptor DAF-12 still leaves
283 of 284 nuclear receptors in C. elegans
as orphans, providing plenty of opportunity
for small molecule chemists.
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Reclamation of Proteins from the
Cellular Scrap Heap
Jason E. Gestwicki*
Department of Pathology and the Life Sciences Institute, University of Michigan, 210 Washtenaw Avenue, Ann Arbor,
Michigan 48109-2216

N ewly synthesized polypeptides that
are unable to fold in a timely
manner are targeted to the protea-

some. While this quality control checkpoint
is intended to avoid harmful accumulation
of misfolded intermediates, premature
disposal can also cause severe loss-of-
function defects. In these cases, the levels
of folded protein can sometimes be restored
by treatment with that protein’s ligands.
Because these compounds mimic the
productive folding activity of the cell’s own
chaperones, they are termed chemical chap-
erones. However, the mechanism used by
these molecules to rescue otherwise
doomed polypeptides has been uncertain.
On page 235 of this issue, Sawkar et al. (1)
provide our best glimpse of chemical chap-
erones in action. Using unstable glucocere-
brosidase (GC) mutants as a model, Sawkar
et al. show that inhibitors leverage their
binding energy to favor productive folding in
the environment of the endoplasmic
reticulum. This allows the enzyme to escape
capture by the quality control machinery.
These important insights should facilitate
the design of small molecules that snatch
specific proteins from the cellular scrap
heap. However, this nontraditional drug
strategy requires a shift in thinking for chem-
ists and biologists alike; counterintuitive
concepts, such as active site inhibitors that
essentially behave as agonists at the
cellular level, will need to be mastered. The
more we understand about the activity of
chemical chaperones, the greater potential

they have to treat the growing number of
disorders recognized, broadly, as misfolding
diseases.

Most newly synthesized proteins require
the assistance of cellular chaperones to
interpret the folding information contained
in their primary sequence. For example,
peptides expressed into the lumen of the
endoplasmic reticulum (ER) are subject to a
large family of heat shock proteins, cochap-
erones, lectins, membrane-spanning trans-
locons, and ubiquitin-conjugating enzymes
(for recent reviews see refs 2 and 3). If
prolonged failures are detected, this
machinery also mediates the ER-associated
degradation (ERAD) that eliminates the
offending polypeptide. The choice between
continued folding and terminal disposal is
central to protein homeostasis and critical to
the ongoing health of the cell: when
misfolded intermediates are left unat-
tended, they can disrupt neighboring
proteins and nucleate cytotoxic aggregates.

Mutations that leave a protein suscep-
tible to misfolding are associated with
numerous diseases (4, 5), including the
neurodegenerative disorders (e.g., Alzhei-
mer’s and Parkinson’s diseases), peripheral
amyloidoses, cystic fibrosis, and certain
lysosomal storage disorders (e.g., Gaucher
disease, see below). Some of these
diseases, such as Alzheimer’s, are charac-
terized by the formation of protease-
resistant aggregates and an associated
gain-of-function toxicity. Others are caused
by loss-of-function defects; pathology arises
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ABSTRACT A growing number of diseases have
been associated with protein misfolding. Thus,
strategies that use small molecules to adjust
folding tendencies have therapeutic potential.
However, progress in this area has been ham-
pered by an insufficient description of the
molecular underpinnings of protein instability
within the cell. In a recent report, a chemical
approach was taken to probe the mechanism by
which Gaucher disease associated mutations in
glucocerebrosidase destabilize that enzyme and
lead to its destruction. These studies provide a
blueprint for the design of “chemical chaperones”
for the exploration of cellular protein homeostasis
and the treatment of misfolding diseases.
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from the diminished activity of an essential
protein. In perhaps the best-known example
of this type, reduced cell surface levels of
the cystic fibrosis transmembrane conduc-
tance regulator (CFTR) underlie pathology of
that disease (6).

Gaucher disease is one of approximately
40 lysosomal storage disorders in which
defects arise from incomplete catabolism of
glycosphingolipids (7). In Gaucher patients,
harmful accumulation of glucosylceramide
is caused by loss-of-function mutations in a
specific lysosomal GC. While some of these
mutants appear to encode enzymatically
inactive products, other common mutations
may simply destabilize the enzyme and
mark it for ERAD. Because these later
defects are distal from the active site, they
do not directly impinge on enzymatic func-
tion. This suggests that, if the proteins were
safeguarded through the ER’s quality control
machinery, they would retain a high degree
of enzymatic function. Consistent with this
hypothesis, osmolytes that generally favor
protein folding, such as dimethyl

sulfoxide (DMSO) and glycerol, have been
found to rescue lysosomal GC activity (8).

Chemical chaperones were developed as
a pharmacologically superior alternative to
osmolytes (for recent reviews see refs 9–12).
These small molecules are designed to
specifically interact with enzymes and
protect against misfolding. For example, in
1999, a competitive inhibitor of �-galacto-
sidase was found to enhance total enzyme
activity in cells harboring an unstable
mutant (13). However, proper use of these
reagents poses an interesting conundrum:
how can an inhibitor be used to enhance an
enzyme’s function? Our understanding of
this apparent contradiction would directly
benefit from a deeper mechanistic under-
standing of how chemical chaperones work.
For example, how much of the lost folding
energy needs to be restored to avoid ERAD?
In what subcellular compartment must
chaperoning occur?

A key step forward in our understanding
of this process is reported by Jeffery Kelly’s
laboratory (1). The Kelly laboratory has previ-

ously established that nonyl deoxynojiri-
mycin, a glucocerebrosidase inhibitor, can
rescue lysosomal GC activity in a Gaucher
disease model (14). Now, for the first time,
the Kelly laboratory has quantified the ener-
getics of an unstable GC variant, N370S.
They found that N370S is thermally unstable
at the neutral pH of the ER but more stable
(and partially functional) in the lysosome’s
acidic environment. Importantly, nonyl
deoxynorjirimycin was able to partly restore
folding energy at neutral pH. This result
strongly supports a model (Figure 1) in
which membrane-permeable ligands
directly facilitate folding of nascent poly-
peptide in the ER. Following successful traf-
ficking, drug is released and enzymatic func-
tion restored. In addition to these
mechanistic insights, the Kelly laboratory
also reports that drug treatment reverses
trafficking defects and restores lysosomal
enzymatic activity in fibroblasts derived
from Gaucher disease patients expressing
the N370S mutation. These physiologically
significant findings affirm the potential
therapeutic value of chemical chaperones.
Finally, the mechanistic and cellular details
gleaned from these studies provide the
foundation for optimizing the activity of
chemical chaperones. For example, next
generation molecules might be designed to
bind selectively at neutral pH with rapid
dissociation in acidic compartments
(e.g., using protonatable groups with an
appropriate pKa). These compounds might
be expected to have a superior therapeutic
window, owing to their combination of high
chaperone activity and low inhibitory
potential.

In addition to their promise as therapeu-
tics for misfolding diseases, chemical chap-
erones might become important reagents
for exploring the fundamental biology of
protein homeostasis. Currently, inhibitors of
cellular chaperones are among the best
tools for these studies (15). These drugs
rapidly inactivate the refolding machinery
and reveal the biological consequences of

Figure 1. Model for chemical chaperone-assisted stabilization of glucocerebrosidase. Mutants
harboring destabilizing substitutions (red) fail to fold properly in the neutral ER lumen. These
polypeptides are destined for removal by the proteasome. However, binding to chemical
chaperones rescues these mutants and permits trafficking to the lysosome. After arrival in this
compartment, the chemical chaperone is no longer required for folding and its dissociation
restores enzymatic activity.
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cellular chaperone function. For example,
geldanamycin, an inhibitor of heat shock
protein 90 (Hsp90), was used to define this
protein’s substantial role in p53 regulation
(16). Chemical chaperones complement
these reagents by enhancing the folding
energy of specific targets. Used in combina-
tion, cellular chaperone inhibitors and
chemical chaperones might illuminate how
the decision is made to refold or degrade
proteins.
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For a Healthy Histone Code, a Little SUMO in the Tail
Keeps the Acetyl Away
Jorge A. Iñiguez-Lluhí*
Department of Pharmacology, University of Michigan Medical School, Ann Arbor, Michigan 48109-0632

ABSTRACT Chemical modification of histones
through a growing number of post-translational
mechanisms is an integral part of transcription. A
recent report provides exciting new evidence
that conjugation of the ubiquitin-like protein
SUMO to histones opposes acetylation and
establishes SUMOylation as an important his-
tone mark linked to transcriptional repression.

H istones are physically and figura-
tively central to the compact pack-
aging of eukaryotic genomes. All

DNA-based transactions such as replication,
transcription, recombination, and repair
require direct access to the nucleic acids, and
this is often accompanied by chemical modi-
fication of histones, many of which target
lysine residues within their N and C terminal
tails (1). Over the past few years, the list of
such modifications has continued to grow
not only in number but also in the size of the
modifying group. The complexity of such
modifications and their interrelations sug-
gests the existence of a “histone code”
where distinct patterns of modification serve
specific roles (2). Although the role of histone
modification by small chemical groups such
acetyl and methyl is becoming better under-
stood, the function and mechanism of action
of other modifications remain poorly defined.
In general, acetylation of histone lysine resi-
dues is associated with actively transcribed
chromatin, and the mechanism of action of
transcriptional activators often involves the
recruitment of complexes harboring acetyl-
ase activity. In vertebrates and fission yeast,
methylation of specific lysine residues is
instrumental in the establishment of repres-
sive heterochromatic domains by serving as
a recruitment site for heterochromatin
protein 1. In contrast, no such repressive
mark had been identified in budding yeast. A
potential answer to this apparent imbalance
is provided in a recent report in the April issue
of Genes and Development (3). Through an
elegant combination of chemical,

biochemical, and genetic approaches,
Nathan and co-workers provide evidence
that SUMOylation of histones antagonizes
their acetylation and serves as an evolution-
arily conserved repressive mark.

The conjugation of SUMO to target
proteins follows a pathway analogous to
that of ubiquitination (Figure 1) and requires
dedicated E1 activating (SAE1/SAE2) and
E2 conjugating (UBC9) enzymes. UBC9 inter-
acts directly with substrates to catalyze the
formation of an isopeptide bond between
the C-terminus of SUMO and the amino
group of the target lysine. This step is facili-
tated by E3 SUMO ligases. SUMOylation is
reversible and specific isopeptidases
release the SUMO moiety. SUMOylation
appears to regulate target proteins by
altering their interaction with other proteins,
their intrinsic function, or localization.
SUMOylation can also compete with other
lysine targeted modifications such as ubiq-
uitination or acetylation (4). The function of
SUMOylation has been substantially exam-
ined in the context of sequence-specific
transcription factors, and for the most part
this modification leads to inhibition of tran-
scription (5). In many cases, SUMOylation
exerts its effects in a striking promoter
context dependent manner such that effec-
tive inhibition depends on recruitment of
SUMOylated factors to multiple indepen-
dent sites on promoters (6). SUMOylation
however, extends to other components of
the transcriptional machinery, and Shiio et
al. (7) described the SUMOylation of
mammalian histones in 2003.
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The current paper by Nathan et al. (3)
provides compelling evidence that this
modification plays important roles in the
control of transcription by antagonizing
histone acetylation (Figure 2). This group
demonstrated that in budding yeast all four
core histones (H2A, H2B, H3, and H4) are
SUMOylated in a manner that depends
genetically on an intact SUMOylation
machinery. Although the extent of modifica-
tion is less than a few percent, they detected
multiple modified forms, suggestive of
multisite modification or poly-SUMO chain
formation. Notably, the modification does
not appear to be equal for all histones since
the H2AZ histone variant, which is usually
associated with active transcription, is
SUMOylated to a substantially lower extent.
Mass spectrometry analysis of protease
digests identified lysines 6 and 7 in H2B
and K 126 in H2A as sites of modification.
Mutagenesis studies also implicated
K16/17 in H2B as well as all five lysines in
the N terminal region of H4. The hetero-
geneous pattern of modification and the
lack of similarity to the canonical SUMOyl-
ation consensus indicated that histone
SUMOylation can occur at multiple lysine
residues without strict sequence require-
ments. This suggests that histone SUMOyl-
ation may rely on recruitment of UBC9

through adaptor E3 proteins. Interestingly,
many of the identified SUMOylation sites
are also targeted for acetylation.

Chromatin immunoprecipitation (ChIP)
analysis using antibodies specific for indi-
vidual modifications has allowed the
mapping of the distribution and temporal
evolution of acetylation and methylation
histone marks in
the genome.
SUMOylation,
however, does
not lend itself
easily to this
approach. The
authors, however,
devised a clever
sequential immu-
noprecipitation
and affinity isola-
tion scheme
(ChDIP) to gauge
the presence of
SUMO conjugates
associated with
individual
histones, which
in the case of H2B
correspond
mainly to SUMOyl-
ation of H2B

itself. Consistent with a role of histone
SUMOylation in repression, this analysis
revealed that SUMOylated H2B is present
throughout the genome but is over-
represented by �2-fold at the transcription-
ally silent telomeric regions where positive
marks such as acetylation and ubiqui-
tination are less frequent.

A more direct analysis of the functional
consequences of histone SUMOylation
came from the expression of H2B mutants
bearing alanine substitutions at the four
N-terminal lysines that are targeted for
SUMOylation. These substitutions lead to a
substantial but not complete loss of SUMO
from H2B. If histone SUMOylation partici-
pates in transcriptional repression, loss of
this modification should lead to derepres-
sion. Indeed, yeast expressing this H2B
mutant displayed enhanced basal transcrip-
tion of multiple genes under repressive
conditions. By the same argument,
enhanced SUMOylation of histones should
lead to repression. To mimic persistently
SUMOylated histones, the researchers

Figure 1. SUMOylation pathway. 1) Initial
processing of SUMO precursor by SUMO-
specific proteases (SENP) removes C terminal
residues to generate a new GlyGly C terminus.
2) ATP-dependent activation of SUMO by the
SUMO-specific E1 leads to the formation of a
thioester bond between the C terminus of
SUMO and a cysteine in the SAE2 subunit.
3) The SUMO moiety is transferred to the
SUMO E2 ligase UBC9 through a trans-
esterification reaction. 4) Ubc9-catalyzed
conjugation of SUMO to substrate leads to the
formation of an isopeptide bond between the
C terminus of SUMO and the amino group of
the target lysine. This step is enhanced by
E3 ligases. 5) SUMO conjugation is reversible
through the isopeptidase activity of SUMO-
specific proteases.

Figure 2. SUMOylation antagonizes acetylation. Model of a nucleosome
core showing a single surface rendered SUMO molecule conjugated to
K6 of one of the H2B N terminal tails. The basic surface in SUMO
essential for its transcriptional repressive function is circled.
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expressed a non-cleavable colinear fusion
between the C terminus of SUMO and the
N terminus of H2B or H4. Consistent with an
inhibitory role of SUMOylation, this manipu-
lation led to substantial reductions in the
expression of the galactose-inducible gene
Gal1. The loss of activity, however, could be
a trivial consequence of steric hindrance or
non-specific alterations in the function of
the histones. To address this issue, the
authors took advantage of recent data that
identified a critical effector surface in SUMO
essential for its transcriptional inhibitory
function (8). Substitution of basic residues
by acidic ones within this region (circled in
Figure 2) eliminated the repressive effects of
the SUMO-H2B fusion, indicating that the
same effector surface of SUMO is required
for its repressive effects in the context of
both histones and transcription factors.

Since SUMOylation and acetylation sites
overlap substantially, the authors examined
the interplay between these modifications
during the switch from repression to activa-
tion that accompanies an experimental shift
in carbon source supply. A time course anal-
ysis indicated a reciprocal pattern of modifi-
cations where a transient loss of histone
SUMOylation parallels enhanced acetyla-
tion both when the bulk of the histones are
analyzed or at a specific promoter. These
data argue for a counterregulatory role for
SUMOylation in opposition to acetylation
(Figure 2). Consistent with this model,
reduction on the SUMOylation capacity of
the cells by inactivation of Ubc9 or genetic
disruption of E3 ligases leads to enhanced
bulk and gene-specific acetylation of
histones.

Like many good experiments that push a
field forward, these new results raise a
number of questions and provide new
opportunities. The mechanism of antago-
nism between SUMOylation and acetylation
remains obscure. Although both modifica-
tions target overlapping lysine residues,

acetylation is much more prevalent than
SUMOylation. This argues that a direct
competition mechanism is likely insufficient
to account for their antagonism. This may
not be so surprising since in many cases
SUMO has important regulatory effects at
disturbingly low stoichiometries. Like a
discreet but influential member of a royal
court, SUMO appears to be uncannily able
to exert substantial influence without being
detected. Nevertheless, the proteins that
“read” the signal provided by SUMOylation
of histones are likely to do so by binding to
the critical effector surface in SUMO. Recent
structural and functional data indicates that
this surface is the site of binding of an
emerging group of SUMO binding motifs (9).

Given the repressive role of histone
SUMOylation, repressor functions within
sequence-specific factors could operate by
recruiting UBC9 and proteins with E3 activity
towards histones. Studies in mammalian
cells have indicated that UBC9 and
members of the PIAS family of SUMO E3
ligases associate with multiple transcription
factors that are themselves SUMOylated. In
many cases though, SUMO E3s have repres-
sive effects that depend on their E3 activity
but are independent of the SUMOylation of
the factor with which they interact. Histones
may be one of the targets of such E3s. Given
the intrinsic repressive function of SUMO
and the growing number of proteins within
transcription complexes that are SUMOyl-
ated, it will be important to determine the
relative contributions of histone SUMOyl-
ation to repression. In contrast to a potential
role of SUMO E3s in repression, recruitment
of a SUMO-specific protease to erase the
SUMO mark on histones could contribute to
mechanisms of transcriptional activation. It
is amply clear though that alterations in
histone modifications have profound physio-
logical and pharmacological consequences.
Given the interplay between acetylation and
SUMOylation and the potential of HDAC

inhibitors in the treatment of cancer (10),
small molecule modulators of SUMOylation
machinery may prove an attractive arena for
pharmacochemical exploration.

Chemical complexity is at the center of
biological processes, and the post-
translational modifications that decorate
histones provide a clear example on how
biological systems exploit reversible
chemical variations to control dynamically
complex systems. Acetylation has
commanded much of the recent “action”.
Given its heft, it seems appropriate for
SUMO to provide the “equal and opposite
reaction” to maintain a well balanced code.
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Act Globally, Think Locally: Systems Biology
Addresses the PDZ Domain
Mark R. Spaller*
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C hances are you have a favorite
protein (or know someone who
does), upon which research atten-

tion is generously lavished. This typically
manifests itself through the use of one or
more highly focused techniques, singularly
trained upon that special protein, in order to
thoroughly characterize the chemical or
biological behavior of interest. But that
modus operandi has been changing, as
evidenced by the rising tide of literature
disclosing research that capitalizes on array
technologies, in which collections of
molecules are simultaneously screened and
analyzed. One of the latest contributions to
this trend is a report by Stiffler et al. (1), and
on display is, among the newer of the
high-throughput platforms, the protein
microarray. Fittingly, it has been commis-
sioned to investigate a structural class that
is itself of relatively recent vintage, the PDZ
domain.

So why pay attention to the PDZ domain?
Simply put, because of the expansive range
of cellular signaling functions performed by
polypeptides that possess one or more of
these units. Mammalian synapses are
teeming with proteins bearing PDZ domains,
the latter congregating with various
membrane receptors, ion channels, and cell
adhesion molecules, as well as those of
cytoplasmic origin, with resultant activities
that range from protein localization and
clustering to trafficking (2). In addition to
their responsibilities to neuronal cells, PDZ
domains find employment in roles that are
further removed, such as in the regulation of

drug transporters (3) and the organization of
proximal tubules in the kidney (4). When
one reflects upon how rapidly and widely
these domains have infiltrated cellular
biology, it should not elicit much surprise to
learn that there is significant potential for
therapeutic discovery (5).

At the biophysical root of these events,
PDZ domains mediate specific protein–
protein interactions. This behavior, coupled
to their modular nature and modest size of
approximately 90 residues, places the PDZ
class into the larger fraternity of protein
interaction domains (6). Considering how
populated this domain family has become
(Table 1), library-based approaches will be
indispensable if we seek timely progress in
determining the precise functional contribu-
tions its members make to the well-being of
a cell. PDZ domains are elements in a large
mosaic of binding networks that crisscross
the cell both temporally and spatially. In
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TABLE 1. Numbers of selected
protein interaction domains
assigned within the human
and mouse genomesa

Domain
Homo
sapiens

Mus
musculus

PDZ 918 771
PTB 141 115
SH2 352 323
SH3 894 738

aAll values are extracted from a table
prepared by Bhattacharyya et al. (11).

ABSTRACT Interaction networks, cartography
and mapping, wiring and circuitry, whichever
metaphor is invoked, the cardinal questions
regarding cellular proteins are the same: What are
they? How much is there? What do they do, and to
whom do they do it? One of the more recent pro-
teomics tools to pursue these lines of inquiry is
the protein microarray, and a current report has
unleashed this formidable technique upon a
target of considerable biological interest, the PDZ
domain family of signaling molecules.
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conjunction with a multitude of other
proteins, they are the focus of various
mapping efforts that represent the source of
one pipeline that feeds into systems
biology.

While this Big Picture discipline is still in
its foundational stage (7), systems biology
will need to assimilate mountain-ranges
worth of data that pertain to the function,
structure, and concentrations of cellular
constituents over time. Chief among the
challenges is correctly ascertaining all
possible protein–protein interactions of
biological consequence. Cellular network
theory (8) has been summoned to help
process this data and, to the extent
possible, form the basis for computational
tools to project the multidimensional infor-
mation in a manner that is both intellectu-
ally and visually palatable for human
consumption.

How is information like this obtained?
To date, the identification of associating
proteins on the large scale, and the sub-
sequent mapping of their interaction
networks, has relied primarily upon one of
two experimental approaches: yeast
two-hybrid assays and co-affinity purifica-
tion with a bait protein, followed by mass
spectroscopic analysis (co-AP/MS) (9).

Much data has been generated, but there
are nagging questions about the accuracy of
the predicted protein–protein interactions.
Rates of false positives and false negatives
are uncomfortably high, and the overlap of
predicted interactions between some
studies using the same methods is surpris-
ingly low.

Technical and procedural improvements
in experimental execution may diminish the

incidence of spurious results, but one
approach to make the data less ambiguous
and more reliable is a divide-and-conquer
strategy: rather than confront a multidomain
polypeptide in its entirety, carry out a dissec-
tion and tackle the domains individually.
Take, for example, an archetypical PDZ
domain protein, postsynaptic density-95
kDa (PSD-95). Constructing a simple map
that reveals the observed binary interac-
tions, while remaining fairly low on the scale
of network complexity, still provides a surfeit
of partners to examine (Figure 1). The task
becomes simpler when deciding to concen-
trate on specific domains within PSD-95,
such as the three of five that are of the PDZ
variety (Figure 2).

This domain-centered approach allows
for clearer experimental design and data
analysis in both low- and high-throughput
investigations (10, 11). An assortment of
studies, each employing distinct methods to
conduct a library-based screening of PDZ
domain interactions, has been published
(Table 2). Given the contrasting nature of
each of the techniques, any direct compari-
sons between them must be qualified. For
example, the enormous peptide diversity

Figure 1. Protein–protein interaction map for PSD-95. The data derive from a search using
the Biomolecular Interaction Network Database (BIND, (16)) and results graphed and edited with
Cytoscape (17).

Figure 2. Minimized protein-binding scheme for PSD-95 near the postsynaptic membrane. The
‘c’ appendage denotes free carboxylate termini of proteins that interact with specified PDZ
domains. All three PDZ domains depicted here are contained within the study by Stiffler et al.
(1), as are the C-terminal sequences of the NMDA receptor (NMDAR2A), the potassium channel
(Kv1.4), and CRIPT.
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of the phage display approach is striking,
but they represent non-biased, random
sequences; other studies employ far fewer
peptides, but those are known PDZ
binding motifs. In addition to these
explorations that begin with a discrete,
spatial separation of the arrayed and
non-arrayed components, a report has
recently been published that utilizes the
yeast two-hybrid assay to evaluate five
different PDZ domains when challenged
with a random peptide library (12).

One commonality that benefits these
disparate studies is the use of a relatively
small ligand that is recognized by the PDZ
domain; namely, a C-terminal-exposed
peptide is surrogate for the full-sized endog-
enous binding partner. Aside from a few
exceptional cases, PDZ domains seek out
the very carboxylate end of their partner
proteins; further, it appears that less than
10 (and sometimes only five or six) of those
consecutive terminal residues are necessary
and sufficient to capture maximal binding.
Thus, one may efficiently mimic an array of
protein–protein interactions in the techni-
cally more convenient manner of a protein–
peptide ensemble.

The work of Stiffler et al. (1) builds upon
such a peptide-based approach, aiming for

the development and validation of a protein
microarray with which to study the binding
and selectivity properties of PDZ domain
proteins. This report follows closely that of
another from the same laboratory that
mapped the interaction profile of human Src
homology 2 (SH2) and phosphotyrosine
binding (PTB) domains (13). As with this
predecessor study, the PDZ domain investi-
gation uses the same methodological blue-
print, although the scope is smaller and
more in keeping with the nature of a pilot
study.

The broad objectives are twofold: iden-
tify, then quantify. The first requirement is to
prepare and use the protein microarray to
determine which of 26 mouse recombinant
PDZ domain constructs binds to 20 fluores-
cent peptides whose sequences were
derived from known partner proteins. The
second task is to then conduct a solution-
based fluorescence polarization (FP)
assay for each of those same 520 possible
interactions and correlate the measured
affinity constants with the microarray
responses.

In the development of the materials for
use in such an array, uniformity and
homogeneity are the dual watchwords.
All PDZ domains are subcloned in identical

fashion as thioredoxin–
polyhistidine fusion
proteins, and experimental
confirmation is made of
sample purity and mono-
meric disposition. On the
partner side, decapeptides
are designed and synthe-
sized so as to encompass
the presumed binding
epitope. To each, an
identical tripeptide
segment, NNG, is affixed to
promote solubility,
followed by the rhodamine
tag 5(6)-TAMRA. Taken
together, both domain and
peptide partner compo-

nents reflect a level of diversity based on
the different binding motifs that PDZ
domains can accommodate. Importantly,
the array incorporates both single and
dual domains, the latter being structures
that closely border one another in their
shared polypeptide, and which may
exhibit forms of naturally-occurring
cooperative behavior in their structural or
conformational forms as well as in their
binding.

Without recounting the many issues of
technical development and quality control
that arise during the construction and use of
the actual PDZ domain microarray, suffice it
to say that the investigators are cognizant of
all the right concerns, and admirably
address as many as reasonably possible.
The level of rigor exhibited sets a standard
that would be well to emulate in future
investigations by those developing or
applying protein microarrays. Their efforts
are repaid in that the combination of the
microarray and FP assay data reveals
several important conclusions for ligands
of typical interest (those that possess
moderate-to-high affinity): (a) false-positive
and false-negative rates are each held to
about 14%, quite reasonable in the
face of much higher error seen with other

TABLE 2. Selected library approaches to probing PDZ domain interactionsa

Reference Immobilized/Arrayed Component Soluble Component

Songyang et al. (18) PDZ domains [10]; GST fusions on
glutathione-bound agarose resin

domain partners [2.5 � 107]b;
peptide mixtures

Fuh et al. (19) PDZ domains [2]; GST fusions on
microtiter plates

domain partners [2 � 1010];
peptides on M13 phage

Wiedemann et al. (20) domain partners [6223]; peptides
on cellulose membranes

PDZ domains [3]; GST fusions

Fam et al. (21) PDZ domains [96]; His6-S-Tag
fusions on nylon membranes

domain partners [1];
polypeptide as GST fusion

Stiffler et al. (1) PDZ domains [26]; thioredoxin-
His6 fusions on glass slides

domain partners [20]; N-
fluorescently labeled peptides

aThe values in square brackets equal the number of different constructs or ligands used. bReported as total
degeneracy.
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high-throughput methods; (b) 85% of
previously documented interactions are
rediscovered; and (c) new and unreported
associations are detected and
quantified.

In addition to mapping out the signaling
networks that engage PDZ domains, another
obvious yet key application of this tech-
nology includes its use in screening combi-
natorial libraries and determining the selec-
tivity profiles of new or established inhibi-
tory ligands. Another avenue of interest
would be to examine the effect of “macro-
molecular crowding” conditions, those that
mimic the excluded volume characteristic of
a cell’s fluid environment, upon PDZ domain
interactions (14). This phenomenon, in
conjunction with the prospect that various
proteins may exist in conformational
ensembles with distinct binding behaviors
(15), may result in discrepancies between
how interactions occur in vivo and in the arti-
ficial conditions common to in vitro binding
assays. The crowding effect has in fact been
little studied even in nonarray settings, but
the robust nature of the PDZ domain
microarray’s performance as revealed in this
study suggests that the technique might be
appropriate for this application.

“All politics is local” is an adage of state-
craft, but the same can be said of biomolec-
ular interactions. Microarrays are a means to
an end, and data collected on a global scale
must eventually be subjected to micro-
scopic evaluation. Aside from the specific
details of what has been learned in this
successful investigation, the larger accom-
plishment of this report should be to foster
future screening efforts that will cast a wider
net and encompass a greater number of the
known PDZ domains. The resulting
outpouring of reliable data from such an
exercise would dramatically accelerate the
rate at which PDZ-mediated interactions are
studied and provide us with the next genera-
tion of proteins upon which to lavish our
attention.
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R emoval of unwanted proteins is
crucial for the maintenance of
cellular homeostasis, especially in

postmitotic cells, such as neurons, since the
accumulation of abnormal proteins will not
be diluted by cell division. Indeed,
misfolded protein aggregation characterizes
most neurodegenerative diseases (1).
Eukaryotic cells primarily utilize two mecha-
nisms for protein clearance, the ubiquitin–
proteasome pathway and the autophagy–
lysosome pathway. Compared with the
proteasome, which recognizes and
degrades protein substrates conjugated to a
polyubiquitin chain, autophagy is a less
selective clearance mechanism (Figure 1).
Autophagy is induced under conditions of
physiological stress, such as starvation.
Autophagy also occurs at a basal level in
normal conditions. Yet, little is known about
the physiological importance of constitutive
autophagy in nondividing cells. Two recent
papers published in Nature by Hara et al. (2)
and Komatsu et al (3). proposed a neuropro-
tective role of basal autophagy, based on
their striking findings that mice with auto-
phagy defects specifically in neurons
formed intracellular inclusions in the brain
and developed neurodegenerative symp-
toms, even without the expression of any
disease-causing, aggregate-prone proteins.

The autophagic process requires the
concerted coordination of proteins encoded
by Atg (autophagy-related) genes (4). The
ubiquitous knockout of Atg5 or Atg7, two
essential genes for autophagy, causes early
postnatal lethality in mice. Accordingly, Hara
et al. (2) and Komatsu et al. (3) used a

Cre-loxP system to disrupt Atg5 and Atg7,
respectively, in the mouse central nervous
system (CNS) by expressing Cre recombi-
nase driven by a CNS-specific promoter. This
approach allowed the authors to investigate
the role of autophagy in the CNS in adult
animals and study long-term neurodegener-
ative progression. The neuron-specific,
autophagy-deficient mice (referred to as
Atg5−/− and Atg7−/−) were born normally
but developed progressive behavioral
defects resembling those of aging-related
neurodegeneration in humans and mouse
models, for example, limb-clasping, tremor,
and ataxic walking pattern. The behavioral
phenotypes were accompanied by mass
death of Purkinje cells and the presence of
ubiquitin-positive inclusion bodies in
certain regions of the brain including the
cerebral cortex, cerebellum, and hypo-
thalamus, which is thought to be the patho-
logical hallmark of neurodegeneration. In
addition, the autophagy-deficient mice had
a dramatically decreased survival rate; most
animals died within 28 weeks. In Atg7−/−

mice, polyubiquitinated proteins accumu-
lated and aggregated into inclusions
despite apparently normal proteasome
function, which suggests that basal
autophagy may be essential in clearing
some misfolded proteins that are beyond
the degradative capability of the protea-
some. Thus, basal autophagy may be of
more biological importance than was previ-
ously recognized.

If defects in autophagy alone are suf-
ficient to elicit protein aggregation
and degeneration in normal neurons
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ABSTRACT Autophagy mediates the bulk
degradation of cytosolic proteins and
organelles. Recent studies using neuron-
specific knockout mouse models demon-
strate that autophagy deficiency leads to pro-
tein aggregation and neurodegeneration,
even in the absence of disease-related
aggregate-prone proteins.
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(Figure 2, panel a), it is interesting to
consider cells that are burdened with
aggregate-prone proteins related to human
diseases, for example, �-synuclein and
expanded polyglutamine proteins. In a line
of inducible transgenic mice, neurodegener-
ation could be promisingly reversed when

the expression of the harmful protein is shut
off (5). This observation implies a protective
role of protein clearance. Increasing
evidence indicates autophagy is actively
involved in this process (6, 7). For example,
chemical inhibition of autophagy at the
autophagosome formation or autophago-

some–lysosome fusion stages is associated
with enhanced protein aggregation and
death in cell models (8). Conversely, rapa-
mycin, a chemical inducer of autophagy,
reduces aggregate formation and improves
behavioral tasks in transgenic animal
models (9, 10).

Recent studies suggest that the cytosolic
early protein species (monomer or oligomer)
in the aggregation process, rather than the
inclusion itself, are the main source of
toxicity (1, 11). In Atg5−/− neurons and
hepatocytes, inclusions formed after
diffuse-ubiquitinated proteins had accumu-
lated to a high level. This observation
supports the idea that inclusions may be a
consequence rather than the cause of
pathogenesis. The other intriguing hypoth-
esis that stems from this finding is that
autophagy may protect against neurode-

Figure 1. Schematic representation of autophagy in a mammalian cell. A portion of cytosol
destined for degradation is sequestered in a double-membrane vesicle termed an
autophagosome, by elongation of a small pre-autophagosome membrane structure that
derives from an unknown origin. The autophagosome then fuses with the lysosome to form
an autolysosome. The inner vesicle is degraded by resident hydrolases together with
its cargoes.

Aggregate-prone protein

Proteasome Autophagy

Inclusion

a

b

Inclusion

Normal cellular
protein

Misfolded protein
Proteasome

Autophagy

Atg5-/- or Atg7-/-

?

Figure 2. Hypothetical models of clearance
mechanisms of normal proteins and disease-
related aggregate-prone proteins. a) In normal
neurons, misfolded proteins are ubiquitinated
and actively degraded by proteasomes. The
basal level of autophagy also constitutively
degrades excess or misfolded proteins,
maintaining a favorable environment for
various cellular functions. In the neurons of
Atg5�/� or Atg7�/� mice where autophagy is
blocked, an elevated level of misfolded
proteins accumulates in the cell and forms
inclusions, leading to neurodegeneration and
cell death. b) In patients or transgenic
animals with neurodegenerative disorders,
aggregate-prone proteins, for example,
expanded polyglutamine proteins, express
and adopt aberrant structures that easily
aggregate into inclusions that are highly
resistant to proteases. Autophagy may be a
primary mechanism by which cells clear diffuse
monomeric or oligomeric forms of aggregate-
prone proteins, although a role for the
proteasome in clearance cannot be ruled out.
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generation by reducing the level of poten-
tially toxic diffuse protein species rather
than the inclusions per se (Figure 2,
panel b). In fact, the size of inclusions
usually exceeds that of typical mammalian
autophagosomes.

There is some controversy regarding the
ability of the proteasome to degrade these
amyloidogenic proteins (12–14). In some
diseases, the proteasomal function is
significantly impaired in the presence of
aggregate-prone proteins (15, 16). In addi-
tion, it has been found that proteasomes are
unable to cleave within expanded poly-
glutamine sequences (17), which may result
in steric hindrance and inhibition of the
proteasome.

Despite recent progress, there are many
open questions to be answered with regard
to misfolded protein clearance and neuro-
degeneration. For example, it is not clear if,
or how, the proteasome and autophagy
coordinate to accomplish the task of protein
quality control. In addition, we do not know
exactly the forms of aggregate-prone
proteins (diffuse or inclusion) degraded
through autophagy, or the molecular
components and mechanism of autophagic
degradation of these proteins. Since it is
suggested that toxicity has been initiated
before aggregates are formed (18), it will be
helpful to have additional data that identify
the factors/pathways that regulate the clear-
ance of abnormal proteins before or during
early stages of the aggregation process, as
these may serve as potential therapeutic
targets in neurodegenerative disorders. The
studies by Hara et al. (2) and Komatsu et al.
(3) provide a direct causative connection
between impaired autophagy and neuro-
degeneration in the absence of genetic

mutations that predispose an individual to
disease and, thus, unveil a critical role of
basal autophagic clearance. Neurons may
be especially sensitive to proteolytic stress
due to their quiescent state and highly
specific function. The neuron-specific,
autophagy-deficient mouse models will be
useful in further investigating the role of
autophagy in neurological diseases, specifi-
cally, in protection against misfolded
protein accumulation and aggregation.
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Pin1 Flips Alzheimer’s Switch
Felicia A. Etzkorn*
Department of Chemistry, Virginia Tech, Blacksburg, Virgina 24061

ABSTRACT The biochemical processes
leading to Alzheimer’s disease are just now
being elucidated. A recent study shows that a
peptidyl-prolyl isomerase, Pin1, specifically
regulates the degradation of amyloid precursor
protein (APP). An alternative model for Pin1 regu-
lation of APP processing is also proposed.

A lzheimer’s disease strikes fear in the
hearts (or more appropriately, in the
minds) of scientists and intellec-

tuals, perhaps more so than heart disease
or cancer, because it destroys the brain
before it kills. Despite intense research in
the past 30 years, changes in biochemical
regulation leading to the development of
Alzheimer’s have only begun to yield to
modern techniques. In a recent issue of
Nature, Lucia Pastorino, Anyang Sun, and
co-workers (1) report that the peptidyl-prolyl
isomerase (PPIase), Pin1, specifically regu-
lates the amyloid precursor protein (APP)
degradation product ratio. In the presence of
Pin1, less of the bad actor amyloid peptide
A�42 is produced and more of the presum-
ably benign �-APPs are produced. In the
absence of Pin1, significantly more A�42 is
produced. A�42 is known as the precursor
for amyloid plaque formation. Pin1 has been
hypothesized to protect against neurode-
generation in Alzheimer’s diseased brains
(2). Pin1 restores the function of phosphoryl-
ated Tau protein, also significant in Alzhei-
mer’s disease, by binding specifically to
pThr231-Pro (2).

As the only known phosphorylation-
dependent PPIase in humans (Figure 1), and
the only human PPIase with a WW domain
(3, 4), Pin1 is uniquely situated to regulate a
number of dynamic cellular signaling
processes (5). Pin1 specifically catalyzes
isomerization of phosphoThr- or
phosphoSer-Pro motifs in a number of cell
cycle proteins (6).

PPIases are capable only of restoring the
equilibrium between cis and trans Xaa-Pro
amide conformations; they do not make or

break bonds. This equilibration is acceler-
ated by PPIases to the tune of 106, while a
significant rate of isomerization takes place
thermally, i.e., at ambient or body tempera-
tures (7). These data have led many to ques-
tion the significance of PPIase’s endoge-
nous roles in biology. The other families of
PPIases, the cyclophilins and FKBPs, are
best known for their role in activating the
immunosuppressive prodrugs cyclosporine
A and FK506 (8), while their endogenous
roles are probably as catalysts of protein
folding (9). As a cell cycle regulator, Pin1
differs from the kinases, phosphatases,
histone acetyl transferases, and histone
deacetylases precisely in that it does not
make or break bonds. Pin1 is unique
because it regulates the cell cycle by a
conformational switch mechanism (10).

The significance of this role, and Pin1
does appear to be important in biological
processes including mitosis (5), must arise
from the need to reestablish chemical equi-
libria rapidly after the equilibrium is upset
by another process. Thus, phosphorylation
or dephosphorylation could apply such
pressure to one or the other side of the equi-
librium by LeChatlier’s principle. Another
possibility is that binding phenomena could
“take out” one of the substrates, cis or
trans, upsetting the equilbrium and calling
Pin1 into play. Pastorino et al. have identi-
fied just such a substrate relevant to Alzhei-
mer’s disease.

Pin1 was shown to bind APP from mitotic
cells through the single pThr668–Pro669
site by immunoprecipitation (1). This
binding was mediated by the WW domain,
as demonstrated by 15N–1H correlated NMR
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(HSQC) on a 21-residue phosphopeptide
(G659–Q679). The peptide was specifically
labeled with 15N at Glu670, just after the
Pro. The WW domain bound cis and trans
conformers of the peptide in the same ratio
that exists free in solution. These results
differ significantly from X-ray studies that
show only the trans conformation of a
Cdc25 peptide bound to the WW domain
(4). It may be that only the trans conforma-
tion of the Cdc25 peptide binds to the WW
domain, while the APP peptide can bind in
both cis and trans forms. Or perhaps the
crystal packing forces permitted only the
trans form of Cdc25 to be seen in complex
with the WW domain. Solution phase NMR
may allow both forms to be detected. Yet,
the binding phenomenon was not the only
interaction of Pin1 with APP observed.

The APP peptide is isomerized by the
catalytic site of Pin1 specifically at
pThr668-Pro (Figure 1) as measured by
ROESY of the cis–trans exchange cross
peaks at two mixing times (1). The rate of cis
to trans isomerization was measured to be
5- and 15-fold faster than the rate in the
trans to cis direction, depending upon the
cross peak integrated. (The uncertainty may
be in the integration of the trans–trans peak
on the diagonal, which is not well resolved.)
Most significantly, the Pin1 catalyzed rate is
on the order of 105-fold faster than the

thermal isomerization rate. Pin1 isomeriza-
tion of an Alzheimer’s disease relevant
substrate has clearly been demonstrated
(although “atomic resolution” is debatable
since a single 15N was measured). More-
over, both APP substrate binding to the WW
domain and isomerization by the catalytic
domain have been established, though not
necessarily correlated. An intriguing ques-
tion remains, which comes first, binding or
catalysis?

Cellular and in vivo results cinch the deal.
Pin1 was found co-localized with APP, and
they coprecipitated with a Pin1-specific anti-
body (1). Pin1 and APP co-localize at the
plasma membrane and in clathrin-coated
intracellular vesicles. Overexpression of
Pin1 reduces A� secretion in a phospho-
Thr668 dependent manner. Pin1 depleted
cells (asynchronous CHO-APP and Pin1�/�

H4 breast cancer) show increased APP
processing and A� secretion, while mitotic
CHO-APP cells expressing Pin1 and Pin1�/�

H4 cells show �3-fold higher secretion of
�-APPs and �7-fold less A� secretion. Pin1
knockout mice showed increased levels of
insoluble A� peptides, particularly of the
major toxic peptide A�42, in an
age-dependent manner leading to plaque
formation. Tissue culture of mice brains with
immunogold electron microscopy with anti-
human A�42 antibodies showed A�42

localized in multivesicular bodies in dorsal
medial cortical neurons. In mice overex-
pressing familial Alzheimer’s disease
(FAD), the effects of Pin1 were also age
dependent.

On the basis of their results, the authors
have proposed a model for Pin1 regulation
of APP processing and prevention of Alzhei-
mer’s disease. In their model (Figure 5,
panels g and h of ref 1), Pin1 activity
decreases the levels of amyloidogenic A�

peptides by decreasing the concentration of
pThr668-cis-Pro APP (1). In the absence of
active Pin1, concentrations of cis APP are
higher resulting in high levels of amyloido-
genic A� peptides. There is little in their
results to presume that the cis form of APP is
the bad actor however. The relative rates of
cis–trans vs trans–cis isomerization are not
so very different (5- to 10-fold) compared
with the Pin1 acceleration over the uncata-
lyzed rate (105-fold). Again, Pin1 can act
only to reestablish an equilibrium that has
been upset from outside. The relative rates
of the two isomerizations tell us nothing
about which side of the cis–trans equilib-
rium is overstocked at any given time. The
real significance of these results is in the
difference between the effect of the pres-
ence or absence of Pin1 on APP processing
and the identification of pThr668-Pro as the
exact site of substrate isomerization.

Figure 1. Alternative model to explain the
central role of Pin1 in processing APP based
on equilibrium upset by a kinase or
phosphatase. APP must rapidly cross the
central equilibration catalyzed by Pin1 to
avoid processing to amyloidogenic products.
This model assumes a conformation-specific
kinase or phosphatase to upset the
conformational equilibrium. Whether the left
(magenta) or the right (blue) side of the
scheme leads to amyloidogenic processing
remains to be seen.
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The key to unlocking this story may lie
upstream or downstream of Pin1. What
upsets the equilibrium in the first place? If
APP processing depletes the concentration
of the cis (or the trans) form, resulting
specifically in amyloidogenic A� peptides,
Pin1 would accelerate the formation of the
depleted (bad) species. This does not
appear to be the case based on the results
of Pastorino et al. Another explanation must
be found. I propose an alternative model for
Pin1 regulation of APP processing (Figure 1).
If a kinase phosphorylates only the cis (or
only the trans) form of Thr668-Pro in APP,
Pin1 might be essential in accelerating the
reequilibration away from the bad form,
whichever that is. Alternatively, a phos-
phatase might deplete the concentration of
the bad form of phosphoThr668-Pro APP,
drawing it away from amyloidogenic
processing, and Pin1 could feed the phos-
phatase more of its “good” substrate.
Conformationally locked substrates provide
one promising way to distinguish between
these possibilities (11).

This work by Pastorino et al. represents a
major advance in explaining the detailed
molecular regulation of amyloid precursor
protein processing by the PPIase activity of
Pin1. Their results set the stage for serious
advancement toward the prevention and
treatment of Alzheimer’s and other amyloid-
based diseases.
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Following the Path of the Virus: 
The Exploitation of Host DNA Repair 
Mechanisms by Retroviruses
Johanna A. Smith and René Daniel*
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V iruses are obligatory parasites lacking certain 
biochemical components, which are necessary 
for self-replication (1, 2 ). Retroviruses are a 

class of enveloped viruses that store their genetic 
material in the form of RNA. These viruses are unique 
because they must convert their RNA into DNA via the 
process of reverse transcription. Infection is initiated 
by the recognition of viral proteins by receptors present 
on the surface of target cells. Once inside the infected 
cell, reverse transcription is catalyzed by the retroviral 
enzyme reverse transcriptase (RT). RT reverse tran-
scribes a single-stranded viral RNA molecule into viral 
DNA (3 ). The DNA product of reverse transcription can 
then be inserted into the genome of the host during 
the process of integration, which depends on the 
retroviral enzyme integrase (IN) as well as host cellular 
cofactors (4 ). Upon the successful addition of viral DNA 
to the host genome, the virus can replicate. From the 
stably transduced host genome, transcription of viral 
genes ensues in order to generate polypeptides as well 
as two copies of the viral genome in the form of RNA. 
These components are exported from the nucleus to 
the cytoplasm and assemble into new viral particles, 
which are then released from the host cell (1, 2, 4 ).  

It is important to recognize the similarities between 
certain chemical mechanisms that occur in retro-
viral infections and transposition (5 ). Transposable 
elements (or transposons) are segments of DNA that 
can shift around within a genome. Completion of 
the genome project revealed that around 45% of the 
human genome consists of transposable elements (6 ). 
Retrotransposons are a subset of these mobile genetic 
elements that spread from one location to another via 
an mRNA intermediate (6–8 ). The mRNA is reverse 
transcribed by their self-encoded RT, producing a 
cDNA copy. Transposon DNA is then inserted into a 
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A B ST R AC T  Numerous host cellular cofactors are involved in the life cycle of 
retroviruses. Importantly, DNA repair machinery of infected cells is activated by 
retroviruses and retroviral vectors during the process of integration and host cell 
DNA repair proteins are employed to create a fully integrated provirus. The full 
delineation of these repair mechanisms that are triggered by retroviruses also has 
implications outside of the field of retrovirology. It will undoubtedly be of interest 
to developers of gene therapy and will also further facilitate our understanding of 
DNA repair and cancer. This review gives a brief summary of the accomplishments 
in the field of DNA repair and retroviral integration and the opportunities that this 
area of science provides with regards to the elucidation of repair mechanisms, in 
the context of retroviral infection. 
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new genomic location.  The processes of genomic 
DNA cleavage, as well as the ligation reaction of the 
newly broken ends to the retrotransposon genetic 
material, are very similar to retroviral DNA integration. 
Retrotransposons have been reported to integrate into 
endogenous breaks in DNA (9) and, furthermore, to 
employ host DNA repair processes (10 ). Like retro-
transposons, recent data indicate that retroviral DNA 
integration is completed with the aid of host cellular 
proteins that are involved in double-strand DNA break 
repair (11–17 ).

Cellular responses to double-strand DNA breaks
All living cells continually suffer DNA damage from a 

variety of exogenous as well as endogenous sources. 
These may result in single-strand breaks (SSBs), 
double-strand breaks (DSBs), or bulky DNA lesions. 
Internal processes which lead to DSBs, which are the 
most hazardous form of DNA damage, include stalled 
DNA replication forks and reactive byproducts of cellu-
lar metabolism (reactive oxidation species). Exogenous 
agents known to cause DSB include ionizing radiation, 
as well as some chemotherapeutic drugs (18, 19 ). 
DSBs are deleterious to the cell because if left 
unrepaired they are often responsible for the formation 
of neoplasms as well as cell death.

Organisms have evolved complex mechanisms to 
repair chromosomal insults when they take place to 
maintain high fidelity of genetic information transmis-
sion. Cells respond to damage to their genetic material 
by activating an elaborate DNA damage response 
pathway which can be divided into the following three 

stages: (1) sensing of damage, (2) transduction of the 
information that the damage has occurred, and (3) the 
activation of effectors that execute the appropriate 
response (18, 19 ). This sequence of events is depicted 
(Figure 1). When activated, the effectors may carry out 
one or more of the following events: cell cycle arrest, 
the physical DNA repair, chromatin remodeling, and 
apoptosis (when damage is irreparable). It should be 
emphasized that Figure 1 is highly simplified, and the 
interactions that occur subsequent to DNA damage are 
orchestrated in an exceedingly complex and inter-
twined network. 

Three members of the phosphatidylinositol 3-kinase-
like (PIKK) protein family are of most importance in 
cellular responses to DSBs. These mammalian PIKK 
proteins are DNA-dependent protein kinase (DNA-PK), 
ataxia-telangiectasia mutated (ATM), and ataxia-
telangiectasia and Rad3-related (ATR) (20, 21 ). The 
activation of these protein kinases is crucial for the 
execution of the phosphorylation events that follow 
(21, 22 ). DNA-PK and ATM are primarily activated in 
response to DSB, while ATR has traditionally been 
viewed to play a distinct role in the presence of SSBs, 
and other forms of DNA damage. DNA-PK is vital for 
both V(D)J recombination and DSB repair and also 
plays a role in the induction of apoptosis (23 ).  

The magnitude of the importance of the function-
ality of these PIKK proteins is apparent by the detri-
mental consequences that result when their functional 
wild-type forms are inadequately expressed. Their 
significance may also be revealed by the fact that all 
eukaryotes contain homologues to ATM and ATR (24 ). 
Individuals carrying a homozygous mutation in the ATM 
gene display the severe disorder ataxia-telangiectasia. 
These patients have high rates of cancer, genomic 
instability, and cerebellar degeneration. Individuals 
with ataxia telangiectasia are hypersensitive to ionizing 
radiation (IR) and do not display the proper function 
of cellular checkpoints (20, 21 ). ATR deficiencies are 
embryonic lethal in mice, indicating that ATR is essen-
tial for organism survival (25, 26 ). Until recently there 
was no known disease caused by inadequacies of ATR 
expression. However, ATR-Seckel syndrome is now 
recognized as an autosomal recessive disorder caused 
by ATR mutations and is marked by developmental 
delay, microcephaly, growth and mental retardation, 
dwarfism, characteristic facial features, and DNA repair 
deficiencies (27 ). Animals with mutant DNA-PK are 
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Figure 1. The DNA 
damage response 
signal transduction 
cascade. a) DNA 
damage resulting 
from exogenous 
sources (IR, UV 
light, chemicals) 
or endogenous 
sources (meiosis, 
V(D)J recombination, 
stalled replication 
forks, byproducts of 
cellular metabolism).  
b) Sensor proteins detect damage and pass the signal along to c) transducers 
which relay the signals to effector proteins which execute d) the appropriate 
response: cell cycle arrest, DNA repair, chromatin reconstitution, or apoptosis.
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immunodeficient, defective 
in DSB repair, and sensitive 
to ionizing radiation (28 ).

Cell Cycle Arrest. One 
outcome of the robust 
and multifaceted signal 
transduction cascade is cell 
cycle arrest (Figure 1). This 
delay of cell cycle progres-
sion is imperative in order 
to allow adequate time 
for DNA repair (29 ). The 
signaling kinases of primary 
concern with regards to cell 
cycle checkpoints are ATM 
and ATR.  

In the event of DSB 
damage, inactive ATM 
homodimers auto-
phosphorylate on Ser1981, 
releasing the two macro-
molecules into active 
monomers (30 ). ATM is 
recruited to the lesion site 
by the Mre11/Rad50/Nbs1 
(MRN) sensor complex, 
which enables ATM to 
relay the damage signal 
to appropriate effectors 
(31–36 ). Phosphorylation 
of p53 by ATM may induce 
any of the three cell-cycle checkpoints (G1/S, S, and 
or G2/M) (36 ). In response to SSBs, stalled replica-
tion forks, or bulky lesions, ATR is the primary inducer 
of checkpoint activation. ATR is recruited to damage 
sites by ATRIP (ATR-interacting protein) to single-
stranded DNA which is coated with RPA (replication 
protein A) (37–40 ) to induce the G2/M checkpoint 
(38, 41 ). In addition, ATR is involved in DSB repair, 
where ATM and the MRN complex are first localized to 
DSB sites, and then alter the lesion to a structure that 
recruits the ATR-ATRIP complex (Figure 2, (37–39 ).

DNA Repair. Whether or not checkpoint activation 
has occurred, DNA repair must take place in order to 
maintain a cell’s genetic integrity. Two mechanisms 
have evolved to repair DSB in mammalian cells when 
they take place, either during tightly regulated cellular 
processes or as a result of ill-fated DNA damage events. 

These mechanisms are homologous recombination 
(HR) and nonhomologous end joining (NHEJ) (Figure 2) 
(42, 43 ). Although HR is a more faithful means of DNA 
repair to be conducted because the sister chromatid 
is used as a template, NHEJ is thought to repair the 
majority of DSB in mammalian cells. To begin this 
process, two Ku heterodimers bind to either end of 
the DSB (Figure 2). This heterodimer consists of the 
proteins Ku70 and Ku80 (44, 45 ). It is understood that 
next the DNA-PK catalytic subunit (DNA-PKcs) along 
with the protein Artemis is recruited to the broken ends 
at the sites of Ku in the form of a complex (DNA-PKcs/
Artemis complex) (44, 45 ). Artemis is required for endo-
nuclease activity (46–48 ) to function if there are any 
DNA overhangs to be cleaved. Once blunt ends have 
been created, the XRCC4/Ligase 4 complex is brought 
within close proximity of Ku. This second complex is 
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Figure 2. The roles of PIKK kinases in cellular DNA damage response. Details are given in the text.
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responsible for ligating the trimmed ends to complete 
NHEJ, although details have yet to be elucidated (45 ).

ATM also seems to be physically involved in DNA 
repair (44, 45 ). Its kinase activity is activated by free 
DNA ends in vitro (49 ) and it cosediments with dam-
aged DNA in cell-free systems (50 ). In addition, ATM 
phosphorylates DNA repair proteins such as BRCA1, 
which plays a role in HR (51 ). 

Chromatin Remodeling. Chromatin remodeling is a 
third possible outcome of the DNA damage response 
(Figure 1). This process is an important component of 
DNA repair, although much remains to be discovered in 
this realm of molecular biology. Histones are proteins, 
which organize the genome by compacting DNA into 
ordered structures (52 ). They also play a major role in 
gene expression. Dynamic modifications occur to these 
organizational proteins in order to render the DNA, with 
which they associate, accessible to other proteins when 
appropriate. Histone tails may be modified by methyl-
ation, acetylation, phosphorylation, ubiquitination, or 
ADP-ribosylation, which are all reversible reactions (53 ).  

One well-characterized change in histone structure in 
association with DSB repair is H2AX phosphorylation. 
The histone H2AX is quickly phosphorylated on Ser139 
(54 ) in the vicinity of 2 × 106 base pairs around the 
DSB (55 ). The principal kinase to phopshorylate H2AX 
at DSB sites is ATM (56, 57 ). The phosphorylated form 
of this histone is designated as g-H2AX and is consid-
ered a marker for DSBs, where distinct large nuclear 
domains, or foci, appear and can be visualized by 

immunostaining assays (54 ). Assembly 
of DNA repair complexes to the site of 
genomic insults is vital and has been 
thought to be conducted and or retained 
by g-H2AX (58–60 ).  

The reversible acetylation reaction 
significantly affects transcriptional regula-
tion. The role of acetylation in other DNA 
metabolic reactions is just beginning 
to be unveiled. In the budding yeast 
Saccharomyces cerevisiae, the histone H4 
is acetylated by the Esa1 histone acetyl 
transferase (HAT) and is required for NHEJ 
(61 ). The Esa1 mammalian homologue, 
TIP60, is involved in both DNA repair 
and apoptosis. It is also of interest that 
the Sin3p/Rpd3p histone deacetylase 
(HDAC) complex modulates DSB repair 

in yeast (62 ). These novel findings suggest that such 
histone alterations may serve an imperative function 
in the DNA repair of other eukaryotes as well (61 ). 
In fact, the mammalian protein, TRRAP (transactivation-
transformation domain-associated protein), which is a 
constituent of several HAT complexes, has been recently 
suggested to function in DSB repair. Importantly, TRRAP 
associates with the MRN complex, although this asso-
ciation did not display any acetyltransferase activity. 
The authors advocate that TRRAP may serve as a bridge 
between the processes of DSB signaling, repair, and 
chromatin remodeling (63 ). Metnase is another protein 
that may link chromosomal structure to DNA repair and 
the integration of foreign DNA. This protein methylates 
histone H3, causing the chromatin configuration to 
open therefore facilitating repair (64 ).

Apoptosis. The final outcome of the DNA damage 
signal transduction cascade (depicted in Figure 1) is 
apoptosis (or programmed cell death). In response to 
IR, DNA-PK preferentially induces apoptosis (65 ) by 
phosphorylating Ser15 of p53, a protein responsible for 
cell cycle succession (23 ). BRCA1 is phosphorylated at 
Ser1423 and 1524 in damage responses and, in some 
cases, serves as a tumor suppressor by inducing apop-
tosis (66 ). When DNA damage is too severe and/or 
unregulated, uncontrolled cell proliferation could arise 
as a result of the compromised genome. Therefore, 
the role of apoptosis is central in organism survival, 
because of its function in cancer prevention.  

It has been shown recently that DSB DNA repair is 
involved in replication of diverse viruses and trans-
posons, including adenoviruses, herpes simplex 
virus 1, SV40, and the Sleeping Beauty element (for 
recent reviews see refs 57, 67, 68, and 69–71 ). In 
addition to the above-mentioned viruses, DNA repair 
plays a critical role in the life cycle of retroviruses 
and retroviral vectors. In this article, we review recent 
evidence that suggests that retroviral DNA integration 
triggers host cellular DSB DNA repair mechanisms, 
which then complete the process of integration. 

Integration and postintegration repair
Retroviral DNA integration begins with cleavage of a 

dinucleotide from 3´ viral DNA ends (Figure 3, panel a). 
This stage is called 3´-end processing and is necessary 
in order to expose hydroxyl groups at the 3´-ends. The 
processed viral ends then ligate to host DNA during the 
second stage, denoted as joining, via a nucleophilic 
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attack on staggered phospodiester bonds in comple-
mentary strands of host cell DNA (1, 2, 72 ). Both 
processing and joining are catalyzed by the retroviral 
enzyme IN (73, 74 ). Host DNA is cut five base pairs 
apart in the case of HIV-1 (75 ), creating short gaps on 
opposite strands of complementary host DNA 5´-ends 
(Figure 3, panel a). These gaps between viral and 
genomic DNA must be filled, their corresponding ends 
ligated, and the chromatin structure reconstituted, in 
order to complete the third stage of integration, recently 
denoted as postintegration repair. This final stage has 
been shown by multiple groups to be mediated by host 
cellular DSB DNA repair mechanisms.  

evidence for the role of PIKK kinases in integration
In 1999, it was first observed that cells deficient 

in components of the NHEJ pathway display reduced 
rates of retroviral infection (11 ). It was shown that 
retroviral infection efficiencies of DNA-PKcs-, Ku80-, 
and XRCC4-deficient fibroblasts were 5–10-fold lower 
than that of control fibroblasts and that 40–50% of 
DNA-Pkcs-deficient pre-B cells underwent apoptosis 
following infection (11 ). Cell death was dependent 
upon the presence of the active IN in the infecting 
virion. (11, 13, 14 ). On the basis of this evidence, it has 
been suggested that NHEJ is necessary to complete the 
retroviral DNA integration, and a failure of this process 
results in cell death. The NHEJ requirement can be 
apparently extended to all retroviruses and retroviral 
vectors, since it was observed for such diverse vectors 
as avian sarcoma virus (ASV)-based vectors, murine 
leukemia virus (MLV), and HIV-1-based vectors. 

Subsequently, it had been demonstrated that the 
depletion of Ku80 in human cells decreases replica-
tion and stable integration by an HIV-1 strain (76 ). 
Consistently, Waninger et al. demonstrated that 
by downregulating Ku80 by the utilization of both 
ribozymes (short RNA molecules that can cleave 
target mRNA) and siRNA (short interfering RNA used to 
knock down gene expression in a sequence specific 
fashion) techniques, HIV-1 infection is significantly 
decreased (77 ). An extensive work by the O’Connor 
laboratory demonstrated that NHEJ proteins, including 
DNA-PKcs, Ku80, Ku70, XRCC4, and ligase IV are 
required for efficient transduction by both HIV-1-based 
and MLV-based vectors (16 ). Finally, Downs et al. 
showed that yeast deficient in either Ku subunit display 
a decrease in Ty1 (a retrotransposon with self-encoded 

integrase) transposition by over 80% (15 ). These 
Ty elements require Ku, the DNA binding protein of 
DNA-PK, to efficiently integrate. Together, these data 
are consistent with the hypothesis that NHEJ plays a 
role in integration (15 ).

An alternative hypothesis for the role of DNA-PK in 
the retroviral life cycle involves events that occur prior to 
integration. It was found that Ku facilitates the circular-
ization of linear viral DNA in human cells (76, 78 ). 
Therefore it has been suggested that cell death in 
NHEJ-deficient cells is due to the presence of free viral 
DNA ends. However, upregulation of the HR repair 
protein, Rad52, inhibits integration and suppresses 
2-LTR circle formation but does not promote apoptosis 
(16 ). Therefore, the majority of evidence supports the 
hypothesis that the death of NHEJ-deficient cells is due 
to failed postintegration repair.

Recently it has been shown by Lau et al. (17 ) that 
ATM-deficient cells are transduced about 5-fold lower 
than that of control cells when infected with pseudo-
typed HIV-1 based vectors. Most importantly however, 
in this study, the O’Conner group showed that a novel 
pharmacological ATM inhibitor blocks HIV-1 replication. 
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Figure 3. Integration and postintegration repair. a) Retroviral DNA integration:  
tan, the viral enzyme IN; green, viral DNA; black, host cell DNA. (1) Processing, 
IN excises a dinucleotide from 3´ viral ends. (2) Joining, IN joins 3´ viral ends 
to host cell DNA in a concerted cleavage-ligation reaction. (3) Postintegration 
repair, host cellular DNA repair mechanisms facilitate the repair and gap-filling 
to create a fully integrated provirus. b) A model for the roles of DSB repair 
proteins and pathways in postintegration (already defined in a). A failure of 
postintegration repair results in cell death, reducing the efficiency of retroviral 
transduction and replication. 
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The small molecule KU-55933, a specific and efficient 
inhibitor of ATM, suppresses both wild-type and drug-
resistant strains of HIV-1 without cytotoxicity effects. 
Although it was first thought that ATM played only a 
minor role in integration (14 ), ATM thus appears to be 
more significant than previously believed. Consistent 
with Lau et al., we have recently observed a substantial 
reduction in the percentage of ataxia telangiectasia 
primary fibroblast cells that are stably transduced with 
HIV-1 based vectors, when compared to that of control 
fibroblasts (Smith and Daniel, unpublished data). In 
addition, it was demonstrated that an ATM substrate, 
the histone H2AX isoform, is phosphorylated at the 
sites of retroviral DNA integration (79 ).

It should also be noted that a third PIKK kinase, ATR, 
has been implicated in retroviral integration. It was 
shown that the efficiency of ASV and HIV-1 transduction 
and stable integration is dramatically decreased upon 
expression of a dominant negative ATR mutant product 
(12 ). Finally, consistent with the observation above, we 
have shown that the ATM/ATR inhibitor caffeine and 
caffeine-related methylxanthines inhibit HIV-1 replica-
tion in primary human cells, likely at the postintegration 
repair step of the HIV-1 life cycle (80 ).  

All three PIKK kinases thus appear to play a role 
in postintegration repair (Figure 3, panel b). The 
presented evidence indicates that the cell senses 
the integration event as a DSB, therefore triggering 
the cellular DNA damage response to repair the 
break created by the virus. This viral exploita-
tion of host cellular DNA repair pathways is then 
required for the completion of integration.

Although all three of the PIKK kinases 
discussed have been implicated in 
HIV-1 integration, some labs have not 
observed a significant role of ATM or 
ATR in HIV integration (81, 82 ). Lau et al. 
suggests some possible explanations 
for these discrepancies (17 ). One is 
that studies in the field of DNA damage 
response in retroviral integration have 
been conducted using a wide variety of 
retroviruses and retroviral-based vectors 
and reporter gene readouts could be 
inaccurately interpreted. In addition, 
the inhibitors used have low specificity 
and could be targeting more than one 
of these kinases simultaneously, so that 

the interpretation of data could be confused. Differing 
cell types could also lead to contradictory results. Lau 
et al. (17 ) also points out that siRNA techniques appear 
to alter readouts. Even control siRNA was shown to 
upregulate infection as in the published work by 
DeHart et al. (81 ), which may indicate that the conclu-
sions drawn based on infection assays conducted on 
siRNA-transfected cells could be misinterpreted. One 
must consider these potential problems meticulously, 
in order to conduct precise experiments and derive 
accurate conclusions.

Mechanistic aspects of cellular DSB repair proteins in 
postintegration repair

Although a strong link between host cellular DNA 
damage response proteins and retroviral integration 
exists, the exact mechanism(s) involved remains to be 
discovered. Host cellular proteins could serve for one or 
more of the following functions in retroviral integration: 
nuclease, polymerase, and/or ligase activity, as well as 
the rearrangement of chromatin structure, and cell cycle 
checkpoint induction. The hypothetical outcomes of the 
5´-end joining process are shown (Figure 4). Infection 
of cells deficient of DSB repair components could result 
in any of the first four outcomes, resulting in cell death, 
or at least the failure of postintegration repair.

At first glance, one may question the geometry of 
the break. It may seem counterintuitive that integration 
induces a DSB response, because each strand of viral 
DNA is joined at one end to host DNA. However, when 
the bigger picture is taken into consideration, it may 
not seem as unlikely. For example, the cuts made in 
host DNA may release tension from chromatin wrapped 
around histones at the site of the break, triggering a 
widespread DSB response. We do not know the activity 
and location of the IN protein at this stage. It may still 
be keeping the ends in close proximity to one another 
at the catalytic site of the cleavage and strand transfer 
reactions. Given that we do not know the kinetics of IN 
dispersal from the break site, it is interesting to postu-
late the activities that may depend upon the location of 
IN. IN may depart as soon as cleavage and joining are 
complete, exposing both viral to host DNA junctions at 
once. The same DNA processing/repair mechanisms 
could be happening at both ends at once. On the other 
hand, IN may release one junction before the other, 
leaving the vicinity exposed to repair factors at different 
time points. This may lead to alternative DNA repair 

Although a strong link between host cellular DNA damage 

response proteins and retroviral integration exists, the exact 

mechanism(s) involved remains to be discovered. 
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pathways working at either end. It is conceivable that 
one end could be repaired by a faster repair pathway, 
while at the other end, repair could be facilitated by a 
slower acting pathway.

One step of postintegration repair is trimming of 
5´ viral DNA ends (Figure 4). The DNA-PK–Artemis com-
plex is capable of endonuclease activity once DNA-PK 
autophosphorylates the complex (45, 48 ), and this 
could be the nuclease expedited during postintegration 
repair to excise the 5´-viral overhangs. 

Another step of postintegration repair is the filling 
of the five base pair gap. In mammals, two members 
of the Pol X family of polymerases, Poll and Polµ, 
appear to be involved in NHEJ when gaps must be filled 
(83–85 ). One or both of these polymerases may be 
utilized in the gap-filling process.  

Ligation of the newly synthesized ends to host cell 
3´-ends is the final stage of postintegration repair, and 
this may depend on the XRCC4/Ligase 4 complex.

ATM and ATR could mediate retroviral integration by 
triggering cell cycle checkpoints to allow adequate time 
for postintegration repair. If mediating the cell cycle 
arrest were the role of ATM/ATR, it would seem possible 
that these kinases would only be required for infection 
of dividing cells. However, we have shown that termi-
nally differentiated, nondividing human neurons and 
macrophages are susceptible to decreased infection 
rates in the presence of the ATM/ATR inhibitor caf-
feine (86 ). We have also shown that growth-arrested 
cells expressing a dominant mutant ATR exhibit 

decreased transduction efficiency by 
retroviral vectors, suggesting that the 
role of ATR/ATM is not mediated by 
regulation of cell cycle checkpoints (86 ). 
Therefore, it appears that ATM and ATR 
play a more direct role in postintegration 
repair, possibly by phosphorylation 
and activation of other DNA repair 
proteins at the integration sites. 

Changes in chromatin structure may 
activate DSB repair (87 ) as mentioned 
previously. Histone H2AX is phosphory-
lated at sites of retroviral integration, but 
this response is not essential for retroviral 
transduction (79 ). It had been suggested 
previously that g-H2AX could play an 
anchoring role, by holding broken DNA 
ends together (88 ). This proposed role 

for g-H2AX is consistent with our finding that H2AX 
phosphorylation is not necessary for efficient postint-
egration repair (see above). In the context of integra-
tion, it is feasible that this anchoring function would 
be superfluous, because host DNA ends are tethered 
together via the viral DNA in between. One could also 
speculate that g-H2AX could have a primary role in the 
recruitment of a fast acting DNA repair pathway, and 
in its absence, another, slower acting pathway could 
assume the responsibility of repair.  

Ultimately, the study of retroviral DNA integration 
will lead to a further understanding of the DNA damage 
response to DSBs, which will have ramifications in the 
fields of DNA damage, oncology, and gene therapy, 
in addition to future therapeutic advances in the fight 
against AIDS.

New opportunities
DNA integration offers a unique context from which 

to study DNA repair and chromosomal structure. 
Retroviral infection offers a mild means to introduce a 
potentially detrimental DSB at random locations within 
a genome. The “dose” of breaks introduced to a partic-
ular cell population may be highly controlled, by expos-
ing the cells to specific viral concentrations. This gentle 
induction of DSB may give us deeper insights into what 
happens when eukaryotic DSBs are encountered.  

This system is also unique because a viral tag is 
provided at the site of the randomly chosen location 
of the DSB. Because we know the sequence of the 
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Figure 4. Hypothetical outcomes of the 5´-end joining process. 
Green, viral DNA; black, host cell DNA. See text for details. 
Deficiency of host cellular DNA repair proteins, which are required 
for efficient postintegration repair, may result in any of the first 
four outcomes. Cells containing all required DNA repair components 
complete postintegration repair, as depicted in the last outcome.
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virus/vector that is utilized, molecular biology tech-
niques can be used to find the site of the break and 
isolate the surrounding cellular proteins, which are 
involved in the repair and restructuring of the lesion. 
Chromatin immunoprecipitation (ChIP) techniques 
have been designed for one such function. By using 
antibodies to specific DNA repair proteins and or 
chromosomal structural proteins, we can identify the 
machinery that encompasses the integration site. 
By collection of the nuclear material at different time 
points postinfection, more may be elucidated about 
the DNA repair components that are involved as well as 
their kinetics of action. Much remains to be discovered 
about how exogenous DNA is incorporated into chroma-
tin. For example a question that could be answered 
with ChIP techniques is how does this “naked” viral 
DNA become incorporated with the host cell chromatin 
structure? Does the viral DNA associate with certain 
histones in a particular order? What are the kinetics of 
this association? Is there any identifiable tag that exists 
on structural proteins of exogenous DNA that does not 
exist on genomic DNA? Are other DNA repair systems, 
such as base excision repair or nucleotide excision 
repair, involved in postintegration repair? The delinea-
tion of the integration process and the reorganization 
of chromosomal structure could lead us to some clues 
about how to locate latently infected cells, which are a 
major problem in treatment of HIV-1 infection.

This system also provides some distinct oppor-
tunities for the improvement of gene therapy. If we 
understand the components involved in increasing 
integration efficiency of retroviral-based vectors, we 
may come across methods to employ in gene therapy. 
Efficiency of gene delivery is one of the major problems 
with gene therapy. Knowing the mechanisms involved 

in the integration process may enable us to increase 
the efficiency of stable integration, thereby increasing 
the efficacy of gene delivery into target cells. It should 
also be noted that independently created breaks in the 
host genome may influence selection sites of retroviral 
integration. Some retrotransposons have been reported 
to selectively integrate at DSB sites, bypassing their 
self-encoded mechanisms of producing breaks in host 
cell DNA (9, 10, 89 ). Metnase may play a role in this 
process because it facilitates integration of exogenous 
DNA into host cell DNA via exposing chromatin into 
more accessible structures and promoting NHEJ repair 
(64 ). Therefore, increased understanding of the role of 
DNA repair in retroviral integration and postintegration 
repair might also facilitate our abilities to target retrovi-
ral vectors to specific sites in the host cell genome. 

The most obvious opportunity for scientific advance-
ment in this field of study is a therapeutic advance in 
HIV treatment. Viral mutation rates cause a great deal 
of concern in the fight against AIDS. Viral proteins can 
quickly adapt to survive in the presence of what was 
initially a potent drug, targeting reverse transcriptase 
or protease. Because of the capability of the virus to 
mutate at high rates, HIV-1 infection has yet to be 
cured. A conceivable way to combat HIV-1 more effec-
tively is to target host cellular proteins, which are not 
susceptible to the high mutation rates. Inhibitors target-
ing host cellular DNA repair factors, which are involved 
in postintegration repair, may thus increase our ability 
to control the HIV-1 infection.   
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Probing the Mg2� Blockade Site of an
N-Methyl-D-aspartate (NMDA) Receptor with
Unnatural Amino Acid Mutagenesis
Kathryn A. McMenimen†, E. James Petersson†, Henry A. Lester‡, and Dennis A. Dougherty†,*
†Division of Chemistry and Chemical Engineering and ‡Division of Biology, California Institute of Technology,
Pasadena, California 91125

N -Methyl-D-aspartate (NMDA) receptors play a
central role in modulating synaptic changes
associated with learning and memory. NMDA

receptors are members of a family of ligand-gated ion
channels that respond to glutamate, the major excita-
tory neurotransmitter in the central nervous system
(CNS), which also includes the �-amino-3-hydroxy-5-
methyl-4-isoxazolepropionic acid (AMPA) and kainate
receptors (1). Along with their pivotal biological role,
NMDA receptors have fascinating chemical properties.
In order to become active, NMDA receptors must bind
both glutamate and either glycine or D-serine (2, 3)
(Figure 1, panel a). However, at normal resting
membrane potentials (more negative than –40 mV), the
binding of both ligands is still insufficient for receptor
activation. This is because NMDA receptors contain yet
another binding site that is occupied by Mg2�, and this
blocks the pore. Membrane depolarization (i.e., a
change toward a more positive value) induced by the
opening of other ion channels in the synapse promotes
dissociation of the Mg2�, allowing Na�, K�, and
Ca2� flux through the channel (Figure 1, panel a). As
such, NMDA receptors serve as a kind of “coincidence
detector”, responding both to the presence of gluta-
mate and glycine and the simultaneous activation of
other ion channels. These features make NMDA recep-
tors unique among glutamate receptors and implicate
them in the types of synaptic plasticity generally asso-
ciated with learning and memory (4, 5). In addition,
dysfunction of glutamate receptors may be associated
with schizophrenia, epilepsy, stroke damage, and
altered perception of pain (6–9).

Recent studies indicate that NMDA receptors are
heterotetrameric transmembrane proteins, composed of
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ABSTRACT The N-methyl-D-aspartate (NMDA) receptor plays a central role in
learning and memory in the mammalian CNS. At normal neuronal resting
membrane potentials, the pore of this glutamate-gated ion channel is blocked by a
Mg2� ion. Previous work suggests that the Mg2� binding site is quite novel,
involving several asparagine residues and a cation–� interaction between Mg2�

and a conserved tryptophan in the pore. Using unnatural amino acid mutagenesis,
we show that no such cation–� interaction exists. The implicated tryptophan
instead appears to play a structural role that can only be fulfilled by a rigid, flat,
hydrophobic residue. This is the first demonstration of unnatural amino acid incor-
poration in the NMDA receptor, and it opens the way for future investigations of
this pivotal neuroreceptor.
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a combination of two NR1 and
two NR2/3 subunits. Several
different subunit subtypes have
been identified, including NR1,
NR2A/B/C/D, and NR3A/B (1).
The presently accepted layout
of each subunit is shown
(Figure 1, panel b) involving a
large extracellular N-terminus,
three transmembrane segments
(TM1, TM2, and TM3), an intra-
cellular C-terminus, and a
re-entrant P loop (10) thought
to resemble the P loop of K�

channels (11) (although
inverted relative to the K�

channel P loop). The re-entrant
P loop contributes to the ion
permeability properties of the
channel.

While the glutamate and
glycine binding sites have been
extensively investigated by
Gouaux and co-workers
(12–14), much less structural
information is available for the
magnesium binding site. The
large voltage dependence of
block suggests that the
Mg2� binding site lies deep
within the pore (15). Further
work has led to a proposed
NMDA receptor Mg2� binding
site that is novel and that is very

intriguing from a chemical standpoint (1). Several aspar-
agine residues, N616 in NR1 and corresponding resi-
dues in NR2, have been implicated in Mg2� block.
Surprisingly, a tryptophan residue, NR2BW607 is also
considered to contribute to the Mg2� binding site.
Williams et al. (16) showed that only an aromatic
residue functions at this site; other residues abolish
Mg2� block. This observation led to the speculation that
a cation–� interaction (17–19) between NR2BW607
and Mg2� is crucial to Mg2� blockade. Importantly, the
same residues influence the binding of organic amine-
containing blockers such as MK-801, TB-3-4, and the
clinically useful memantine, along with the addictive
drugs, PCP and ketamine (20, 21).

Protein binding sites for divalent cations such as
Mg2� or Ca2� are typically comprised of negatively
charged residues (Asp or Glu) that chelate the metal
cation (22). While the side chain carbonyls of Asn resi-
dues can be envisioned as strong binders of Mg2�, the
proposed cation–� interaction is quite unusual. There is
no evidence to support a direct cation–� interaction
between a divalent ion and an aromatic � system in
aqueous media. A few isolated examples of water-
mediated cation–� interactions have been proposed
(23): a Mg2�OH2-Phe interaction in the bacterial chemo-
taxis protein CheY and a Ca2�OH2-Tyr interaction in
troponin C. A Mg2�OH2-cytosine interaction in a DNA
complex has been proposed (24), but disputed (25, 26).

Over the last decade, we have established that
unnatural amino acid mutagenesis can decisively test
the importance of cation–� interactions in neuro-
receptors and ion channels (27–31). The goals of the
present work were thus twofold. First, we wished to
establish whether the in vivo nonsense suppression
methodology for unnatural amino acid incorporation
which has been used extensively in other receptor and
channel systems could be adapted to the NMDA
receptor (32). Given the pivotal biological role of these
channels and the many intriguing chemical questions
associated with them, success would open up a wide
range of intriguing experiments. Second, we wished to
evaluate the proposed cation–� interaction between
NR2BW607 and Mg2�. If the proposed interaction is
correct, this would constitute a highly novel binding site
in a critical receptor.

We find that the nonsense suppression methodology
can be implemented in the NMDA receptor. Our results,
however, show that incorporation of fluorinated Trp resi-
dues at NR2BW607 did not alter Mg2� binding, indi-
cating that Mg2� does not bind to NR2BW607 through a
cation–� interaction. Instead, our data suggest that
NR2BW607 is best considered a large, flat, hydrophobic
residue in the pore of the channel acting as a structural
element during receptor block.

RESULTS AND DISCUSSION
Incorporation of Unnatural Amino Acids. The in vivo

nonsense suppression method was used to incorporate
unnatural amino acids into the NMDA receptor
(Figure 2), and the mutant receptors were evaluated
electrophysiologically (Table 1). All mutations reported
are in the NR2B subunit unless otherwise noted and are

Figure 1. The NMDA receptor. a) Overall layout
of the tetramer (one subunit removed). Binding
of glycine to NR1 and glutamate to NR2
activates the channel, and membrane
depolarization favors dissociation of the
blocking Mg2�. b) Topology of a single
subunit, showing the extracellular N-terminal
domain, the location of the agonist (Glu/Gly)
binding site (ABS), three transmembrane
domains, and the re-entrant P loop. The
approximate location of Trp 607 (NR2B)
studied in the present work is denoted as a
red star. Arg 630 (NR1a) is denoted as a green
triangle. c) Sequence alignments. Trp 607
(NR2B) is denoted as a red star, and Arg 630
(NR1a) is denoted as a green triangle.
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co-expressed with NR1a (a splice variant of the
NR1 gene lacking exon 5). Given the 2:2 stoichiometry of
this tetrameric receptor, a single mutation in NR2B
changes two side chains. As these are the first applica-
tions of this methodology to the NMDA receptor, several
key control experiments were essential. There are
reports that NR1 subunits can form homomeric chan-
nels in oocytes (33), and if so, this would complicate our
analyses. However, we found that, when we expressed
mRNA corresponding to NR1a only and applied agonists
in the presence or absence of Mg2�, no current was
recorded (34), ruling out distortion by NR1a
homotetramers.

To establish the viability of nonsense suppression in
the NMDA receptor, a “wild-type recovery” experiment
was performed. First, conventional wild-type
NR1a/NR2B receptors were expressed. They responded
to appropriate concentrations of glutamate/glycine
(always applied together), and they were inhibited by
Mg2� with an IC50 of 76 � 5.5 �M at �60 mV
(Figure 3, panels a and b, blue). We also made the
conventional mutant W607L, and this abolished Mg2�

block (Figure 3, panel c), as previously reported (16). We
then incorporated the TAG stop codon at W607 and
injected this mRNA and NR1a mRNA along with our
established nonsense suppression tRNA THG73 (35)
ligated to tryptophan. Robust responses to glutamate/
glycine were seen (Figure 3, panels a and b, red), and
the channels were blocked by Mg2� with an IC50 of
82 � 22 �M at �60 mV, equivalent to the convention-
ally prepared wild-type receptor within experimental
error (Table 1). If no tRNA was added, no signals were
seen. If tRNA that had not been charged with an amino
acid was added, very small currents that could not be
blocked by Mg2� were measured. This establishes that
we can cleanly incorporate specific residues into the
NMDA receptor.

We then incorporated a number of indole analogues
at this tryptophan site. Taking advantage of the well-

Figure 2. Structures of side chains studied here. Also
shown is a representation of Phe and Cha, showing their
similarities in size and shape.

TABLE 1. IC50 data for wild-type and mutant NMDA receptorsa

Subunit/amino acid
Mg2� IC50 (�M)
�60 mV

Cation�� binding
(Na�) kcal mol�1 n

I max avg.
(nA) � K0.5 (0 mV) (mM)

Wild-type NR1a/2B 76 � 5.5 32.6 7 850 0.74 � 0.11 3.7 � 2.9
NR1a/2B607TAG W 82 � 22 32.6 6 102 0.77 � 0.07 11 � 3.2
NR1a/2B607TAG 2-Nap 37 � 4 28.9 5 102 0.54 � 0.15 0.5 � 0.3
NR1a/2B607TAG 5-F-Trp 52 � 5 27.5 8 170 0.36 � 0.11 1.6 � 1.1
NR1a/2B607TAG 5,7-F2-Trp 52 � 10 23.3 5 35 0.73 � 0.03 2.9 � 0.6
NR1a/2B607TAG Cha 190 � 11 8.4 4 160 0.39 � 0.06 1.1 � 0.3
NR1a/2B607L No Block 4 510
NR1a/2B607TAG Y 170 � 28 26.9 4 1100
NR1a/NR2BW607R No Block 4 100
NR1aR630W/2B NF
NR1aR630W/2BW607R NF
NR1a/2B607TAG 76mer No Block 5 25

an is the number of oocytes measured to obtain each value. IC50 values, � values , and K0.5 values are shown as mean � SEM. NF indicates no channels
detected. Cation–� binding values are computed as in ref 36.
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established effect of fluorination in diminishing the
cation–� binding ability of an aromatic ring (27–31), we
incorporated 5-F-Trp at W607 (Figure 3, panels a and b).
Measurement of the subsequent Mg2� block gave an
IC50 of 52 � 5 �M. The difference from wild-type is
small, but if anything, the affinity of the channel for
Mg2� has increased. In the cation–� interaction,
2-naphthylalanine (2-Nap) is similar to 5-F-Trp, and
5,7-F2-Trp is much weaker, yet all show near wild-type
Mg2� blockade (Figure 3, panel c; Table 1).

In previous work, we used the ab initio calculated
binding energy of a Na� ion to an aromatic ring as a
measure of the ring’s cation–� binding ability (27, 36).
Fluorination of indole decreases the negative electro-
static potential of the indole ring, weakening the
cation–� binding ability of the side chain. To verify that
nothing unusual is occurring with Mg2�, we performed
comparable calculations for Mg2� binding to represen-
tative aromatics. In the gas phase, the binding of Mg2�

to indole gives a �E of �142.3 kcal mol�1 (vs
�32.6 kcal mol�1 for Na�). With 5-fluoroindole, the

affinity is lessened by 11.3 kcal mol�1 (vs 5.1 kcal mol�1

when Na� is the probe cation). As anticipated for an
interaction with a large electrostatic component, the
cation–� interaction is much stronger for Mg2� than for
Na�, due to the larger charge density on the divalent
ion. The effect of fluorination is also larger. Comparable
results are seen when implicit solvation models for
water, ethanol, or THF are added to the calculations. The
calculations clearly establish that a substantial change
would be seen in the Mg2� IC50 experiments if a direct
Mg2�-indole cation–� interaction were important. By
way of reference, in receptors for serotonin and
	-aminobutyric acid, both ligands of the type RNH3

�,
difluorination of a binding site aromatic decreased
affinities by values ranging from 30- to 180-fold (28, 30).
The lack of any effect for the mutants probed here
convincingly rules out a cation–� interaction in Mg2�

blockade.
Previous work showed that only aromatic residues

function well at the W607 site (16), but the present
results rule out both a cation–� interaction as well as

Figure 3. Mg2� block of NMDA receptors. a) Sample traces of voltage-clamp currents for conventional wild-type (wt), wt-recovery, and F-Trp
electrophysiology experiments. b) Dose–response relations for Mg2� block, generated from the data in panel a. NR1a/NR2B (conventional
wt/blue), NR1a/NR2BW607 W (wt-recovery/red), and NR1a/NR2BW607 5-F-Trp (F-Trp/green). Residual current seen in the 5-F-Trp case at high
[Mg2�] has been seen in other mutants (16) and has been attributed to slight permeability of Mg2� at negative potentials. In previous work (16)
and in our own experience, even the wild-type receptor shows small and variable Mg2� permeability at very high [Mg2�]. c) Current–voltage (I–V)
relations generated by voltage ramps; see Methods. NR1a/NR2B, NR1a/NR2BW607 2-Nap, NR1a/NR2BW607 Cha, and NR1a/NR2BW607L.
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any other interaction with a sizable electrostatic compo-
nent (e.g., �–� interactions). At the same time, just
having a hydrophobic side chain in not enough, as the
W607L mutant shows no Mg2� block. The lack of block
in the W607L mutant also rules out an alterative expla-
nation of our observations, that the cation–� interaction
“jumps” to the NR1 subunit (e.g., W608) when deacti-
vated substituents are placed in NR2B. Another possi-
bility is that a relatively rigid, flat, hydrophobic side
chain is required. To probe this, we compared tyrosine
and cyclohexylalanine (Cha), which are similar in size
and shape (Figure 2), but, of course, only the former is
aromatic. The IC50 for Mg2� blockade is essentially iden-
tical for the two residues. It thus appears that a rigid,
relatively flat, hydrophobic residue is required at posi-
tion 607 for potent Mg2� block.

I–V Relationships.The Mg2� block of the NMDA
receptor is voltage-dependent. We therefore examined
agonist-induced current–voltage (I–V) relationships in
the presence and absence of Mg2�. To obtain Woodhull
parameters (37) the logarithm of the IC50 at different
potentials was plotted against the holding potentials. A
straight line was fit to the data to determine � and K0.5.
The wild-type NR1a/NR2B receptors show the expected
concentration- and voltage-dependent Mg2� block
(Figure 3, panel c). Block of the W607 2-Nap mutant was
also strongly concentration- and voltage-dependent
(Figure 3, panel c). The side chain, 2-Nap, has a smaller
cation–� binding ability than Trp, yet the voltage depen-
dence of the Mg2� block is similar to that of wild-type.
The W607Y mutant never reaches full block (data not
shown), although its cation–� binding energy is similar
to 2-Nap (Table 1). This indicates that, like IC50, the
voltage dependence of the channel block is not corre-
lated to the cation–� binding ability at W607.

The W607 Cha mutant does show concentration- and
voltage-dependent Mg2� block of the receptor, but the
block is incomplete at even the highest Mg2� concentra-
tion tested (2 mM). Furthermore, the block may be
relieved at high negative potentials (Figure 3, panel c),
suggesting that Mg2� can permeate as well as block in
this mutant (37). The W607L mutant, as shown in
previous studies, displays little or no Mg2� block at any
concentration or voltage tested. Structurally, both Cha
and Leu are hydrophobic residues with no significant
cation–� binding ability. However, there are noticeable
differences between the block of Cha and Leu. The
receptor containing Cha is partially blocked by

Mg2�, whereas the Leu-containing receptor is not
(Figure 3, panel c). These data again suggest that the
size and shape of the side chain influences block more
than aromaticity.

Similarities between Potassium Channels and
Glutamate Receptors. The absence of a cation–� inter-
action between NR2BW607 and Mg2� led us to investi-
gate other possible roles for this Trp in channel function.
Previous studies and sequence comparisons have
suggested a structural similarity between the conduc-
tion pores of potassium channels and glutamate recep-
tors (11). The pore-forming regions of K� channels have
high homology with the P loop of glutamate receptors
(11, 38), including conservation of the residue that
corresponds to NR2BW607 (Figure 1, panel c). Structural
observations of the KcsA channel identified an intersub-
unit cation–� interaction between KcsA W67
(NR2BW607 equivalent) and KcsA R49 (see Supporting
Information). The equivalent residue to KcsA R49 is
either an Arg or Lys in glutamate receptors (Arg in all
subunits that would participate in this interaction). To
study the possible importance of an intersubunit
cation–� interaction, we performed a “residue swap-
ping” experiment, evaluating the NR1aR630W and
NR2BW607R mutants and the double mutant
NR1aR630W/NR2BW607R. The NR2BW607R mutant
activated upon agonist application, but as expected,
block by extracellular Mg2� was abolished. The
NR1aR630W single mutant and NR1aR630W/
NR2BW607R double mutant did not produce any current
in response to agonist application.

To determine whether the apparently nonfunctional
mutant receptors were expressing at the plasma
membrane, the localization of these mutants was
studied using an NR1-specific antibody. HEK293T cells
expressing the wild-type or the functional mutant
(NR1a/NR2BW607R) showed clear labeling of the
membrane in nonpermeabilized cells (see Supporting
Information). In contrast, no such labeling was seen for
the nonfunctional receptor mutants (NR1aR630W/NR2B
and NR1aR630W/NR2BW607R). Permeabilization of the
membranes allowed labeling of intracellular NR1a
subunits in all cases. While it is possible that expression
patterns would be different in HEK293T cells than in
Xenopus oocytes, we feel the more reasonable explana-
tion is that the receptors that were “nonfunctional” in
fact failed to fold and/or transport properly to the cell
surface. Although we hypothesized that the double
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mutant (NR1aR630W/NR2BW607R) might rescue the
receptor by re-establishing a cation–� interaction, the
results suggest that the Arg at position 630 in NR1a is
necessary for receptor assembly and/or transport.

In all glutamate receptor subunits and several K�

channel subunits, a conserved Trp is present, equivalent
to NR2B W607 (Figure 1, panel c). Previous studies of
this Trp suggested a role in the Mg2� block of the NMDA
receptor, perhaps via a cation–� interaction. From the
results presented here, however, it is clear that W607 is
not involved in a cation–� interaction during the Mg2�

blockade. Incorporation of 5-F-Trp and 5,7-F2-Trp did not
alter Mg2� IC50, while incorporation of Cha introduced
only an 
2.5-fold change in IC50 from wild-type recep-
tors. In the case of Cha, the cation–� binding ability is
negligible, and so the relatively small IC50 change
completely eliminates the cation–� interaction from
consideration. Nonetheless, results with many different
side chains do show that there are some structural
requirements necessary to obtain functional block of the
receptor. Large, flat side chains, such as Trp, 2-Nap,
F-Trp, F2-Trp, and Cha, all maintain significant levels of
Mg2� block.

The data also have subtler features. Williams et al.
(16) reported a difference in Mg2� block between wild-
type and W607Y mutants: the tyrosine residue produces
an incomplete Mg2� block, which is relieved at high
negative potentials. Our experiments reveal similar
results with W607Y (not shown) as well as with W607
Cha. This implies that the size and/or shape of the Tyr or
Cha side chains at position 607 does subtly distort the
pore, so that Mg2� can permeate more easily. This rela-
tively small permeation of Mg2� under some conditions

also fails to correlate with cation–� binding and may be
influenced by other residues.

The structural implications for W607 based on
homologous residues in potassium channels suggested
that this conserved Trp might be involved in an intersub-
unit cation–� interaction with a conserved Arg (on NR1a
in NMDA receptors). The NR1a/NR2BW607R mutant
produced otherwise functional channels that are not
blocked by Mg2�. However, the mutations
NR1aR630W/NR2B and NR1aR630W/NR2BW607R
produced receptors that were not trafficked to the cell
surface. Additionally, the W607 Cha data would suggest
that an aromatic residue is not absolutely necessary for
receptor function, since partial block is observed in
these channels. It is reasonable to suggest that the
important features of the Trp residue are its size, shape,
and hydrophobicity, which allow it to fit into the channel
architecture to create the desired Mg2� block during
NMDA receptor function.

The present results establish that the powerful
unnatural amino acid methodology that has been
applied to several other channels and receptors can be
applied to one of the more complicated neuroreceptors,
the NMDA receptor. This lays the foundation for a large
number of potentially intriguing studies. In this first
study, we provide compelling evidence that there is not
a cation–� interaction between a conserved tryptophan
residue and a Mg2� ion that has a critical channel
blocking function. Instead, it appears that a rigid, rela-
tively flat, hydrophobic side chain is required at this site.
In future studies, we will evaluate several asparagine
residues that may contribute to the novel Mg2� binding
site of this critical CNS receptor.

METHODS
Electrophysiology. Stage V-VI Xenopus laevis oocytes were

injected with 50 nL cell�1 of mRNA/tRNA mixtures. Oocytes were
evaluated in a Mg2� and Ca2� free saline solution (96 mM NaCl,
5 mM HEPES, 2 mM KCl, and 1 mM BaCl2). The receptors were
activated in a Mg2� and Ca2� free solution containing 100 �M
glutamate (Aldrich), 10 �M glycine (Aldrich), and 100 �M
niflumic acid (to reduce activity of Ca2�-activated Cl� channels,
Sigma). All oocyte recordings were made 48 h after initial injec-
tion in two-electrode voltage clamp mode using the OpusXpress
6000A (Molecular Devices). Solutions were superfused at flow
rates of 1 and 4 mL min�1 during Mg2� application and
3 mL min–1 during wash. Eight oocytes were simultaneously
voltage-clamped at �60 mV, and dose-response relationships
were obtained by delivery of various concentrations of Mg2� in
1 mL aliquots. The data were analyzed using the Clampfit
9.0 software (Axon). The Hill equation was used to fit data:

I/Imax � 1/(1 � (IC50/[A]nH)), where I is peak current at drug
concentration (A), IC50 is the concentration of drug that
inhibits 50% of the maximal response, and nH is the Hill coef-
ficient. Voltage ramps (–150 to �40 mV during 4 s) were used
to construct I–V curves for (glutamate and glycine)-evoked
conductance in the presence and absence of Mg2�. Leak
currents measured in the absence of glutamate, glycine,
niflumic acid, and Mg2� were subtracted. The voltage depen-
dence of block (�, fraction of the electric field that the blocker
experiences) and the affinity of Mg2� at 0 mV (K0.5) were calcu-
lated by determining the IC50 at varying potentials (�40 to
�100 mV). The logarithm of IC50 was plotted against the
holding potentials, and a straight line was fit to the data to
determine � and K0.5. The � and K0.5 were calculated according
to Woodhull (37): K0.5 (V) � K0.5 exp(z�VF/RT), V is membrane
potential, z is valence, and R, T, and F have their traditional
meanings.
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Mutagenesis and preparation of cRNA and Unnatural Amino
Acid Suppression. The NR1a and NR2B subunits were subcloned
from pBluescript into pAMV (32) for increased expression in
X. laevis oocytes. Mutant NR1a and NR2B subunits were
prepared by site-directed mutagenesis. All mutant and wild-type
cDNA was linearized with NotI, and mRNA was synthesized by
in vitro runoff transcription using the T7 mMESSAGE mMACHINE
kit (Ambion). Conventional mutants and wild-type mRNA were
injected in a NR1a:NR2B (1:5) ratio. Synthetic amino acids were
ligated to truncated 74-nt tRNA as described previously (32). The
aminoacyl tRNA was deprotected by photolysis immediately
prior to co-injection with mRNA. Typically, 5 ng of mRNA and
25 ng of tRNA-aa were injected into oocytes in a total volume of
50 nL. To increase expression of suppressed receptors, 1 day
after the first injection, a “booster” of 25 ng of tRNA-aa was
given, and the cells were incubated 1 additional day before elec-
trophysiological measurements were made (48 h total).

Immunolocalization of Wild-Type and Mutant NMDA Receptors.
These experiments were performed by adapting previously
reported procedures (39, 40). HEK293T cells were calcium
phosphate-transfected with 10 ng of cDNA. Cells were incubated
at 37 °C for 2 days. Transfected cells were washed with Tris-
buffered saline (3�) and fixed using ice-cold 4% paraform-
aldehyde in phosphate buffer. The receptors were labeled with
anti-NMDAR1 clone 54.1 (Zymed) at a 1:100 dilution in
phosphate-buffered saline. Inclusion of 0.3% Triton X-100
permeabilized the membranes for detection of intracellular
receptor expression. The cells were incubated with primary anti-
body for 1 h at room temperature. Cells were washed (3�) with
phosphate-buffered saline. Biotinylated anti-mouse IgG (Vector)
was added to the cells, incubated for 1 h, and then rinsed (3�)
with phosphate-buffered saline. Fluorescein isothiocyanate
avidin D (Vector) was then added to the cells and incubated for
1 h. Coverslips were mounted in Vectashield mounting medium
(Vector), and immunofluorescence was observed using a
confocal microscope.
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G aucher disease is the most common lysosomal
storage disorder, with an estimated incidence
of 1 in 60,000 in the general population (1) and

1 in 800 among the Ashkenazi Jewish population (2). A
functional deficiency of glucocerebrosidase (GC), a lyso-
somal hydrolase that cleaves glucosylceramide to
ceramide and glucose, leads to the accumulation of
glucosylceramide in the lysosomes of monocyte-
macrophage cells. Glucosylceramide storage results in
hepatomegaly, splenomegaly, anemia and thrombo-
cytopenia, bone lesions, and, in severe cases, central
nervous system (CNS) involvement (reviewed in 3 and 4).

Over 185 GC mutations give rise to Gaucher disease
(http://www.hgmd.org) (5) by decreasing GC activity in
the lysosome. This decrease may stem from reduced
catalytic activity (specific activity), from a reduced GC
concentration in the lysosome, or from both. Specific
activity can be reduced directly by mutations that impair
the catalytic machinery or indirectly by altering the
binding of substrate or activators (6). Additionally, point
mutations can cause structural destabilization, leading
to non-native protein conformations with reduced cata-
lytic activity at lysosomal pH (7). The lysosomal concen-
tration of some GC variants is reduced because muta-
tions compromise folding in the endoplasmic reticulum
(ER) resulting in sustained molecular chaperone binding
and ER-associated degradation (ERAD) mediated by the
proteasome, instead of proper folding and trafficking to
the lysosome (8, 9).

We hypothesize that several clinically important GC
variants give rise to pathology as a consequence of their
inability to exit the ER efficiently, owing to misfolding
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ABSTRACT Point mutations in the lysosomal hydrolase, glucocerebrosidase
(GC), can cause Gaucher disease, a common lysosomal storage disease. Several
clinically important GC mutations impede folding in the endoplasmic reticulum (ER)
and target these enzymes for ER-associated degradation (ERAD). The removal of
these misfolded proteins decreases the lysosomal concentration of GC, which
results in glucosylceramide accumulation. The most common GC variant, N370S,
and other clinically relevant variants, G202R and L444P, exhibit different cellular
localization patterns in patient-derived fibroblasts. We show that these distribu-
tions can be altered by manipulation of the ER folding environment, either by
chemical chaperones or by temperature shifts. N370S, L444P, and G202R GC are
destabilized in the neutral pH environment of the ER, rendering them prone to
ERAD. Fibroblasts harboring the G202R and L444P GC mutations grown at 30 °C
localize the mutant proteins to the lysosome, and this increases total GC activity.
Both of these temperature-sensitive mutants appear to be stable at 37 °C once they
are trafficked to the low pH environment of the lysosome. Chemical chaperones
correct the ER instability and significant ER retention of G202R GC. N370S is also
destabilized under ER simulating conditions, a deficiency that is corrected by
chemical chaperone binding. These data clearly show manipulating the ER environ-
ment with chemical chaperones increases the lysosomal concentration of partially
active GC variants and suggest that small molecules could be used to treat Gau-
cher disease.
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and ERAD. We (10, 11) have shown that small molecules
or chemical chaperones that bind to the active site of GC
and template its folding (see below) in the ER can be

used to rescue the misfolding of the most common
disease-associated variant N370S, which is usually
associated with non-neuropathic disease (Figure 1,
panel a) (12). The N370S variant is the most prevalent
GC variant in the Ashkenazi Jewish population (1:865
births are homozygous or heterozygous for this muta-
tion) (2) and is also the predominant mutation found in
other European populations, albeit at a lower frequency
(13, 14). The high prevalence of the N370S mutation
makes it an attractive target for pharmaceutical interven-
tion. Aerts and colleagues (15) have reported that the
catalytic activity of the N370S variant is severely
impaired at pH values above 5.0. Grace and colleagues
(6, 16) have shown that this enzyme has a reduced cata-
lytic activity and affinity for various inhibitors and
exhibits an increased sensitivity to detergent and phos-
phatidylserine stimulation relative to WT-GC. These and
additional data imply that the N370S mutation affects
catalytic activity, conformational stability, and the ability
of saposin C binding in the lysosome to activate the
enzyme.

Chemical chaperones (for examples see Figure 2) are
cell- and ER-permeable small molecules that bind to and
stabilize the native fold of a protein in the ER, shifting
the folding equilibrium away from the malfolded state
(17, 18). This enables the protein–chemical chaperone
complex to be trafficked to the proper protein destina-
tion environment (Figure 1, panel a). Thus, chemical
chaperoning overcomes a loss-of-function phenotype,
typically caused by ERAD, as long as the protein can
function in its destination environment after dissocia-

Figure 1. GC structure and function. a) Proposed mechanism
of chemical chaperoning. Glucocerebrosidase(GC) folding
commences when the sequence is inserted into the lumen of
the endoplasmic reticulum (ER) at neutral pH (1).
Glucocerebrosidase sequences that are deficient in folding in
the ER are retained by chaperone binding and targeted for
degradation by the proteasome (2). Chemical chaperones
(red hexagons) stabilize the native state of GC at neutral pH
by binding to it in the ER, leading to increased ER exit (3)
and trafficking to the lysosome (4) by way of the Golgi
complex. Lysosomal GC enzymes that are unstable in the pH
7 environment of the ER are often stable and catalytically
active in the acidic lysosomal environment for which the fold
and activity has been optimized. b) The structure of GC (22)
and the location of the GC mutations investigated in this
study. N370S (purple residue) is located in a helix in the
active site domain (shaded blue) near the key catalytic
residues E235 and E340 (red residues). G202R (orange
residue) is located at the end of a helix in the same domain
but is farther away from the active site than N370S. L444P
(blue residue) is located in a separate Ig-like domain of the
protein (shaded yellow).

Figure 2. Line drawing depiction of the chemical structures
of the GC inhibitors/GC chemical chaperones used in this
study: 1, N-butyl-deoxynojirimycin (Miglustat); 2,
N-nonyl-deoxynojirimycin; 3, N-hexanoic acid adamantyl
amide deoxynojirimycin; 4, N-pentyl adamantyl ether
deoxynojirimycin.
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tion of the chemical chaperone. Perhaps surprisingly,
addition of active-site-directed cell-permeable enzyme
inhibitors to cells lacking that activity of that enzyme can
restore enzyme function over a given concentration
range because the increased folding and trafficking of
the mutant enzyme result in an increased concentration
that overwhelms the inhibitor, as long as the inhibitor
concentration is not too high.

Chemical chaperoning can thus be utilized to
increase mutant GC concentration in the lysosome
(Figure 1, panel a) to levels that are widely thought to be
sufficient to ameliorate Gaucher disease (�5% of WT
levels) (4, 10, 11). Incubation of homozygous patient-
derived fibroblasts with 2, 3, and 4 results in a signifi-
cant increase in the cellular activity of N370S-GC (11).
Chemical-chaperone-assisted GC folding allows GC vari-
ants to exit the ER and be transported to the lysosome,
where they remain stable after chemical chaperone
dissociation due to high substrate concentrations, the
binding of protein activators, and the low pH environ-
ment for which the protein fold is optimized. Chemical
chaperones can thus restore lysosomal variant GC
activity by increasing the concentration there and there-
fore may be useful in ameliorating Gaucher disease.

A recent study suggests that G202R cells are also
amenable to chemical chaperoning, whereas L444P
cells appear to be resistant (11). However, it is important
to realize that cell line specific effects could contribute,
and therefore a negative result should be viewed suspi-
ciously until several lines are evaluated (9, 19). Herein,
we further evaluate whether the L444P GC variant, which
leads to CNS pathology (20) can benefit from chemical
chaperoning and/or lowered growth temperature.
Importantly, we also address the mechanism of
chemical chaperone function in the context of WT,
L444P, N370S, and G202R GC utilizing biophysical and
cellular trafficking studies. G202R GC is known to be
retained in the ER (8, 21), and is therefore a particularly
useful mutation to address the question of whether
chemical chaperones alter variant GC trafficking. The
G202R and L444P mutations are unlikely to directly
affect catalytically important residues or ligand binding
to GC owing to their remote location relative to the active
site (Figure 1, panel b) (22). Moreover, the L444P muta-
tion is located in the immunoglobulin domain of GC,
allowing us to probe whether ligand binding to the
active site domain (the domain bearing the N370S and
G202R mutations) can stabilize GC variants bearing

mutations in the Ig-like domain by thermodynamic
linkage of domain stabilities.

We identify point mutations that reduce GC concen-
tration in the lysosome by ER misfolding, mistrafficking,
and degradation and show that chemical chaperones
and/or reduced growth temperature can be used to
increase the lysosomal concentration of these variants
by restoring proper folding and trafficking. Moreover, we
confirm that chemical chaperoning produces GC
enzymes that are stable and functional in their lyso-
somal destination environment.

RESULTS AND DISCUSSION
The pH-Dependent Enzymatic Activity of WT-GC and

N370S-GC. To understand the factors contributing to
reduced N370S-GC activity in the lysosome, we first
compared the enzymatic activities of recombinant
human WT-GC (rhWT-GC) and N370S-GC (rhN370S-GC),
expressed in and purified from insect cells. We also
procured recombinant human WT-GC produced in
Chinese hamster ovary (CHO) cells from Genzyme Inc.
(this protein is also called imiglucerase and is adminis-
tered to Gaucher disease patients enabling GC replace-
ment therapy). Even though we were unable to prepare
N370S-GC in CHO cells, the GC enzymes that are avail-
able enable a meaningful comparison of the glycosyl-
ated WT enzymes (WT-GC from fibroblast lysates, puri-
fied imiglucerase from CHO cells, and purified rhWT-GC

TABLE 1. The activity of recombinant GC
proteinsa

Glucocerebrosidase (GC) pH Activity (U mg�1)b

Imiglucerase 5.3 9.1 � 0.4
Imiglucerase 7.0 4.0 � 0.3
rhWT 5.3 15.5 � 0.5
rhWT 7.0 8.1 � 0.4
rhN370S 5.3 3.0 � 0.3
rhN370S 7.0 1.6 � 0.2

aIimiglucerase, rhWT-GC, and rhN370S-GC measured in
the presence of 0.1% taurodeoxycholate and 0.1%
hydrogenated triton X-100 using 4-methylumbelliferyl-�-
D-glucopyranoside as a substrate. Data shown are the
average � standard deviation of three independent
experiments. bU � �mol of 4-methylumbelliferone
released per minute.
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from insect cells) with the glycosylated N370S enzymes
(N370S-GC from fibroblast lysates and purified
rhN370S-GC from insect cells) to understand the
pH-dependence of GC activity and conformational
stability. Imiglucerase contains a single C-terminal amino
acid substitution (R495H) and a slightly different glycan
structure than the recombinant human enzyme produced
in insect cells (see Methods). The activities of imiglu-
cerase, rhWT-GC, and rhN370S-GC were assessed at a
lysosome-simulating pH (5.3) and at neutral pH
(mimicking the ER environment) in the presence of deter-
gents (Table 1). The activity of rhN370S-GC is reduced at
lysosomal pH to �1/3 of imiglucerase levels and �1/5
of rhWT-GC levels. All of the enzymes are optimized for
activity at lysosomal pH and are less active at pH 7.0
(Table 1). For this reason, all subsequent enzyme assays
were performed under acidic conditions. A previous
assessment of activities reveals the Gaucher disease
associated variants (N370S, 32 � 7%; G202R, 10 � 5%;
L444P, 12 � 7%) all have reduced activity relative to
WT-GC (100%) in fibroblast lysates at pH 4 (11).

The pH-Dependent Stability of WT-GC and
N370S-GC. To assess relative conformational stabilities,
thermal denaturation curves of recombinant N370S-GC
and WT-GC were recorded in buffers utilizing far-UV

circular dichroism spectroscopy at pH 7.0 and pH 5.3,
simulating ER and lysosome pHs, respectively (Figure 3,
panel a). The denaturation curves of rhWT-GC at both pH
values are similar (open and filled black squares,
Figure 3, panel a) and exhibit the same thermal denatur-
ation midpoint (Tm). rhN370S-GC is destabilized by
4.2 °C with respect to rhWT-GC in buffer at pH 7
(Figure 3, panel a, filled purple triangles versus filled
black squares), implying that N370S-GC is less stable in
the ER, a neutral pH compartment, relative to WT-GC. At
pH 5.3, rhN370S-GC is destabilized by less than 1 °C
with respect to rhWT-GC (Figure 3, panel a, open purple
triangles versus open black squares). Thus, trafficking
N370S-GC from the neutral pH environment of the ER to
the acidic environment of the lysosome should increase
its stability. While the relative Tm values recorded in
buffer are useful to make comparisons, the absolute
values cannot be assumed to be the same in a cell
owing to the distinct intracellular environment. The
slope of the thermal transition appears to be
pH-sensitive, as the enzyme at neutral pH undergoes a
sharper melting transition than the enzyme at acidic pH,
possibly because unfolding of the domains becomes
uncoupled at low pH.

Figure 3. The pH-dependent thermal stability of recombinant WT-GC and N370S-GC in the presence and absence of chemical chaperones.
a) Thermal denaturation curves of rhWT-GC and rhN370S-GC (4.8 �M) at pH 7.0 and 5.3 derived from far-UV circular dichroism spectra as a
function of temperature. Data are shown from a representative denaturation experiment. Lines have been added to guide the eye. Thermal
denaturation curves of b) rhWT-GC and c) rhN370S-GC in the presence of chemical chaperone 3 derived from far-UV circular dichroism spectra as a
function of temperature. Recombinant enzyme (4.8 �M) was denatured at pH 7.0 and 5.3 in the presence of 1 equiv (4.8 �M) or 10 molar equiv
(48 �M) of 3. Data are shown from a representative denaturation experiment; lines have been added to guide the eye. d) The data have been
replotted to show that stabilization of rhN370S-GC by 3 (4.8 �M) affords a 3-N370S complex that is equal in stability to WT-GC at pH 7.0 in the
absence of chemical chaperone.
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pH-Sensitive GC Variant Tertiary Structural Stability.
Some disease-associated variants of �-galactosidase A,
the lysosomal hydrolase associated with Fabry disease,
have kinetic properties similar to the WT enzyme (23)
but are thermolabile at neutral pH (24). �-Galactosidase
A variants that are less stable in the neutral pH environ-
ment of the ER, relative to the WT stability, are likely to
be subjected to ERAD to an extent that appears to corre-
late with the extent of ER destabilization. To test the
hypothesis that the decreased stability of GC variants at
neutral pH could also lead to ERAD and therefore loss of
function, we assessed the pH-dependent stability of GC
variants. While we demonstrated above the recombi-
nant N370S GC is less stable than WT GC at neutral pH
in buffer, the unavailability of the purified, glycosylated
recombinant L444P and G202R human GC variants led
us to compare the stability of all four sequences in
human fibroblast lysates.

WT, N370S, L444P, and G202R patient-derived fibro-
blast lysates were heat denatured at neutral and acidic
pH and assayed for residual GC activity to discern
whether these GC variants exhibit pH-sensitive insta-
bility. WT-GC lysates are thermostable at both pH 7.0
and 5.3 for 100 min at 40 °C (Figure 4, panel a, black
diamonds) based on the complete retention of catalytic
activity. L444P GC lysates also exhibit thermal enzy-
matic stability under these conditions (Figure 4, panel a,
orange circles). This may be surprising to some as L444P
is a severe mutation. However, the L444P mutation is
located in the Ig-like domain of the protein, and it may
simply be that the catalytic domain of this protein
exhibits WT-like stability and activity while the Ig-like
domain is conformationally less stable and is recog-
nized by the ERAD machinery in the cell mediating the
degradation of the entire GC enzyme. The catalytic
domain of the N370S variant is slightly destabilized with
respect to WT at pH 5.3 (Figure 4, panel a, closed purple
triangles) and significantly destabilized at neutral pH
found in the ER (Figure 4, panel a, pH 7.0; open purple
triangles). The stability of the catalytic domain of the
G202R variant is also pH-sensitive, with the protein
retaining little residual activity at ER pH (Figure 4,
panel a, pH 7.0, open green squares) and more residual
activity at lysosomal pH (Figure 4, panel a, pH 5.3;
closed green squares). The G202R variant is by far the
least stable GC variant tested, samples incubated at
pH 7.0 have �5% residual activity after 100 min at
40 °C. The stability trends revealed by biophysical

experiments on recombinant proteins are substantiated
and extended by the fibroblast lysate experiments,
supporting the notion that the GC variants are destabi-
lized in the ER.

Figure 4. The pH sensitivity of GC variant conformational stability probed
by activity. a) Cell lysates were incubated at 40 °C, and the residual
activity was measured at various time points and compared to the
activity of lysates maintained at 4 °C. An activity of 1 represents activity
equal to lysates from the same cell line maintained at 4 °C. b) N370S
lysates were heated at 42 °C as a function of the concentration of 3. The
residual activity was compared to the activity of lysates maintained at
4 °C containing the same concentration of chemical chaperone. c) G202R
lysates were heated at 38 °C as a function of the concentration of 3. The
residual activity was compared to the activity of lysates maintained at
4 °C containing the same concentration of 3.
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Chemical Chaperone Binding Stabilizes pH-
Sensitive GC Variants in Vitro. A variety of GC active
site-binding chemical chaperones increase the cellular
activity of GC in patient-derived fibroblasts including 1
(25) and 2–4 (Figure 2) (10, 11). Herein, we evaluate the
ability of the established chemical chaperone,
N-hexanoic acid adamantyl amide deoxynojirimycin
(Figure 2, structure 3) (11), to stabilize the N370S and

G202R GC variants exhibiting pH 7 instability in patient-
derived fibroblast lysates. Chemical chaperone 3 stabi-
lizes both of these variants in a dose-dependent
manner at pH 5.3 and especially at pH 7 (Figure 4,
panels b and c). The incubation temperature was opti-
mized for each variant. The relatively stable N370S
variant was heated to a higher temperature (42 °C) to
increase the amount of denaturation observed in the
absence of chemical chaperone (Figure 4, panel b).
Since this variant is fairly stable at a lysosome simu-
lating pH (5.3), the added stabilization bestowed on the
catalytic domain by the binding of a chemical chaperone
is quite small (Figure 4, panel b, red lines). However,
the addition of 0.5 �M 3 notably increases the stability
of the N370S catalytic domain at an ER simulating

pH (Figure 4, panel b, pH 7.0; cf. closed blue squares to
open blue circles). Dramatically, the denaturation of
N370S GC at pH 7 is negligible in the presence of
5.0 �M 3 (Figure 4, panel b, closed blue triangles). Since
the catalytic domain of the G202R variant is less stable
than that of N370S, the samples were heated at 38 °C
(Figure 4, panel c). The denaturation of G202R GC at
pH 5.3 is greatly reduced in the presence of 0.5 �M 3
and is abolished in the presence of 5.0 �M 3 (Figure 4,
panel c, red lines). While G202R GC is substantially
less stable at pH 7.0, the stability of the catalytic
domain is dramatically increased at this pH in the
presence of 3 in a dose-dependent fashion (Figure 4,
panel c, closed blue triangles and open blue circles
versus closed blue squares). In conclusion, the GC
binding of 3 compensates for the neutral pH instability
of both N370S and G202R GC in vitro, which should
increase the amount of folded GC in the ER, reducing
ERAD, consistent with the increased trafficking/activity
demonstrated below.

Chemical Chaperone Binding Increases
Recombinant WT-GC and N370S-GC Stability. Recom-
binant WT and N370S GC were thermally denatured in
the presence of chemical chaperone 3 to quantify GC
stabilization. Addition of 3 (Figure 3) increases the Tm of
rhWT-GC and rhN370S-GC at pH 5.3 and pH 7.0 in a
dose-dependent manner (Figure 3, panels b and c). The
Tm increases of rhWT-GC at neutral and acidic pH are
quite similar at each chaperone concentration
(Figure 3, panel b), whereas the Tm increases of
rhN370S-GC are higher at pH 7.0 than at pH 5.3,
reflecting the high pH instability of this variant (Figure 4,
panel c). These data demonstrate that chemical chaper-
ones stabilize the native state of GC at neutral pH.
Significantly, binding of chemical chaperone 3 (4.8 �M)
at pH 7 increases the Tm of rhN370S-GC by 4 °C,
resulting in a stability that is comparable to that of
rhWT-GC (Figure 3, panel d, blue triangles versus black
squares). It seems likely that this stabilization would
lead to more N370S-GC being able to exit the ER, thus
reducing the extent of ER-associated protein degrada-
tion, consistent with the observed trafficking and
cellular activity increases discussed below.

Cellular Distribution of GC Variants in Patient-
Derived Fibroblasts. The subcellular distribution of the
aforementioned GC variants in patient-derived fibro-
blasts was visualized using immunofluorescence
microscopy (see Methods). WT-GC distributes in a punc-

Figure 5. The subcellular localization of GC variants.
a) Immunofluorescence colocalization was performed
using mouse anti-GC (column 1) and rabbit anti-LAMP2
(column 2) as a lysosome marker. In column 3, the
colocalization of GC (green) and LAMP2 (red) is shown in
white. b) Immunofluorescence colocalization was
performed using mouse anti-GC (column 1) and rabbit anti-
calnexin (column 2) as an ER marker. In column 3, the
colocalization of GC (green) and calnexin (red) is shown in
white.
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tate manner consistent with lysosomal localization. This
was verified by the colocalization of WT-GC with the lyso-
some marker LAMP2 (Figure 5, panel a, overlap shown
in white, column 3). The N370S-GC distribution looks
similar to that of WT and is predominantly lysosomal
(Figure 5, panel a), with the exception that there is
significantly less N370S-GC in the lysosome and in the
cell in general, presumably as a result of a greater extent
of ERAD. Since N370S is the predominant Gaucher
disease associated mutation, quantifying both the
concentration and the activity of N370S-GC in patient-
derived fibroblast lysosomes, with and without the
application of chemical chaperones, is a short term goal
that requires further technology development. The
G202R-GC distribution pattern is more diffuse than that
exhibited by WT or N370S (Figure 5, panel a). Impor-
tantly, only a small portion of the G202R-GC signal over-
laps with the lysosomal marker LAMP2. Instead, G202R
shows significant colocalization with the ER marker
calnexin (Figure 5, panel b). This observation is consis-
tent with previous reports that this variant has difficulty
exiting the ER (8, 11, 21). As a consequence of the
marked trafficking defects exhibited by the G202R
variant, this variant proves very useful for demonstrating
the chaperone restoration of proper trafficking (see
below) as well as permissive temperature enhanced
folding and trafficking, also demonstrated below. The
subcellular distribution of L444P-GC could not be
discerned with confidence under these conditions, likely
due to very low L444P levels in the cell (Figure 5,
panel a), probably as a result of extensive ERAD.

A Subset of GC Variants Are Temperature Sensitive
for Folding in Fibroblasts. Many proteins that are defi-
cient in folding and subjected to ERAD display improved
folding and trafficking when cells are grown at a reduced
“permissive” temperature (26–31). In order to explore
the possibility that the intracellular folding and traf-
ficking of GC variants is temperature sensitive (TS), we
cultured Gaucher disease patient fibroblasts at 30 °C for
7 days. The GC activity of WT cells grown at this tempera-
ture is similar to that of cells maintained at 37 °C (data
not shown). The GC activity of the N370S cells is simi-
larly insensitive to culture temperature (Figure 6,
panel a, blue versus black bar); looking at other N370S
cell lines is required to discern the generality of this
result. In contrast, the GC activity of the G202R cells
proved to be notably sensitive to culture temperature.
Cells grown at 30 °C have 4-fold higher GC activity than

Figure 6. Temperature and chemical chaperone dependent GC
folding and trafficking. a) The relative activity of GC variant
expressing fibroblasts in response to reduced temperature
culturing, culturing with chemical chaperone 3, or a combination
thereof. The normalized activity of GC variants subjected to
permissive temperature growth, chaperone 3, or a combination
thereof compared to the activity of untreated cells harboring the
same mutation. The activity of untreated cells (black) was
normalized to 1. The activity of cells grown for 7 days with 80 �M
3 is shown in red. The activity of cells grown for 7 days at 30 °C
(permissive temperature) is shown in blue. The activity of cells
grown for 7 days with 80 �M 3 at 30 °C is shown in green.
b) Immunofluorescence colocalization of G202R and N370S GC in
cells grown at 30 °C for 7 days. Protein was visualized using
mouse anti-GC antibody (column 1) and rabbit anti-LAMP2
antibody (column 2) as a lysosome marker. In column 3, the
colocalization of GC (green) and LAMP2 (red) is shown in white.
c) Immunofluorescence colocalization of G202R GC in cells grown
with 80 �M chemical chaperone 3 for 7 days. Protein was
visualized using mouse anti-GC antibody (column 1) and rabbit
anti-LAMP2 antibody (column 2) as a lysosome marker. In
column 3, the colocalization of GC (green) and LAMP2 (red) is
shown in white.
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cells grown at 37 °C (Figure 6, panel a, blue versus back
bar). Notably, the cellular activity of the L444P-GC
variant in fibroblasts is also similarly increased at low
temperature (Figure 6, panel a, blue versus black bar), a
striking result, given that this variant has not been
responsive to treatment by various chemical chaper-
ones (10, 11, 32) and was thought to be severely
misfolded, at least with respect to the Ig domain.

Distribution of GC Variants in Cells Grown at the
Permissive Temperature. In order to assess whether the
TS-GC variants exhibit altered subcellular distribution at
the permissive temperature, cells grown at 30 °C were
analyzed by immunofluorescence microscopy in
comparison to cells grown at 37 °C. The distribution of
both G202R- and L444P-GC in cells grown at the permis-
sive temperature (Figure 6, panel b) is strikingly different
than the distribution of these variants in cells grown at
37 °C (Figure 5). Whereas G202R-GC immunofluores-
cence is diffuse in cells grown at 37 °C and is ER local-
ized, the cells grown at the permissive temperature
contain punctate GC immunofluorescence that substan-
tially colocalizes with the lysosome marker LAMP2
(Figure 6, panel b, third column). While the L444P
variant is not visible in cells grown at 37 °C, it is easily
detected, punctate, and is observed to colocalize with
lysosomes in cells grown at the permissive temperature.
In summary, growing variant fibroblasts at 30 °C (the
permissive temperature) leads to increased trafficking of
the G202R- and L444P-GC variants to the lysosome,
presumably as a result of increased ER folding
efficiency.

The Interplay between Growth at the Permissive
Temperature and Chemical Chaperoning. We have
previously shown that N370S- and G202R-GC
expressing fibroblasts are amenable to chemical chap-
eroning (10, 11). Culturing N370S fibroblasts in the
presence of the active-site-directed chemical chaperone
3 leads to a greater than 2-fold increase in the total GC
activity of these cells (Figure 6, panel a, red versus black
bar). The total GC activity of G202R is also increased
(4-fold) in the presence of 3 (Figure 6, panel a, red
versus black bar). The total GC activity of L444P is not
increased in the presence of 3, but rather it is inhibited
(Figure 6, panel a, red versus black bar). Small
molecules that chaperone N370S- and G202R-GC in
patient-derived fibroblasts either are inhibitory or have
no effect on L444P fibroblasts (Figure 6, panel a) (11),

consistent with the idea that the L444P mutation desta-
bilizes the Ig-like domain, but not the catalytic domain.

We also grew cells at the permissive temperature in
the presence of chemical chaperone to investigate
whether the TS and chaperone effects are additive.
Recall that the N370S cells do not exhibit TS. Moreover,
N370S cells grown with 3 at 30 °C have the same GC
activity as cells grown with 3 at 37 °C (Figure 6, panel a,
green versus red bar). G202R cells grown with chemical
chaperone at 30 °C (Figure 6, panel a, green bar) have
roughly twice the GC activity of cells grown at the permis-
sive temperature (30 °C) without chemical chaperone
or cells grown at 37 °C with chemical chaperone 3
(Figure 6, panel a, green versus red and blue bars). In
this case, the effects of the treatments appear to be
roughly additive. These data imply that 3 is a suboptimal
chaperone for G202R-GC. L444P cells grown at 30 °C
with chemical chaperone have lower GC activity than
cells grown at 30 °C without chemical chaperone
(Figure 6, panel a, green versus blue bar), suggesting
that the chemical chaperone is acting as an inhibitor of
the L444P-GC that does make it to the lysosome.

Altered Cellular Distribution of G202R-GC in Cells
Treated with Chemical Chaperone. While we would like
to demonstrate that the increase in N370S lysosomal
GC activity in patient-derived fibroblasts in response to
chemical chaperone treatment is a result of enhanced
folding within and trafficking out of the ER, this is diffi-
cult because N370S is found in both the ER and the lyso-
some in the absence of chemical chaperone treatment.
Precise quantification of the amount of N370S-GC in
each subcellular location is needed to demonstrate
increased folding and trafficking in the presence of a
chemical chaperone, a feat we hope to be able to
perform soon with the more sensitive methods under
development. In the absence of these, immunofluores-
cent microscopy examination of the subcellular distribu-
tion of G202R-GC in fibroblasts treated with 3 for 7 days
(Figure 6, panel c) versus chaperone-free control cells is
easy to interpret because G202R barely reaches the
lysosome in the absence of a chemical chaperone
(Figure 5, panels a and b). The chemical chaperone-
treated G202R cells contain punctate GC immunofluo-
rescence that colocalizes with the lysosome marker
LAMP2, in contrast to the ER localization found in cells
grown at 37 °C in the absence of 3 (cf. Figure 6, panel c
and Figure 5, panels a and b). The G202R-GC distribu-
tion in cells grown in the presence of chemical chap-
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erone looks like the G202R-GC distribution in cells
grown at the permissive temperature (Figure 6, panel b,
30 °C). Treatment of L444P fibroblasts with 3 did not
alter L444P-GC trafficking (data not shown) consistent
with the folding defect being in the Ig-like domain.
Importantly, these data and the results outlined in the
next section provide the first direct evidence that
chemical chaperone treatment increases the lysosomal
trafficking of a Gaucher disease associated GC variant,
leading to increased lysosomal enzyme concentrations
that may be sufficient to ameliorate Gaucher disease.

GC Oligosaccharide Processing Changes in Cells
Treated with Chemical Chaperone. The glycosylation
state of GC is altered as the protein matures through
folding and is trafficked, offering an opportunity to
monitor GC trafficking. Nascent GC is glycosylated in the
ER affording a 62 kDa mannose-rich GC precursor. As the
protein matures in the Golgi, reflecting departure from
the ER, and trafficking toward the lysosome, the
precursor is converted into a complex-glycosylated
66 kDa protein (complex GC). The mannose-rich GC
precursor found in the ER is sensitive to complete
deglycosylation by the enzyme endo-H, in contrast to the
mature complex-glycosylated protein formed in the
Golgi which is endo-H resistant (12).

WT GC cells contain a mixture of complex-
glycosylated (mature) and mannose-rich GC (ER form),
which results in a broad smear when the protein is
analyzed by a Western blot (Figure 7, lane 1). Endo-H
treatment of a WT-GC lysate reveals that the endo-H
sensitive and resistant GC forms of GC are both present
(Figure 7, lane 2). When G202R-GC cells are analyzed in
a similar manner, the result is a compact band corre-
sponding to the mannose-rich precursor consistent with
its ER retention (Figure 7, lane 3), which upon endo-H
treatment results in a single, endo-H-sensitive band
(Figure 7, lane 4). Collectively, these results suggest that
very little mature GC is present in homozygous G202R
cells and that the protein that is present is the immature
ER precursor form, fully consistent with the immunofluo-
rescence microscopy results presented above. However,
the glycosylation pattern of G202R-GC changes when
the cells are cultured with the chemical chaperone 3
(80 �M) for 7 days. The protein is detected by Western
blot as a molecular weight distribution (Figure 7, lane 5)
and endo-H treatment reveals the presence of both
the endo-H sensitive and resistant G202R-GC (Figure 7,
lane 6). While chaperoned G202R cells clearly produce

less mature GC than WT cells, chemical chaperone treat-
ment increases the trafficking of the G202R-GC from the
ER as demonstrated by the presence of endo-H resis-
tant complex glycosylated band.

The Activity of a Chemical Chaperone in Vitro Does
Not Predict Its Efficacy in Vivo. In order to ascertain
whether cellular chemical chaperone potency and the
extent of native state stabilization in vitro are related, a
series of deoxynojirimycin analogues (Figure 2) were
incubated with homozygous WT-GC and N370S-GC cells
for 5 days. The candidate chemical chaperones
displayed a range of chaperoning activities as a function
of inhibitor concentration, with 2 and 3 exhibiting the
best activity (Figure 8, panels a and b). Since the
deoxynojirimycin analogues are targeted to the GC
active site, the compounds were expected to become
inhibitory at sufficiently high concentrations. While the
relative chaperoning activity of the compounds was
higher in N370S cells than in WT cells (note that even
some of the WT-GC is subjected to ERAD as surmised by
its increase in activity in the presence of chemical chap-
erone), the activity trends are similar (cf. Figure 8,
panel b vs panel a). The butyl analogue 1 (Figure 8,
panels a and b, gray circles) has no activity in either cell
line, despite reports that it is a chaperone (25). The
nonyl analogue 2 (Figure 8, panels a and b, blue
squares) is a modest chaperone, increasing cellular
WT-GC activity by �20% and N370S-GC activity by
�60%. The adamantyl amide analogue 3 (Figure 8,

Figure 7. The endo-H (EH) sensitivity of WT and G202R-GC as a means of
following GC trafficking. G202R cells were cultured in the presence and
absence of 80 �M chemical chaperone 3 for 7 days. GC was isolated by
immunoprecipitation using mouse anti-GC and then subjected to EH
treatment, SDS-PAGE, and Western blot analysis. WT cells cultured without
chemical chaperone were subjected to the same treatment for comparison.
Data from a representative experiment are shown.
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panels a and b,
orange diamonds)
is one of the best
chemical chaper-
ones tested to date,
increasing cellular
WT-GC activity by
�30% and
N370S-GC activity
by �140% over a
broad concentration
range. It is not func-
tionally inhibitory
up to a concentra-
tion of 80 �M. The
adamantyl ether
analogue 4
(Figure 8, panels a
and b, green
triangles) is slightly
activating at low �M
concentrations but
becomes inhibitory

at concentrations above 10 �M. The media concentra-
tion at which a chemical chaperone becomes inhibitory
is generally higher than its IC50 value, most likely due to
cell permeability issues.

Imiglucerase, rhWT-GC, and rhN370S-GC were
subjected to thermal denaturation in the presence of

these deoxynojirimycin analogues (Tm values are
summarized in Table 2). The Tm values of imiglucerase at
pH 5.3 and pH 7.0 are slightly higher than those of
rhWT-GC, possibly due to differences in glycan structure,
but the trends are similar. Compound 1 exhibits no
significant influence on the Tm of imiglucerase or
rhWT-GC (only tested at pH 7.0, 48 �M in the case of
rhWT-GC), consistent with its inability to chaperone in
our hands. On the basis of these results, 1 was not
tested with rhN370S-GC due to limited quantities of this
GC variant. Compounds 2, 3, and 4 exhibit similar Tm

increases despite their different cellular chemical chap-
eroning profiles. We did not expect the in vitro stability
data to correlate with or to predict the cellular chaperone
efficacy because the compound’s cellular permeability,
metabolic half-life, and intracellular distribution, among
other features, were expected to differ.

The changes in imiglucerase and rhWT-GC Tm values
do not seem to be pH dependent (within the standard
deviation of measurement). Compounds 2, 3, and 4
increase the stability of rhN370S-GC at both neutral and
acidic pH. While the absolute stability is higher at pH
5.3, the net stability increase due to chemical chap-
erone binding is greater at pH 7.0. The slight differences
in Tm (all chemical chaperones excepting 1 confer
WT-like stability to rhN370S-GC at neutral pH) and
IC50 values (Table 3) do not satisfactorily explain the
differences in the chemical chaperoning profiles of 2, 3,
and 4, (Figure 8, panels a and b). It is more likely that

Figure 8. Chemical chaperoning of WT and N370S GC.
Chemical chaperoning profiles of deoxynojirimycin-based
compounds utilizing a) WT and b) N370S patient-derived
fibroblasts. Cells were treated with the indicated compound
for 5 days before cellular GC activity levels were determined.
Levels above 1 represent elevated activity relative to
untreated cells. Data shown are the average of three
experiments, and the error bars correspond to the standard
deviation. Lines have been added to guide the eye.

TABLE 2. Tm values for the thermal denaturation of imiglucerase, rhWT-GC, and rhN370S-GC in the presence of
deoxynojirimycin analoguesa

Chemical
chaperone

Tm (°C)
Imiglucerase
pH 5.3

Tm (°C)
Imiglucerase
pH 7.0

Tm (°C) rhWT
pH 5.3

Tm (°C) rhWT
pH 7.0

Tm (°C) rhN370S
pH 5.3

Tm (°C) rhN370S
pH 7.0

None 50.5 � 0.4 51.1 � 0.4 49.3 49.2 48.5 45.0
4.8 �M 1 51.3 51.4 – – – –
4.8 �M 2 53.3 53.7 – 51.9 49.6 47.8
4.8 �M 3 54.3 54.0 52.6 52.8 50.8 49.0
4.8 �M 4 54.1 54.0 – – – –
48 �M 1 51.7 51.5 	 49.3 	 	

48 �M 2 56.9 57.1 55.8 55.8 53.5 51.7
48 �M 3 58.5 58.2 57.3 57.7 53.8 52.4
48 �M 4 58.2 57.9 56.9 56.5 53.3 50.6

aExperiments done at pH 7.0 and 5.3. The Tm values were obtained by interpolation based on the best-fitted curves (Microsoft Excel) and standard
deviations were less than 0.4 °C for three independent experiments.
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intracellular ER and/or lysosomal concentration differ-
ences or differences in chaperone cellular metabolism
explain the observed range of chaperoning efficacy, and
we posit that this will be the typical relationship
between in vitro and in cell data. Besides high affinity
binding, an efficacious inhibitor has to be cell and ER
permeable, it has to have a reasonable intracellular half-
life, and ideally it would not concentrate in the lysosome.

Lysosomal Stability of Trafficked G202R- and
L444P-GC Variants. The stability of the mutant GC
enzymes in the lysosome is likely to be greater than
those in the other subcellular compartments due to the
low pH for which the sequences were evolutionarily opti-
mized and due to the high concentrations of stabilizing
molecules such as the substrate and protein-based acti-
vators. In order to examine the stability of mutant GCs in
the context of the lysosome, the TS-GC variant fibro-
blasts were equilibrated at 30 °C for 7 days and then
shifted to 37 °C before determining GC activity as a func-
tion of time. The amount of time that it takes for the
elevated GC activity resulting from permissive growth to
return to the basal activity of cells grown at 37 °C
(normalized here as an activity of 1) is related to the
lysosomal stability of the enzyme. An enzyme that is
unstable in the lysosome should lead to rapid
re-equilibration to basal activity levels (Figure 9, dashed
lines), whereas a stable enzyme should retain elevated
activity levels for days, as the half-life of WT GC is

60 h (33). Both of the TS GC variants examined
(G202R and L444P) appear to have similar stabilities
in the lysosome, comparable to the stability reported
for WT GC (33). Importantly, these data show that at
least a subset of the GC variants are stable in their desti-

nation environment. It would be undesirable to utilize
chemical chaperoning to enable lysosomal trafficking
if the GC variants rapidly misfold in the lysosome
after chaperone dissociation. Superior recombinant
N370S stability at pH 5.3 relative to pH 7 (Figure 3,
panel c) also predicts that this variant will likely be
stable in the lysosome after chemical chaperone
dissociation.

Implications for Treating Gaucher Disease The
N370S-, G202R-, and L444P-GC mutations appear to
reduce lysosomal GC activity via distinct, but related,
misfolding and mistrafficking mechanisms. Manipu-
lating the unique folding environment of the ER can
restore variant GC function by increasing the extent of ER
folding, ER departure, and trafficking of variant GC to the
lysosome, thus increasing the concentration of a
partially active GC variant there.

The ER plays a central role in the folding of
non-cytoplasmic proteins. The efficiency of folding in the
ER is mediated by numerous factors including proteins
such as molecular chaperones, folding enzymes
including disulfide isomerases, and small molecules
such as osmolytes (19, 34, 35). Proteins that are unable
to adopt a native conformation in the ER are bound in a
sustained fashion by one or more chaperones, trig-
gering ERAD (36, 37). The mechanism by which these
molecular chaperones discriminate between folded and
misfolded proteins is still under investigation and has
important implications for disease. Numerous familial
loss of function diseases are associated with mutations
that lower the conformational stability of the protein in
the ER and to a lesser degree in the destination environ-
ment. Many of these variants retain enough activity that
if they could reach their destination environment, they
would restore function (38). Unfortunately, the quality
control machinery retains these variant proteins in the
ER and targets them for degradation (39).

The recognition and destruction of variant enzymes
that are catalytically inactive, are highly destabilized,
and/or are unable to properly oligomerize is clearly
beneficial to the cell, as buildup of these nonfunctional
proteins would likely be toxic (38). In the case of variant
enzymes that retain partial catalytic activity, it remains
unclear whether ERAD is benefiting the cell if degrada-
tion ultimately causes disease by loss of function. Both
G202R- and N370S-GC are destabilized at the neutral
pH found in the ER relative to WT-GC but are significantly
more stable and wild type-like at the acidic pH of their

TABLE 3. IC50 values of deoxynojirimycin
analogues tested as candidate GC chap-
eronesa

Chemical
chaperone

Imiglucerase
IC50 (�M)

rhWT-GC
IC50 (�M)

rhN370S-GC
IC50 (�M)

1 �1000 �1000 �1500
2 1.0–3.0 2.0–5.0 3.0–5.0
3 0.5–0.8 0.9–1.5 0.9–1.5
4 0.7–0.9 0.8–1.5 1.0–2.5

aIC50 values were determined using the same assay
conditions described in Table 1.
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destination environment, i.e., in the lysosome. It is
generally accepted that the conformational stability of a
protein is linked to its ability to exit the ER (40–43).
While it is likely that the energetics of the protein fold
and the cell-specific environment (including small mole-
cule, protein chaperone, and folding enzyme distribu-
tion) all play a role in determining which proteins are
exported from the ER, our data demonstrate that quality
control decisions made in the ER cannot reflect the
behavior of a protein in its functional or destination
environment (19). In the case of the pH-sensitive
lysosomal hydrolases studied herein, ER “quality
control” is a bit of a misnomer, in that ERAD can degrade
functional hydrolases, which leads to a loss of function
disease.

Since temperature changes influence the folding
energy landscape of proteins and the physiology of the
host cell, growing cells at reduced temperature has been
found to facilitate more efficient folding of variant
proteins (26–31). At the cellular level, the response of
mammalian cells to reduced temperature is quite
complex: transcription, translation, and metabolic
processes are reduced and the lipid composition of

membranes is altered. Many of the net cellular physio-
logical effects of cold exposure (reviewed in refs 44 and
45) are similar to those seen in heat-stressed cells;
hence, growing cells at a reduced temperature has
global effects beyond simply altering protein folding
energetics. While many proteins that are deficient in
folding at 37 °C show improved trafficking at a reduced
“permissive” temperature, G202R- and L444P-GC are
the first examples of temperature-sensitive (TS) GC
enzymes. TS protein variants may be grouped into two
classes: (1) proteins that remain thermolabile in post-ER
compartments and (2) proteins that are thermostable
after reaching their destination environment. The �F508
cystic fibrosis (CF) associated mutation in the CF trans-
membrane conductance regulator (CFTR) is an example
of the former. Organic solutes rescue �F508 trafficking
to the cell surface by stabilizing the mature form of the
protein (46). At temperatures below 30 °C, the �F508
CFTR ion channel is also trafficked properly, and chloride
channel activity is detected (26). However, rescued
�F508 CFTR has a short residence time at the cell
surface at nonpermissive temperatures, implying that
the TS folding defect persists in the mature, trafficked
protein at the destination environment and that the
native state of �F508 CFTR appears to have a lower
stability than WT CFTR at the cell surface (47). TS variants
of the P22 tailspike protein fail to reach a native state
conformation at 37–42 °C but traffic properly at 28 °C.
In contrast to �F508 CFTR, once the TS tailspike variants
reach maturity at 28 °C, they remain native when the
cells are transferred to a nonpermissive temperature
(31). The G202R and L444P TS GC variants are also
members of the second group, in that they are suffi-
ciently stable and active in their destination environ-
ment at 37 °C. The biophysical basis for the failure
of these GC variants to fold and exit the ER merits
careful investigation. These results demonstrate that
native-like stability of a variant protein in its
destination environment is not sufficient to ensure
export from the ER.

Chemical chaperones have been used to increase the
cellular activity of variant lysosomal enzymes associated
with Fabry (39, 48, 49), Gaucher (10, 11, 32), Tay-Sachs,
and Sandhoff diseases (50) as well as GM1-ganglio-
sidosis (51). The different responses of N370S-, G202R-,
and L444P-GC patient-derived cell lines to chemical
chaperone treatment reflect distinct mutation-
dependent GC folding defects in the ER. Both the N370S

Figure 9. The stability of GC trafficked to the lysosome.
The temperature-sensitive GC variant G202R (filled
squares) and L444P (open triangles) fibroblasts were
cultured at 30 °C for 7 days before returning the cells to
37 °C for the indicated amount of time. The activity of the
cells was measured and normalized to the activity of
variant cells maintained at 37 °C. An activity of 1
represents the GC activity of cells of a given type grown at
37 °C. The amount of time required to return to an activity
of 1 is related to the lysosomal stability of the variant. A
hypothetical curve representing an unstable protein is
shown for comparison (dashed line).
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and G202R mutations compromise the folding of the
active site domain of GC in the ER, resulting in proteins
that are amenable to chaperoning by active-site-directed
small molecules. While culturing N370S fibroblasts at
the permissive temperature does not increase total GC
activity (at least in this cell line), chemical chaperone 3
is able to correct the neutral pH sensitivity of this variant
and increase its folding stability and export from the ER
as reflected by the increase in lysosomal activity. In the
case of G202R-GC, the effects of chemical chaperone
and reduced temperature culture conditions are roughly
additive, suggesting that neither of these treatments is
optimized and that better chemical chaperones for
G202R-GC may further improve trafficking.

Asano and co-workers (49) have previously
suggested that the inhibitory potency of a chemical
chaperone for �-galactosidase A in vitro is directly
related to its chemical chaperoning potency in vivo, but
this trend does hold in the context of variant GC chaper-
oning by 2–4 (Figure 8). The slight differences in Tm (all
these chemical chaperones confer WT-like stability to
rhN370S-GC at neutral pH) and IC50 values do not satis-
factorily explain the large differences in the chemical
chaperoning profiles of 2, 3, and 4. The intracellular ER
and/or lysosomal concentration differences or differ-
ences in chemical chaperone cellular metabolism are
expected to dramatically influence chaperoning efficacy.
Thus, chaperone binding to and stabilization of GC are
necessary but are not sufficient for intracellular chaper-
oning efficacy. At a minimum the compound has to be
cell and ER permeable, it has to have a reasonable intra-
cellular half-life, and ideally it would not concentrate in
the lysosome.

The L444P mutation is unique among the GC variants
characterized in this paper in that this variant destabi-
lizes the Ig-like domain of GC rather than the catalytic
domain destabilized by the N370S and G202R muta-
tions. Binding of chemical chaperone 3 (Figure 2) to the
active site of L444P-GC does not correct the folding
defect of this protein, in contrast to the dramatic rescue
of this variant at a permissive temperature. In fact, inhi-
bition is observed when L444P expressing cells are
cultured with chaperone at the permissive temperature
(Figure 6, panel a), strongly suggesting that the stability
of the Ig-like and catalytic domains are not thermody-
namically linked and that chaperone binding to the cata-

lytic domain inhibits function, probably because there is
so little L444P-GC present in cells cultured at 30 or
37 °C. The inhibition of L444P-GC provides strong
evidence that 3 is indeed present in the lysosome. In the
case of the other GC variants, the efficacy of a chemical
chaperone (e.g., 3) in improving enzyme trafficking must
be substantial such that the inhibitory action of the
compounds is overwhelmed by quantity of the enzyme
that is rescued and is trafficked to the lysosome.

Others have reported that L444P-GC fails to be chap-
eroned by small molecules that rescue the activity of the
F213I-GC variant (32), leading to the suggestion that the
proline substitution results in an unsalvageable protein
conformation. The characterization of the temperature-
sensitive nature of this mutation indicates, however,
that this is not the case. It may be possible to develop
chemical chaperones that bind specifically to the Ig-like
domain of GC, which should substantially stabilize the
L444P variant.

Even though the GC variants studied herein are less
catalytically active than WT-GC, increasing their concen-
tration in the lysosome by chemical chaperoning and/or
a permissive growth temperature may be sufficient to
ameliorate Gaucher disease, based on the apparent 5%
activity threshold that is thought to result in glucosyl-
ceramide storage (4). The data herein reveal that the
N370S mutation may cause more problems than
lowered activity and ER instability, for example, lyso-
somal activation by saposin C binding, not evaluated
herein, also be compromised. Even though there is more
to learn about the basis of GC mutant disease etiology,
we demonstrate herein and elsewhere (10, 11) that it is
likely that we can increase N370S- and G202R-GC
activity levels to more than 5% of that exhibited by
WT-GC, providing optimism that we can ameliorate
Gaucher disease with this strategy.

In summary, the data demonstrate that the N370S,
G202R, and L444P Gaucher disease associated muta-
tions all compromise GC folding in the ER, lowering the
amount of GC trafficked to the lysosomes. Fluorescence
microscopy and oligosaccharide processing analysis
demonstrate for the first time that chemical chaperones
increase variant GC trafficking to the lysosome, and
temperature shift experiments and/or biophysical data
confirm that variant GCs are conformationally stable in
this unique environment. While the L444P destabilizing
mutation in the Ig domain of GC cannot be chaperoned
by the active site-directed small molecules discovered
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thus far that stabilize the active site domain, it may ulti-
mately be possible to develop chemical chaperones
that stabilize the Ig domain. It is becoming clear that
manipulating the environment of the ER with small

molecules can enable proper folding and trafficking of
disease-associated GC variants, offering optimism that
these data will ultimately translate into new therapeutics
for lysosomal storage disorders.

METHODS
Cell Cultures. Primary skin fibroblast cultures were estab-

lished from patients homozygous for either the N370S
(c.1226A�G) mutation or the G202R (c.721G�A) mutation.
Type 2 Gaucher disease fibroblasts containing the L444P
(c.1448T�C) mutation (GM10915) and apparently normal fibro-
blast cultures (GM05659, GM00498) were obtained from the
Coriell Cell Repositories. Fibroblasts were maintained in
minimum essential medium with Earle’s salts and nonessential
amino acids (Gibco) supplemented with 10% fetal bovine serum
and 1% glutamine Pen-Strep (Irvine Scientific) at 37 °C in 5%
CO2. Culture medium was replaced every 3 to 4 days, and mono-
layers were passaged upon confluency with TrypLE Express
(Gibco). All cells used in this study were between the 4th and
18th passages.

Cells that were subjected to temperature shift were grown at
30 °C for 7 days prior to assaying or plating for microscopy. Cells
grown on microscope slips were maintained at 30 °C until the
cells were fixed and processed.

Cells that were subjected to chemical chaperone treatment
were grown in the presence 80 �M of chemical chaperone 3 for
7 days prior to assaying or plating for microscopy. The medium
was replaced with fresh drugged medium every 3 days. Cells
grown on microscope slips were maintained in drugged medium
until the cells were fixed and processed.

Immunofluorescence. Cells grown on cover glass slips were
fixed with 3.7% paraformaldehyde in phosphate-buffered saline
(PBS, Irvine Scientific). The slips were washed with PBS,
quenched with 15 mM glycine in PBS, and permeabilized with
0.2% saponin in PBS. The antibodies were prepared in 0.2%
saponin and 5% goat serum in PBS. Cells were incubated with
primary antibodies (mouse anti-GC (52) (1:100), rabbit anti-
LAMP2 (53) (1:1500), and rabbit anti-calnexin (Stressgen
Biotechnologies) for 1 h, washed with 5% goat serum in PBS,
and then incubated with secondary antibodies (Alexa Fluor 594
goat anti-mouse IgG and Alexa Fluor 488 goat anti-rabbit IgG)
from Molecular Probes for 1 h. Images were captured using a
Bio-Rad Radiance 2100 Rainbow laser scanning confocal micro-
scope attached to a Nikon TE2000-U microscope with infinity
corrected optics.

The pH Sensitivity of GC Variants. WT, N370S, G202R, and
L444P fibroblast lysates were prepared in 0.1 M citrate phos-
phate (pH 7.0 or 5.3) with 0.1% taurodeoxycholate, 0.1% hydro-
genated triton X-100, and protease inhibitor cocktail (Sigma)
added. Lysates were maintained at 40 °C for the indicated
amount of time and then transferred to 4 °C. The pH of all
samples was adjusted to pH 5.3 before the enzyme activity was
assayed using 5 mM 4-methylumbelliferyl-�-D-glucopyranoside
(Sigma) in the presence of 0.1% taurodeoxycholate, 0.1%
hydrogenated triton X-100. Conduritol B epoxide (Toronto
Research Chemicals) was used as a control to evaluate the
extent of nonspecific activity. The residual activity of the heated
samples is reported compared to activity of lysates maintained
at 4 °C. An activity of 1 indicates thermal stability under these
conditions.

In Vitro Stabilization of GC Variants by 3. An assessment of the
ability of chemical chaperones to stabilize against denaturation
was performed using 3. Cell lysates were prepared as described

above and incubated with 0.5 �M or 5 �M 3 for 30 min prior to
heating. The samples were heated at the indicated temperature
and assayed as described above. The residual activity of the
heated samples is reported compared to the activity of lysates
maintained at 4 °C containing the same concentration of
chemical chaperone. An activity of 1 indicates thermal stability
under these conditions.

Intact Cell Activity Assay. The detergent-free intact cell GC
assay has been previously described (10). Cells were grown at
30 °C or in the presence of chemical chaperone for 7 days at
37 °C before assessing GC activity. Quadruplicate samples were
prepared for each condition, and two samples were sacrificed to
obtain total cell protein (Micro BCA, Pierce) because cell growth
at reduced temperature is greatly retarded. The data reported are
normalized to the activity of untreated cells grown at 37 °C.

Immunoblotting. The cells were cultured with chemical chap-
erone 3 (80 �M) for 7 days prior to lyses of the cells in 25 mM
Tris-HCl, 50 mM NaCl, pH 8.0, containing 0.5% Na deoxycholate,
and 0.5% Triton X-100, and a cocktail of protease inhibitors
(antipain, pepstatin, aprotinin, leupeptin, PMSF, and trypsin
inhibitor). The cell extracts were immunoprecipitated using the
mouse anti-GC antibody 8E4 (54) followed by protein-A-
Sepharose at 4 °C (55). Washing of the immunoprecipitates,
treatment with endoglycosidase H, and SDS-PAGE (10% acryl-
amide) were performed essentially as previously described (56).
Western Blot analysis was done with antibody 8E4 and anti-
mouse-HRP. Detection was done using the ECL system (Amer-
sham Pharmacia).

Temperature Shift Activity Assay. The lysosomal stability of
temperature-sensitive GC variants was assessed using a
temperature shift assay. G202R and L444P fibroblasts were
equilibrated at 30 °C for 7 days. Plates of cells were shifted to
37 °C for 1, 2, 3, or 4 days prior to assaying GC activity using the
intact cell assay. Duplicate samples were sacrificed to measure
total protein in order to account for temperature-sensitive cell
growth. The data reported are normalized to the activity of cells
maintained at 37 °C.

Recombinant Enzymes. Imiglucerase. Injection quality
rhWT-GC (trade name Cerezyme) was obtained from Genzyme
and was reconstituted according to the manufacturers instruc-
tions. Imiglucerase is produced in a transformed Chinese
hamster ovary cell line and sequentially reacted with neuramin-
idase, galactosidase, and acetylglucosamidase to expose more
mannose residues at the nonreducing ends of the oligosaccha-
ride chains of the glycoprotein to improve lysosomal targeting
(57). The amino acid sequence of imiglucerase differs from
human placental GC by one amino acid at position 495, where
histidine is substituted for arginine.

WT-GC and N370S-GC. Since isolating Chinese hamster ovary
cell pools or lines expressing even low levels of the N370S-GC
proved to be difficult, both the WT-GC and N370S-GC were
expressed in insect cells. The sequence encoding WT-GC (iden-
tical to the placental GC sequence) was amplified by PCR from
cDNA and subcloned into the pFastBac-1 expression vector
(Invitrogen). The N370S mutant GC was subsequently derived
from the WT construct using the Quickchange PCR mutagenesis
kit (Stratagene) according to the manufacturer’s protocols and
was used to generate recombinant baculovirus by employing the
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Invitrogen Bac-to-Bac system. All recombinant sequences were
determined to be free of PCR errors by nucleotide sequence anal-
ysis (Sequegen Inc.). rhWT-GC and rhN370S-GC were expressed
in the baculovirus expression vector system by infection of Tn-5
cells (Expression Systems) with recombinant virus at an MOI
equal to 1. Conditioned medium was harvested 48 h postinfec-
tion by centrifugation at 500g and filtered (0.22 �m). For purifi-
cation, conditioned medium was loaded onto a butyl Toyopearl
65 °C column (Tosohaas) pre-equilibrated in 20 mM sodium
acetate, 150 mM sodium chloride, pH 5.0. The protein was
eluted in 50% ethylene glycol in 20 mM sodium acetate,
150 mM sodium chloride, pH 5.0. Fractions enriched in GC were
pooled, diluted with distilled water, and then loaded onto a
heparin-sepharose fast flow column (AP Biotech)
pre-equilibrated in 20 mM sodium acetate, 50 mM sodium chlo-
ride, 20% ethylene glycol, pH 5.0. The protein was eluted in a
linear gradient from 0.05 to 1.0 M sodium chloride.
Glucocerebrosidase-enriched fractions were pooled, diluted
with 20% ethylene glycol, and then loaded onto a CM-sepharose
column (AP Biotech) pre-equilibrated with 30 mM sodium
citrate, 0.01% Tween-80, pH 5.7. Bound enzyme was eluted in
55 mM sodium citrate, 0.01% Tween-80, pH 6.3. rhWT-GC and
rhN370S-GC primarily have an oligomannose glycan structure as
purified, and no subsequent carbohydrate modification was
performed.

Inhibitors/Chemical Chaperones. N-(n-Butyl) deoxynojirimycin
(1), N-(n-nonyl) deoxynojirimycin (2), and N-(5-adamantane-1-yl-
methoxy-pentyl) deoxynojirimycin (4) were obtained from
Toronto Research Chemicals. The synthesis of deoxynojirimycin
analogue 3 has been described (11).

Determination of Tm Values for Imiglucerase, rhWT-GC, and
rhN370S-GC. Circular dichroism spectra were recorded on an
AVIV model 202SF spectrometer using a 0.1 cm path length
quartz cell. The cuvette was placed in a jacketed cell holder
maintained at the desired temperature. Temperature scans were
performed at a heating rate of 2 °C min	1, with a 10 min pause
at each temperature prior to measurement for thermal equilibra-
tion. Ellipticity at 225 nm was measured as a function of
temperature between 25 and 95 °C. The data are plotted as frac-
tion unfolded vs temperature. The heat denaturation of the
protein was irreversible, as the protein precipitated under these
conditions and did not redissolve upon cooling. Recombinant
enzyme (4.8 �M protein) was dialyzed into 0.1 M citrate-
phosphate (pH 7.0 or 5.3) with 0.1% taurodeoxycholate (Cal-
biochem) and 0.1% hydrogenated triton X-100 (Calbiochem)
prior to thermal denaturation studies. The effect of deoxynojiri-
mycin analogues on native state stability was tested at 4.8 and
48 �M.

Enzyme Activity for Imiglucerase, rhWT-GC, and rhN370S-GC.
The activity of imiglucerase, rhWT-GC, and rhN370S-GC
(0.01 �M) was assayed in 0.1 M citrate-phosphate (pH 7.0 or
5.3) with 0.1% taurodeoxycholate and 0.1% hydrogenated triton
X-100. 4-Methylumbelliferyl-�-D-glucopyranoside (5 mM) was
added, and the samples were incubated for 10, 20, or 30 min
prior to quenching with 0.2 M glycine buffer (pH 10.6). The
enzyme activity was found to be linear on this time scale.
The activity is reported as the number of mol of
4-methylumbelliferone released per minute per mg of purified
protein.

Chemical Chaperone IC50 Values for Imiglucerase, rhWT-GC,
and rhN370S-GC. IC50 values were determined by preincubating
imiglucerase, rhWT-GC, and rhN370S-GC with inhibitors for
15 min in 0.1 M citrate-phosphate buffer (pH 5.3) in the pres-
ence of 0.1% taurodeoxycholate and 0.1% hydrogenated triton
X-100 at 37 °C before assaying for enzyme activity. Inhibitor
concentrations ranged from 10.0 nM to 1.0 mM.

Chemical Chaperone Activity Assay. The intact cell GC assay
previously described was used to monitor chemical chaperoning
activity (10). Briefly, cells were incubated in media treated with
inhibitors for 5 days before GC activity was assayed using 5 mM
4-methylumbelliferyl-�-D-glucopyranoside (Sigma) in 0.2 M
acetate buffer (pH 4.0). Chemical chaperones were evaluated in
triplicate at each concentration and each compound was
assayed at least three times. Conduritol B epoxide (Toronto
Research Chemicals) was used as a control to evaluate the
extent of nonspecific activity. Data are reported normalized to
the activity of untreated cells. Total cell protein was measured
using the Micro BCA assay reagent (Pierce).
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Fluorogenic Label for Biomolecular Imaging
Luke D. Lavis†, Tzu-Yuan Chao‡, and Ronald T. Raines†,‡,*
Departments of †Chemistry and ‡Biochemistry, University of Wisconsin–Madison, Madison, Wisconsin 53706

ABSTRACT Traditional small-molecule fluorophores are always fluorescent.
This attribute can obscure valuable information in biological experiments. Here,
we report on a versatile “latent” fluorophore that overcomes this limitation. At the
core of the latent fluorophore is a derivative of rhodamine in which one nitrogen is
modified as a urea. That modification enables rhodamine to retain half of its fluo-
rescence while facilitating conjugation to a target molecule. The other nitrogen of
rhodamine is modified with a “trimethyl lock”, which enables fluorescence to be
unmasked fully by a single user-designated chemical reaction. An esterase-
reactive latent fluorophore was synthesized in high yield and attached covalently
to a cationic protein. The resulting conjugate was not fluorescent in the absence of
esterases. The enzymatic activity of esterases in endocytic vesicles and the
cytosol educed fluorescence, enabling the time-lapse imaging of endocytosis into
live human cells and thus providing unprecedented spatiotemporal resolution of
this process. The modular design of this “fluorogenic label” enables the facile syn-
thesis of an ensemble of small-molecule probes for the illumination of numerous
biochemical and cell biological processes.

F luorescent molecules are critical tools in the study
of biochemical and cell biological processes (1). In
many studies, however, only few of the fluores-

cent molecules experience a phenomenon of interest.
Because traditional fluorophores, such as rhodamine
and fluorescein, are always fluorescent, bulk fluores-
cence can obscure valuable information. To overcome
this limitation, molecules can be designed such that a
chemical reaction elicits a change in their fluorescence.
Such “latent” fluorophores are at the core of common
methods, including the enzyme-linked immunosorbent
assay (ELISA), high-throughput screening of enzyme
inhibitors, detection of reporter genes, and evaluation of
cell viability (1). We reasoned that the use of a latent
fluorophore as a “fluorogenic label” could overcome
limitations of traditional fluorescent labels and thereby
improve the spatial and temporal resolution of
bioimaging.

Recently, our laboratory reported on a new class of
latent fluorophores based on the “trimethyl lock” (2, 3).
The rapid lactonization (4, 5) of the trimethyl lock had
been exploited previously to prepare stable pro-drugs
that were unmasked by an enzyme-catalyzed reaction
(6, 7). We first used the trimethyl lock to shroud the fluo-
rescence of a xanthene dye, rhodamine 110 (Rh110) (2),
and then an oxazine dye, cresyl violet (3). This approach
afforded highly stable bis(trimethyl lock) “pro-fluoro-
phores” that were labile to esterase catalysis in vitro and
in cellulo.

Our bis(trimethyl lock) pro-fluorophores had two
problematic attributes. First, two chemical reactions
were necessary to unveil the vast majority of their
fluorescence, decreasing the rate of fluorescence
manifestation and limiting the linear range of assays
(8, 9). Analogous fluorogenic protease substrates
based on a rhodamine diamide display complex
hydrolysis kinetics (10–12), as we observed with
our bis(trimethyl lock) pro-fluorophores (2, 3). The
second problematic attribute was the absence of a
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handle for target– molecule conjugation. Such a handle
is available in derivatives, such as 5- or 6-carboxyrhod-
amine, that are accessible only from low-yielding
synthetic routes.

We suspected that we could solve both problems by
capping one of the amino groups of Rh110. The capping
of rhodamine dyes with an amide (13–15), carbamate
(16), or urea (17) can preserve much of their fluores-
cence. We were especially intrigued by the attributes of
urea–rhodamine, which according to recent reports in
the scientific (17) and patent (18, 19) literature appears
to retain significant fluorescence intensity relative to
Rh110.

Here, we report on a versatile fluorogenic label for
biomolecular imaging. First, we describe the synthesis of
a complete set of ureated and amidated derivatives of
Rh110, as well as a characterization of their fluorescent
properties. Then, we show that imposing our trimethyl
lock strategy upon a urea–rhodamine yields a stable
latent fluorophore with a high rate of enzymatic hydro-
lysis. Finally, we demonstrate the power of our modular
approach by using the urea moiety as a handle for
protein conjugation and subsequent continuous
imaging of endocytosis by live human cells.

RESULTS AND DISCUSSION
Synthesis of Model Compounds. To gain a compre-

hensive understanding of the urea and amide deriva-
tives of rhodamine, we undertook the synthesis of
compounds 1–5 (Table 1). Rhodamine itself and these
five derivatives encompass the ensemble of possible
ureated and amidated derivatives. We were especially
interested in those properties of 1–5 with biological
implications, such as the extinction coefficient and
quantum yield in aqueous solution. Previous reports
(10, 11, 17–20) of similar derivatives did not provide a
complete listing of relevant fluorescent characteristics.

Installation of the urea moiety to produce urea 1
proved to be surprisingly difficult. In our hands, the
reported conditions (17) involving the reaction of Rh110

with a carbamoyl chloride using Hünig’s base gave an
intractable mixture of products. In contrast, we found
that Rh110 was deprotonated effectively with NaH and
that the resulting anion reacted with dimethylcarbamyl
chloride to yield the desired urea 1. This deprotonation
strategy also proved useful for the synthesis of amide 2
and diurea 3. The additional acetamide group in urea–

amide 4 and diamide 5 were installed by reaction with
acetyl chloride in the presence of a base.

Fluorescence Properties. The absorbance and fluo-
rescence spectra of Rh110 and each derivative are
shown (Figure 1). The corresponding values of �max,
extinction coefficient at �max (�), �em, and quantum
yield (�) are listed (Table 1). We determined the relative
fluorescence intensity of these compounds by calcu-
lating the product of extinction coefficient and quantum
yield and then normalizing these values to those of
Rh110. In our measurement, urea 1 retained 35% of the
fluorescence intensity of Rh110 with a quantum yield
value of 0.49. Amide 2 is only 12% as fluorescent as
Rh110, which is consistent with earlier reports (10, 11).
The fluorescence of the bis-substituted dyes was largely
quenched in aqueous solution. Diurea 3 did, however,
possess significant absorbance and fluorescence
compared to the urea–amide 4 or diamide 5. These
latter two rhodamine derivatives are essentially
nonfluorescent.

We also determined the pH dependence of the fluo-
rescence of urea 1 and amide 2. The fluorescence of
Rh110 is relatively insensitive to pH values between
4 and 10 (1). This property is beneficial in biological
assays, where unknown variations in pH can hamper
quantitative measurements. Like Rh110, urea 1 and
amide 2 show no significant spectral change between
pH values of 4 and 10; details may be seen in Supple-
mentary Figure 1.
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Substituent
effects on the
fluorescent
properties of
rhodamine
dyes are chal-
lenging to
predict or inter-
pret due to the
complexity of
the rhodamine
system (21). In
solution,
rhodamine
derivatives
exist in equi-
librium
between a
zwitterion that
absorbs
visible light
and is fluores-

cent and a lactone that is colorless and nonfluorescent.
Substitution on nitrogen can affect both this open–
closed equilibrium and the spectral characteristics of
the fluorescent zwitterions (22, 23). We suspected that
the differences in optical properties seen in compounds
1–5 could be rationalized, in part, through examination
of the electron-donation capability of the different
nitrogen substituents. In agreement with this reasoning,
weakly donating substituents would favor the colorless
lactone as well as decrease the intrinsic absorptivity of
the zwitterions and, hence, the extinction coefficient.
Weakly donating substituents could also reduce the
quantum yield by decreasing the C–N bond order and
thereby enhancing nonradiative decay of the excited
state through vibrational relaxation processes (24, 25).

We explored the relationship between the values of
extinction coefficient and quantum yield and the
Hammett �p substituent constants (26). An unproton-
ated amino group is a good electron donor
(�p � –0.66), whereas an amide group is a relatively
poor donor (�p � 0.00), due to amidic resonance. A
urea group is peculiar; its carbonyl group is cross-
conjugated and both of its nitrogens participate in
amidic resonance. This cross-conjugation attenuates its
electron-donating ability, as reflected in an intermediate
Hammett constant (�p � –0.26). A plot of both extinc-

tion coefficient and quantum yield versus �p substituent
constant for Rh110 and monosubstituted rhodamines 1
and 2 is shown (Figure 2). The correlation indicates that
both spectral properties are affected by electron dona-
tion from the nitrogens. A similar trend in quantum
yields has been observed in substituted phenoxazinone
dyes (27).

The moderate electron-donating character of the urea
moiety provides an explanation for the advantageous
properties of urea 1. Substitution with the cross-
conjugated urea suppresses the fluorescence intensity
of urea 1 relative to Rh110. This decrease is not,
however, as severe as seen in amide 2, due to the
greater electron-donating properties of the urea moiety.
Still, the attenuated electron-donation allows complete
suppression of fluorescence upon amidation of the
remaining nitrogen in urea–amide 4. Finally, the effect of
electron-rich substituents on the rhodamine system is
apparent again in the fluorescence of diurea 3, as it is
greater than that of diamide 5.

Synthesis of Urea–Rhodamine Trimethyl Lock.
Having affirmed the desirable properties of urea–
rhodamine, we next sought to apply our trimethyl lock
strategy to this dye. The synthetic route to the fluoro-
genic substrate, which employs rhodamine morpholino-
urea 6 (17), is shown (Scheme 1). Again, we found that
the use of Hünig’s base in the synthesis afforded a
mixture of products. Deprotonation of Rh110 with NaH
followed by dropwise addition of 4-morpholinecarbonyl
chloride furnished rhodamine morpholino-urea 6. This
compound exhibited similar fluorescent characteristics
to urea 1 (Table 1), and it had an extinction coefficient of

Figure 1. Spectra of Rh110 and its derivatives. a) Absorption
spectra of Rh110 and derivatives 1–5 (7.5 �M). b) Fluorescent
emission spectra of Rh110 and 1–3 (�ex � 450 nm, not to scale).

Figure 2. Hammett plot of extinction coefficient (Œ) and
quantum yield (�) versus �p for Rh110, urea 1, and amide 2.
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51 700 M–1 cm–1 and quantum yield of 0.44. Carbodi-
imide coupling of rhodamine morpholino-urea 6 with
acid 7 (28) afforded the desired pro-fluorophore 8.

Chemical Stability. Pro-fluorophore 8 must be stable
in aqueous solution to be useful in biological assays.
Such stability can be problematic for hydrolase
substrates, as spontaneous hydrolysis can compete
effectively with enzymatic activity and raise background
levels. As shown (Figure 3), pro-fluorophore 8 showed
remarkable stability in both phosphate-buffered saline
(PBS) and Dulbecco’s modified Eagle’s medium (DMEM)
supplemented with 10% (v/v) fetal bovine serum (FBS).
In contrast, fluorescein diacetate, which is a widely used
esterase substrate (29), suffered relatively rapid hydro-
lysis in both solutions. This dramatic increase in stability
arises from the large difference in pKa values between
the conjugate acids of the two leaving groups. Specifi-
cally, fluorescein (pKa 6.32 (30)) is a much better leaving
group than is the electron-rich trimethyl-lock phenol
(o-methylphenol has a pKa of 10.28 (31)).

Enzymatic Reactivity. An objective in the design of
pro-fluorophore 8 was to improve its reactivity as an
esterase substrate relative to the original bis(trimethyl
lock) rhodamine substrate. The appearance of fluores-
cence upon reaction of porcine liver esterase (PLE) with
pro-fluorophore 8 was indicative of single-hit kinetics
(Figure 4). The kinetic constants were calculated to be
kcat/KM � 8.2 � 105 M�1 s�1 and KM � 0.10 �M.
Comparison with the apparent kinetic constants from

the original bis(trimethyl lock) rhodamine substrate (2)
(kcat/KM � 1.9 � 103 M�1 s�1 and KM � 0.47 �M)
shows a 430-fold increase in the kcat/KM value. A more
appropriate comparison takes into account the
expected 65% decrease in fluorescence of urea 6
(Table 1), which is the hydrolysis product of
pro-fluorophore 8, relative to Rh110. After this adjust-
ment, latent fluorophore performance is still enhanced
by 150-fold.

The substantial increase in catalytic efficiency is likely
due to the change from the double-hit kinetics observed
for the bis-substituted substrate to the single-hit kinetics
of pro-fluorophore 8. Hydrolysis of the bis-substituted
fluorogenic substrate progresses from diamide to free
Rh110 via a mono-
amide intermediate,
with the unmasking
of the second amino
group producing the
majority (�90%) of
the fluorescence (10,
11). In contrast, the
urea–rhodamine
substrate requires
only a single
cleavage event for
the complete mani-
festation of
fluorescence.

Cellular Imaging.
Once the high
chemical stability
and enzymatic reac-
tivity of
pro-fluorophore 8
were established, we
next evaluated the
behavior of this
compound in live
human cells.
Pro-fluorophore 8
was incubated with
HeLa cells and
imaged using
confocal fluores-
cence microscopy.
The substrate was
activated in cellulo

Scheme 1. Synthetic Route to Pro-Fluorophore 8

Figure 3. Stability of pro-fluorophore 8 and fluorescein
diacetate in aqueous solution. a) Time course for the
generation of fluorescence (�ex � 496 nm, �em � 520 nm)
of pro-fluorophore 8 (25 nM) and fluorescein diacetate
(25 nM) in PBS. b) Time course for the generation of
fluorescence (�ex � 496 nm, �em> � 520 nm) of pro-
fluorophore 8 (25 nM) and fluorescein diacetate (25 nM) in
DMEM containing FBS (10%, v/v).

ARTICLE

www.acschemicalbiology.org VOL.1 NO.4 • 252–260 • 2006 255



by endogenous
esterases to
produce diffuse
green cytosolic
staining
(Figure 5, panel
a). Importantly,
the high
chemical stability

of the fluorogenic probe permitted its imaging in the
cytosol without an intermediate washing step. Counter-
staining with LysoTracker Red showed significant but
incomplete colocalization, suggesting that, after hydro-
lysis, a portion of the free urea–rhodamine localized in
acidic vesicles (yellow color in Figure 5, panel b). To
ensure that the fluorescence increase was due to
trimethyl-lock activation and not hydrolysis of the urea
moiety, we incubated HeLa cells with the relatively
nonfluorescent diurea-rhodamine 5. In these experi-
ments, we observed virtually no intracellular fluores-
cence; details may be seen in Supplementary Figure 2.

Fluorogenic Label. The high chemical stability and
rapid in cellulo unmasking of pro-fluorophore 8 prompted
us to develop a derivative for bioconjugation. We
reasoned that such a fluorogenic label would be stable
enough to survive conjugation and purification protocols
while still providing a strong signal for continuous
biological experiments. It is noteworthy that simple fluo-
rescein diesters have found only limited use as fluoro-
genic labels (32–35), as fluorescein diesters suffer from
low chemical stability in aqueous solution (Figure 3).

Developing pro-fluorophore 8 into a fluorogenic label
requires the installation of a functional group with selec-
tive reactivity. We chose to install the maleimide func-
tionality (36, 37), which reacts rapidly with thiol groups
(38). The resulting conjugates are stable (39), even
after the slow hydrolysis of the nascent sulfosuccinim-
idyl ring (40).

Traditionally, reactive groups are attached to the
pendant carboxyphenyl ring of rhodamine and fluores-
cein dyes (1). Synthesis of these compounds requires
difficult chromatographic steps to obtain isomerically
pure compounds (41). We envisioned a facile and
economical alternative involving the attachment of a
maleimide derivative via the desirable urea function-
ality. Although uncommon, bioconjugation via the
amino groups of rhodamines has been used previously

(14, 42, 43). This strategy allows the use of commer-
cially available (and relatively inexpensive) Rh110 as the
starting material for the synthesis of maleimidourea–
rhodamine trimethyl lock 13, as shown (Scheme 2).
Desymmetrization of Rh110 was accomplished by its
deprotonation with NaH and reaction with Boc2O to give
t-Boc–rhodamine 9. An isocyanate was generated in situ
from maleimide 10 by a Curtius rearrangement (44, 45),
and this isocyanate was reacted with t-Boc–rhodamine
9 to generate a urea (46, 47). Deprotection of
maleimidourea–rhodamine–t-Boc 11 with TFA afforded
fluorescent urea–rhodamine 12. Condensation with 7
using EDC gave thiol-reactive fluorogenic label 13.

Bioconjugation. To test the utility of fluorogenic label
13 in a biological experiment, we attached it to a thiol-
containing variant of bovine pancreatic ribonuclease
(RNase A (48)). RNase A is a cationic protein that is inter-
nalized by mamma-
lian cells via endocy-
tosis (49). This inter-
nalization is critical
to the action of cyto-
toxic RNase A vari-
ants and homo-
logues (50). Fluoro-
genic label 13
reacted cleanly with
the A19C variant of
RNase A to give a
mono-substituted
conjugate as deter-
mined by MALDI
mass spectrometry.
This protein conju-
gate was stable to
purification by
cation-exchange
chromatography at
pH 5.0 and showed a
1200-fold increase in
fluorescence upon
incubation with PLE
(data not shown).

At physiological
pH, the protein
conjugate was less
stable than un-
conjugated pro-

Figure 4. Kinetic traces (�ex � 496 nm, �em � 520 nm) and
Michaelis–Menten plot (inset) for a serial dilution of pro-
fluorophore 8 (0.5 �M ¡ 2 nM) with PLE (2.5 �g mL�1).

Figure 5. Unmasking of pro-
fluorophore 8 in live human cells. a)
Unwashed HeLa cells incubated for
1 h with pro-fluorophore 8 (10 �M)
at 37 °C in DMEM and counter-
stained with Hoechst 33342. b)
Washed HeLa cells incubated for 1 h
with pro-fluorophore 8 (10 �M) at
37 °C in DMEM and counter-stained
with Hoechst 33342 and
LysoTracker Red (5%, v/v CO2(g),
100% humidity). Scale bar: 20 �m.
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fluorophore 8. Spontaneous hydrolysis of the acetate
ester was slow but significant in PBS, presumably
because conjugation to the protein places the probe in
close proximity to nucleophilic functional groups of the
protein. Storage at pH 5.0 did, however, extend the

stability of the conjugate,
allowing multiple experi-
ments to be performed with
one preparation.

Cellular Imaging with a
Bioconjugate. Fluorescently
labeled biomolecules have
been used to image endocy-
totic events (51). We sought
to determine the efficacy of
our fluorogenic label
approach by comparing
endocytosis of HeLa cells
incubated with Oregon
Green-labeled RNase A (49)
to that of cells incubated
with the protein conjugated
with fluorogenic label 13.
The Oregon Green conjugate
showed intense extracel-
lular background signal that
obscures the fluorescence
from endocytosed material

(Figure 6, panel a). This background could be eliminated
only with many vigorous washing steps (Figure 6,
panel b). In contrast, the pro-fluorophore conjugate
allowed imaging without intermediate washing steps.
Unwashed HeLa cells incubated with the RNase A conju-

Scheme 2. Synthetic Route to Fluorogenic Label 13

Figure 6. Live-cell imaging experiments
with protein conjugates. a) Unwashed
HeLa cells incubated for 1 h with Oregon
Green–RNase A conjugate (10 �M) at
37 °C in DPBS and counter-stained with
Hoechst 33342. b) Washed HeLa cells
incubated for 1 h with Oregon
Green–RNase A conjugate (10 �M) at
37 °C in DPBS and counter-stained with
Hoechst 33342. c) Unwashed HeLa cells
incubated for 1 h with fluorogenic label
13–RNase A conjugate (10 �M) at 37 °C in
DPBS and counter-stained with Hoechst
33342. d) Washed HeLa cells incubated for
1 h with fluorogenic label 13–RNase A
conjugate (10 �M) at 37 °C in DPBS and
counter-stained with Hoechst 33342 and
LysoTracker Red (5%, v/v CO2(g), 100%
humidity). Scale bar: 20 �m.
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gate have bright, punctate staining (Figure 6, panel c),
indicative of the conjugate being localized in small
vesicles. Counterstaining with LysoTracker Red shows a
large degree of colocalization (Figure 6, panel d),
suggesting that the latent conjugate is internalized via
endocytosis and activated by endosomal or lysosomal
esterases (52–54). Images with the protein conjugate
(Figure 6, panel c) are less diffuse and more punctate
that are images with free pro-fluorophore 8 (Figure 5),
which has much more ready access to the cytosol. To
ensure that the signal is due to unmasked fluorophore
attached to RNase A (Figure 6, panel c), we fixed cells
incubated with our latent conjugate and counterstained
them with a primary antibody to RNase A and a
secondary antibody labeled with AlexaFluor 594. In a
fluorescence microscopy image, we observed a signifi-
cant overlap of the green and red fluorescent signals to
produce a yellow signal, indicating that the unmasked
RNase A conjugate is largely intact; details may be seen
in Supplementary Figure 3.

The high chemical stability and low background fluo-
rescence of the fluorogenic label conjugate allowed for
the time-lapse imaging of its endocytosis. Cells were
incubated with the fluorogenic label 13–RNase A conju-
gate at room temperature, and images were recorded
without washing during the next 90 min. The compila-
tion of these images into a movie revealed that internal-
ization of the conjugate occurred continuously and that
vesicular fluorescence increased monotonically; details
may be seen in the Supplemental Movie.

Envoi. We have demonstrated how a common fluoro-
phore, Rh110, can be elaborated into a powerful new

tool for biochemistry and cell biology. The use of a tri-
methyl lock provides a latent fluorophore with high
chemical stability while maintaining enzymatic reactivity
(2, 3). The use of a urea group (rather than a second
trimethyl lock) improves enzymatic reactivity markedly
while preserving desirable fluorescence properties, as in
pro-fluorophore 8. The elaboration of the urea to include
an electrophile outfits the latent fluorophore for conju-
gation, as in fluorogenic label 13. Conjugation of this
fluorogenic label to a target molecule enables, for
example, the continuous imaging of the endocytosis of a
target molecule by live human cells.

We note that the urea–rhodamine–trimethyl lock
probe is modular and, hence, can be tailored to suit a
variety of applications (Scheme 3). For example, alter-
ation of the bioconjugative group on the urea moiety
could be used to change conjugation chemistry,
enhance cellular internalization, or target a conjugate to
a specific subcellular location. Modification of the
enzyme-reactive group on the trimethyl lock could
enable the detection of a conjugate in a particular
organelle. The use of fluorogenic labels could even tran-
scend cultured cells, allowing for continuous imaging in
tissues or in vivo. These applications would be facili-
tated by extant comprehensive inventories of the
enzymes in numerous organs and organelles (55, 56).
Accordingly, the fluorogenic label strategy could enable
the development of specific probes for biological experi-
ments of ever-increasing sophistication.

METHODS
General Spectroscopic Methods. HEPES (2[4-(2-hydroxyethyl)-

1-piperazinyl]ethanesulfonic acid) was from Research Products
International. Fluorescein (reference standard grade) was from
Molecular Probes. Other reagents were from Sigma-Aldrich or
Fisher Scientific. Phosphate-buffered saline, pH 7.4 (PBS)
contained (in 1.00 L) KCl (0.20 g), KH2PO4 (0.20 g), NaCl (8.0 g),
and Na2HPO4·7H2O (2.16 g). All measurements were recorded at
ambient temperature (23 � 2 °C), and buffers were not
degassed prior to measurements. Compounds were prepared as
stock solutions in DMSO and diluted such that the DMSO
concentration did not exceed 1% (v/v). Porcine liver esterase
(PLE, MW � 163 kDa (57)) was obtained from Sigma Chemical
(product number E2884) as a suspension in 3.2 M (NH4)2SO4

and was diluted to appropriate concentrations in PBS before
use. In pH dependency studies, the pH of PBS was adjusted by
addition of 1.0 M HCl or 1.0 M NaOH and measured using a

Beckmann glass electrode that was calibrated prior to each use.
Graphs were manipulated and parameters were calculated with
Microsoft Excel 2003 and GraphPad Prism 4.

Ultraviolet–Visible and Fluorescence Spectroscopy. Absorption
spectra were recorded in 1-cm path length cuvettes having a
volume of 1.0 or 3.5 mL on a Cary model 50 spectrometer from
Varian. The extinction coefficients were measured in 10 mM
HEPES–NaOH buffer, pH 7.5. Fluorometric measurements were
made using fluorescence grade quartz or glass cuvettes from
Starna Cells and a QuantaMaster1 photon-counting spectroflu-
orometer from Photon Technology International equipped with
sample stirring. The quantum yields of Rh110 and compounds
1–5 were measured with dilute samples (A � 0.1) in 10 mM
HEPES–NaOH buffer, pH 7.5. These values were obtained by the
comparison of the integrated area of the emission spectrum of
the samples with that of fluorescein in 0.1 M NaOH, which has a
quantum efficiency of 0.95 (58). The concentration of the fluo-

Scheme 3. Modules in Fluorogenic Label 13
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rescein reference was adjusted to match the absorbance of the
test sample at the excitation wavelength. Under these condi-
tions, quantum yields were calculated using eq 1.

�sample � �standard(�Fem,sample/�Fem,standard) (1)

Protein Purification and Labeling. The TNB-protected A19C
variant of RNase A and the Oregon Green-labeled RNase A conju-
gate were prepared as described previously (49). The
TNB-protected protein was deprotected with a 3-fold molar
excess of dithiothreitol (DTT) and desalted by chromatography
using a HiTrap Desalting column (Amersham). The protein conju-
gate then was prepared by reaction with a 10-fold molar excess
of thiol-reactive maleimide 13 for 16 h at 4 °C. Purification by
chromatography using a HiTrap HP SP column (Amersham)
afforded the desired conjugate (MS (MALDI): m/z 14 468
(expected, 14 475)). Protein concentration was determined by
using a bicinchoninic acid (BCA) assay kit from Pierce with wild-
type RNase A as a standard.

Cell Preparation. HeLa cells were plated on Nunc Lab-Tek II
8-well Chamber Coverglass (Fisher Scientific) and grown to
70–80% confluence at 37 °C in DMEM (Invitrogen) containing
FBS (10% v/v). For static imaging, cells were first washed with
Dulbecco’s phosphate-buffered saline (DPBS, Invitrogen). Cells
were then incubated with pro-fluorophore 8 (10 �M), RNase A
conjugated to maleimide 13 (10 �M), or Oregon Green-labeled
RNase A (10 �M) for 1 h at 37 °C prior to imaging. Nuclear
staining was accomplished by addition of Hoechst 33342
(2 �g mL�1) for the final 5 min of incubation. Lysosomal staining
involved washing the cells with DPBS followed by incubation
with 100 nM LysoTracker Red (Molecular Probes) in DPBS for 1
min at ambient temperature. For dynamic imaging, cells were
incubated with Hoechst 33342 (2 �g mL�1) for 5 min at 37 °C,
and then washed twice with DPBS. Pro-fluorophore 13–RNase A
conjugate (10 �M) was added to the cells at ambient tempera-
ture (23 � 2 °C). Imaging of endocytosis started within 1 min
after the addition of the conjugate.

Cell Imaging. Cells were imaged on a Nikon Eclipse TE2000-U
confocal microscope equipped with a Zeiss AxioCam digital
camera, unless indicated otherwise. Excitation at 408 nm was
provided by a blue-diode laser, and emission light was passed
though a filter centered at 450 nm with a 35-nm band-pass. Exci-
tation at 488 nm was provided by an argon-ion laser, and emis-
sion light was passed through a filter centered at 515 nm with a
40-nm band-pass. Excitation at 543 nm was provided by a HeNe
laser, and emission light was passed through a filter centered at
605 nm with a 75-nm band-pass. For time-lapse imaging, one
image per minute was recorded during the first 30 min of incu-
bation, two images per min were recorded during the next
10 min, and five images per min were recorded during the last
50 min. The resulting movie condenses these 300 images
recorded over 90 min into 40 s. Brightfield images indicated that
the cells were alive and appeared to have normal physiology,
both before and after the time-lapse imaging.
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The Forefront of Chemical Biology

S cientists in Japan have a strong publishing relationship with the American Chemical
Society (ACS). This is because Japan has a vibrant community of researchers
exploring synthetic mechanisms, natural-products chemistry, structural biology,

nanotechnology, materials science, and chemical engineering. The strength of their science
was particularly evident at the inaugural meeting of the Japanese Society for Chemical
Biology.

The 2-day meeting took place in Tokyo and attracted participants from across the country
and a few from the U.S., Europe, and China. The research spanned diverse fields, from
synthetic organic chemistry, to pharmacology, to RNA biochemistry. Many of the talks were
presented in Japanese, but there were ample opportunities during the poster sessions and
reception to discuss the science in English and at a more leisurely pace. This editor was
particularly impressed with the poster presenters, who did an exceptional job of profession-
ally communicating their work in both Japanese and English.

Why establish a Japanese Society for Chemical Biology? The organizers of the meeting,
T. Nagano (University of Tokyo), M. Hagiwara (Tokyo Medical and Dental University), and
H. Osada (RIKEN) saw the need to develop a formal means by which chemical biologists,
including junior scientists, could interact and exchange data (for details, see ref 1). Until
now, these scientists have had few opportunities to come together and discuss their work;
researchers in Japan are dispersed in many professional societies which hold their own
annual meetings with a separate focus on chemistry. This system required chemical biolo-
gists in Japan to separate the different aspects of their work and present them at two, or
possibly more, venues. Seeing the need for a new way to discuss chemistry, biology,
physics, and engineering, at one venue, the organizers established the new society for
discussing and exchanging information on chemical biology.

Should the U.S. and other countries each have their own chemical biology societies, or
should an international forum for the chemical biology community be established? One
advantage of the former is that each can serve the unique needs of its constituents. A disad-
vantage of this strategy is that the community of chemical biologists may become too
disperse. Furthermore, ACS offers a well-established home for researchers at the interface of
chemistry and biology: the Division of Biological Chemistry (www.biochemdivision.org). Now
with the establishment of the Japanese Society for Chemical Biology, perhaps it’s time to
consider how we can bring all chemical biologists together to strengthen the field and help
it grow.

With a successful launch of the Japanese Society for Chemical Biology, Japanese scien-
tists are poised to make great strides in chemical biology. This journal expects to bring you
many of these exciting papers and to continue to expand the publishing relationship
between ACS and scientists in Japan.

Evelyn Jabri
Executive Editor

1. Osada, H. (2006) The Japanese Society for Chemical Biology, ACS Chem. Biol. 1, 8.
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Negatively Affecting Translocation
Effective transport of biomolecules across cell membranes 

has important implications both therapeutically and in basic 

research. Arginine-rich peptides have recently found utility 

as delivery vectors for membrane translocation, but 

the mechanism of transport, which is likely medi-

ated by endocytosis, is not well-understood. 

Now, Takeuchi et al. (p 299) demonstrate 

that the addition of a hydrophobic mol-

ecule containing a negatively charged 

counteranion, such as pyrenebutyrate, 

has a dramatic, favorable effect on arginine-

peptide-mediated translocation of biomolecules 

into cells.

Counteranion-mediated translocation is based on the 

concept that the negatively charged hydrophobic molecule 

interacts with the positively charged arginine peptide, further 

increasing its net hydrophobicity and facilitating direct 

Back to the Basics for Cancer
One strategy in the fight against 
cancer is to design drugs that will 
selectively target cancer cells over 
normal cells. In an innovative ap-
proach, Duvvuri et al. (p 309 and 
Point of View p 271) describe a line 
of attack that exploits the reduced 
acidification of lysosomes in cancer 
cells relative to that of normal cells. 

The authors rationalized that 
compounds with weakly basic pKa’s 
would be trapped in the acidic 
(pH ~ 5) lysosomes of normal cells 
but be about equally distributed 
between the cytoplasm and the 
lysosome of cancer cells; thus, 
selectivity is conferred for cytosolic 
targets in cancer cells over normal 
cells. The validity of this approach 
was demonstrated with inhibitors of 

transport through the lipid bilayer. Fluorescence microscopy 

was used to monitor the translocation of several biomolecules 

differing in size and structure into a variety of cell types, includ-

ing the difficult-to-transfect neuronal primary cells. Rapid, 

diffuse cytosolic and nuclear labeling resulted when cells were 

incubated with pyrenebutyrate and either alexa 488-labeled 

octaarginine (R8), enhanced GFP containing R8 at its N-termi-

nus, or the apoptosis-inducing peptide (pro-apoptotic domain 

peptide, PAD) tagged with R8. Notably, delivery of R8-PAD 

provoked the expected biological response of mitochon-

drial-membrane disruption and eventual apoptosis. Very few 

endosome-like punctate signals formed during the transport 

process, which also proceeded at 4 ˚C; this suggests that direct 

membrane translocation, and not endocytosis, is the mecha-

nism at play. The versatility of this counteranion-mediated 

translocation method should enable its widespread applica-

tion for membrane transport.

the molecular chaperone heat-shock 
protein 90, an important cancer 
target. Five inhibitors with varying 
pKa’s were tested in two cell lines: 
HL60 cells, which represent typical 
cancer cells possessing near-neutral 
lysosomes, and a multidrug-resis-
tant (MDR) HL60 variant, whose 
lysosomes have an acidic pH similar 
to that of normal cells. Indeed, 
inhibitors with slightly basic pKa’s 
exhibited preferential activity in the 
HL60 cells, where the compounds 
are found in higher concentrations 
in the cytoplasm than in the MDR 
HL60 cells. Neutral inhibitors did 
not exhibit any selectivity between 
the HL60 and the MDR HL60 cells 
and had IC50 values comparable to 
the slightly basic inhibitors in the 

MDR HL60 cells. Examination of the 
intracellular distribution of the com-
pounds confirmed that the weakly 
basic inhibitors were present at 
much higher levels in the lysosomes 
of the MDR HL60 cells than in the 
neutral lysosomes of the HL60 
cells. These results point to this 
strategy as a compelling approach 
for crafting selectivity into potential 
anticancer agents.
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Uncompetitive Inhibition Wins Out
Mitochondrial F1F0-ATPase, the enzyme responsible for generating most of the ATP 
in eukaryotic cells, could be an important therapeutic target for immune disorders; 
however, toxic side effects from inhibitors, such as oligomycin, have hindered 
clinical development of compounds that bind this target. Interestingly, Bz-423, 
a 1,4-benzodiazepine that binds to the oligomycin-sensitivity-conferring protein 

subunit of the enzyme, induces apoptosis and slows disease 
progression without toxicity. Johnson et al. (p 304) investigate 
the mechanisms of oligomycin and Bz-423 to determine the 
molecular basis for the differing biological effects of the two 
inhibitors.

Inhibition of mitochondrial F1F0-ATPase can result in a 
decrease in cellular ATP levels, which can be toxic, and mito-
chondrial transition from active to resting respiration, which can 
induce apoptosis. The authors determined that oligomycin is a 
high-affinity, noncompetitive, time-dependent 
inhibitor with a slow rate of dissociation from 

the enzyme. The combination of these properties results 
in potent inhibition of the enzyme and drastically reduced 
cellular ATP levels, which lead to toxic effects. In contrast, 
Bz-423 is a lower-affinity, uncompetitive inhibitor with a 
fast dissociation rate. The uncompetitive nature of inhibi-
tion of Bz-423 has little effect on ATP synthesis, yet it is sufficient to 
trigger the respiratory transition that signals for apoptosis. Traditional 
drug-discovery efforts focus on high-affinity, competitive inhibitors of 
drug targets. However, the results from this study emphasize how allosteric, lower-
affinity inhibitors can have beneficial physiological consequences and identify an 
important strategy to consider in the design of potential drugs.

The Proof Is in the Second Step
Group II intron RNAs catalyze a two-step 
self-splicing reaction in which the intron is 
excised as a lariat and the exons are ligated. 
In the first step, the 2'-hydroxyl from an 
internal adenosine attacks the 5'-splice 
site phosphodies-
ter bond, forming 
a looped intron 
intermediate and re-
leasing the 5'-exon. 
The 5'-exon then 
attacks the 3'-splice 
site, creating the 
ligated exon and 
liberating the intron. 
The first reaction is 
reversible, and it has been hypothesized 
that the reversibility serves as a “proof-
reading” mechanism in the event that an 
incorrect 5'-splice site is selected. Now, 
Wang and Silverman (p 316) use synthetic 
branched RNAs to provide evidence that a 
“trimming” process in the second step of 
the reaction, not the reversibility of the first 
step, functions as a proofreading process for 
mis-spliced 5'-exons.

The researchers use artificial DNA 
enzymes termed deoxyribozymes to create 
several 2',5'-branched RNA variants derived 
from group II self-splicing reactions mis-
spliced at the 5'-splice site. The researchers 
observed that, while the natural splice-site 
intermediate underwent reverse splicing in 
the first step, none of the incorrect variants 
did. Moreover, when the second step of the 
reaction was examined with a branched 
RNA analogous to a splice variant with one 
extra base, the superfluous nucleotide was 
trimmed to provide the 5'-exon of correct 
length, and the ligation reaction proceeded 
normally. The authors propose that, given 
the mechanistic similarities between group 
II intron splicing and the spliceosome, the 
proofreading mechanism of 5'-exon hydroly-
sis followed by exon ligation may function in 
the spliceosome as well.
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Translating Evolution to Inhibition
Aminoacyl-tRNA synthetases (aaRSs) are an essential component of the protein 
synthesis machinery; they catalyze transfer of specific amino acids to appropriate 
tRNAs prior to delivery to the ribosome for translation. Their critical role in cell survival, 
coupled with their diversity and specificity, makes these enzymes intriguing antimicro-
bial targets. Ataide and Ibba (p 285) review the mechanisms behind the discriminatory 
ability of aaRSs and suggest various strategies for the design of effective small-mol-
ecule inhibitors.

AaRSs utilize several mechanisms to ensure that the correct amino acids are se-
lected during protein synthesis. Some aaRSs have exquisitely evolved active sites, and 
others use secondary sites or additional proteins that can recognize and remove incor-
rect amino acids. In addition, some organisms have alternate biosynthetic pathways 
for amino acid tRNAs, and others possess duplicate aaRSs that can circumvent the 
action of potential inhibitors. Investigations with known inhibitors have shed light on 
the discrimination mechanisms, but much-needed additional structural and functional 
characterization of these fascinating enzymes will facilitate the design of effective new 
inhibitors and potential antimicrobial agents.
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Elusive Couple Finally Captured 
In the eukaryotic nucleus, RNA polymerase II (Pol II) and 
a vast collection of accessory proteins recognize DNA 

elements and then initiate and 
transcribe pre-messenger RNAs 
(pre-mRNAs). Before an RNA is ripe 
for translation, it must be processed 
in a number of ways, including 
5' capping, splicing, 3' cleavage, 
and polyadenylation. A wealth of 
recent studies indicates that these 
events are probably not as linear as 
once envisioned. Rather, a web of 
partnerships exists between the RNA 
synthesis machinery and various 
processing machines. Studying these 
connections has proved difficult 
for the biochemist because of the 

lack of a reliable system where multiple activities can be 
observed. Now, two groups have optimized an efficient 
and reliable coupled-transcription/splicing system in a 
nuclear extract derived from a human cell line. Both groups 
show that the addition of a DNA template containing the 
proper sequence elements results in transcription as well as 
splicing.

Studies of splicing in a test tube have typically involved 
the addition of a radiolabeled RNA synthesized beforehand 
by a bacteriophage RNA polymerase. Hicks et al. (PLoS 
Biol. 2006, 4, e147) assemble reactions with template DNA 
containing either a promoter specific for the bacteriophage 
polymerase, T7, or the eukaryotic polymerase, Pol II. Adding 
exogenous T7 RNA polymerase to the nuclear extract made 
both promoters competent for transcription, but a striking 
difference was observed in splicing. Transcripts synthesized 
by Pol II entered the splicing pathway efficiently, whereas T7 
transcripts accumulated but displayed little splicing. The Pol 
II transcripts also displayed greater resistance to nucleases. 
This resistance was dependent upon splicing signals in the 
pre-mRNA and on the integrity of U2 small nuclear RNA, a 
spliceosomal RNA employed early in the splicing pathway. 

Spotlight
Chaos Helps
Hybridization of DNA is a routine step in a wide variety of 
methods used to analyze gene sequences and expression 
levels. The development of DNA microarrays, where thou-
sands of nucleic acid strands can be analyzed on the surface 
of a single glass microscope slide, has enabled rapid, large-
scale detection of DNA. However, the hybridization step 
in the process is performed in a diffusion-limited manner, 
and the distance that DNA can diffuse in the time allotted 
for hybridization is an order of magnitude shorter than the 
typical length of most microarrays. Now, Liu et al. (Angew. 
Chem., Int. Ed. 2006, 45, 3618–3623) present a method to 
accelerate the DNA hybridization process by using microflu-
idic chaotic mixing.

A microfluidic device was designed and constructed to 
facilitate effective circulation and mixing of the hybridization 
solution while maintaining compatibility with the microarray 
format. The silicone rubber device, which can be sealed onto 
a microarray slide, contains two symmetric hybridization 
chambers integrated with peristaltic pumps that circulate the 
fluid between the chambers. The chambers are connected by 
bridge channels, where herringbone patterns on the ceiling 
continuously introduce the chaotic mixing of the solution. 
Bifurcating channels equalize the mixed solution distributed 
into the chambers.

Assessment of the efficacy of the device demonstrated 
that hybridizations subjected to chaotic mixing resulted in 

microarrays with stronger sig-
nals, enhanced sensitivity, 

reduced spot-to-spot 
variability, improved 
signal specificity, 
and an increase in 
molar-hybridization 

events over static 
hybridizations. Notably, 

hybridizations in which fluid 
was circulated but not subjected to chaotic mixing revealed 
that chaotic mixing was a significant contributor to the signal 
enhancement. The superior data quality, higher efficiency, 
and compatibility with current microarray protocols provided 
by the device champion its incorporation into microarray 
protocols. EG
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(continued on page 265)
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Tackling Tuberculosis

Finally, the researchers tested an alternative splicing 
pre-mRNA containing one set of 5' splicing signals, 
but two sets of 3' splicing signals. Interestingly, 
splice site choice was rather different when Pol II syn-
thesis was feeding the pre-mRNA to the spliceosome.

In a similar effort, Das et al. (Genes Dev. 2006, 
20, 1100–1109) optimize a coupled reaction and 
compare Pol II with T7-synthesized transcripts in 
their splicing fates. Again, the efficiency of splicing 
was far better with the eukaryotic polymerase driving 
pre-mRNA production. This study looked closely at 
spliceosomal complex formation on the pre-mRNA 
and at how the polymerase identity affected these 
events. Remarkably, the pre-mRNAs produced 
by Pol II were nearly quantitatively shuttled into 
spliceosomes as they were synthesized, whereas T7 
transcripts remained in heterogeneous RNA–protein 

complexes, which hinder splicing. This transfer from 
Pol II to the spliceosome depended upon intact splice 
site signals. Additionally, this study indicated that splic-
ing kinetics are far more rapid with Pol II pre-mRNAs. 

Both of these studies demonstrate biochemically 
that a functional handshake occurs between two 
nuclear machines, the Pol II complex and the spli-
ceosome. With these reliable in vitro systems, the 
hands that do the shaking can finally be sought and 
characterized. Of particular interest will be the phos-
phorylated carboxy-terminus of Pol II, a protein domain 
that seems to mediate crosstalk with the processing 
machines. The stark difference between Pol II and 
T7 polymerase lends itself nicely to various domain-
swapping experiments. Finally, this powerful meth-
odology will offer scientists new perspectives on the 
mysterious realm of alternative splice site choice. JU

Elusive Couple Finally Captured, continued

More than one-third of the world’s popu-

lation is infected with Mycobacterium 

tuberculosis, the bacteria that causes 

tuberculosis (TB), and the emergence of 

strains that are resistant to antibiotic treat-

ment has fueled interest in finding new 

drugs to combat the disease. The cell wall 

of M. tuberculosis is a particularly attrac-

tive drug target because the organism 

depends on the integrity of its cell wall for 

survival. Moreover, many of the enzymes 

used in cell-wall biosynthesis are not found 

in humans, so potential drug side effects 

are minimized. Rose et al. ( JACS 2006, 128, 

6721–6729) report the expression, purifi-

cation, and characterization of a galactosyl-

transferase (GT) involved in M. tuberculosis 

cell-wall biosynthesis.

The major structural component of the 

M. tuberculosis cell wall is a lipidated 

polysaccharide, the mycoyl–arabinogalactan–

peptidoglycan (mAGP) complex. The 

carbohydrate-based core of mAGP is 

composed of ~30 D-galactofuranose 

residues attached via alternating β-(1 → 5) 

and β-(1 → 6) linkages. A GT responsible 

for constructing these linkages, termed 

glfT, was expressed in Escherichia coli, 

and several potential di- and trisaccharide 

glycosyl acceptors were used to examine 

the substrate specificity of the enzyme. 

Characterization of the products by NMR 

and MS revealed that the recombinant 

enzyme, like the wild-type enzyme, is 

capable of creating both β-(1 → 5) and 

β-(1 → 6) linkages. In addition, both 

disaccharides and trisaccharides were 

substrates for the enzyme, but 

kinetic analysis revealed that 

the trisaccharides’ acceptors 

were better substrates than those of the 

disaccharides.

The insight into the biosynthesis of 

the mAGP complex provided by this 

study enabled the authors to propose 

that ≤3 additional enzymes are required 

to generate the substrate for glfT in vivo. 

Further characterization of glfT and other 

enzymes in the biosynthetic pathway will 

facilitate discovery of inhibitors of M. tuber-

culosis cell-wall biosynthesis, paving the 

way for new treatments for TB. EG
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Microengraving and 
Multiplexing Monoclonals
Monoclonal antibodies have found powerful applica-

tions in therapeutics and as tools for detection of bio-

molecules. The process of identification and retrieval of 

cells that produce antigen-specific antibodies, however, 

is notoriously labor-intensive and time-consuming. 

Now, Love et al. (Nat. Biotechnol. 2006, 24, 703–707) 

describe a microengraving method that enables rapid 

identification, recovery, and clonal expansion of mono-

clonal antibody-generating cell lines.

The microengraving method is designed so that 

the secreted antibodies of individual cells arrayed in 

high-density microwells are deposited on a microar-

ray surface. Subsequent analysis of the microarray 

pinpoints the location of the corresponding antibody-

secreting cell, which can then be extracted from the 

microwell and expanded in culture. The efficacy of the 

microengraving approach was demonstrated when 

cells were identified that produce antibodies to major 

histocompatibility complex type I (H-2Kb). 

Hybridoma cells were generated from 

mice immunized with peptide-loaded 

H-2Kb/streptavidin tetramers and arrayed 

into microwells fabricated on slabs of 

poly(dimethylsiloxane). The slabs were 

sealed onto a microarray surface coated 

with appropriate secondary antibody, 

and secreted antibodies were captured 

and detected with fluorescently labeled 

H-2Kb. Out of 200,000 cells screened, 

4300 positive spots were generated on the 

microarray, and of the 50 corresponding cells that were 

arbitrarily selected for expansion, 17 active hybridoma 

supernatants were identified.

This approach dramatically improves several aspects 

of monoclonal antibody generation. First, early screen-

ing of the cells eliminates the tedious serial dilution 

process for achieving monoclonality and the need to 

maintain several potential cell lines during antibody 

Cell polarity is a complex pro-
cess that requires the intricate 
coordination of many different 
biomolecular interactions. The 
Rho-GTPase Cdc42 is involved 
in maintaining polarity in 
epithelial cells, but the variety 
of processes that require Cdc42 
has precluded a more precise 
understanding of its role in cell 
polarity. It is known that Cdc42 
function is regulated by numer-
ous guanine exchange factors 
(GEFs) and GTPase-activating 
proteins (GAPs), and now Wells 
et al. (Cell 2006, 125, 535–548) 
describe a protein interaction 
network surrounding the Cdc42 
GAP Rich1 that links Cdc42 to 
cell polarity.

In order to find proteins that 
interact with Cdc42 in the con-
text of cell polarity, the authors 

characterization. In addition, the method facilitates isolation of 

slow-growing and rare clones that are not easily accessed via 

traditional methods. Finally, clones with unique specificities can 

be rapidly identified when they are multiplexed with differen-

tially labeled antigens in the microarray analysis. This innovative 

method could also have widespread applications in the screening 

and characterization of cells that secrete other types of molecules, 

such as cytokines. EG
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used FRET and tandem MS to 
screen 50 GEFs and 50 GAPs for 
their ability to alter the GTPase 
cycle of Cdc42 and to bind to 
known polarity proteins. The 
GAP Rich1 was found to associ-
ate with polarity proteins at tight 
junctions (TJs) (complexes that 
form a seal between epithelial 
cells), and it was determined 
that the GAP activity of Rich1 is 
required for proper TJ mainte-
nance, perhaps by preventing 
accumulation of Cdc42-GTP at 
the TJs. 

Tandem MS was used to 
further probe the polarity protein 
interaction network to reveal 
additional Rich1 interactions. 
Rich1 associates with the 
scaffolding protein angiomotin 
(Amot) through the coiled-coil 
domain of Amot. In addition, 
Amot associates with Patj, a 
protein involved in establishing 
apical junctions, through the 
PDZ domain binding motif of 
Amot. This interaction targets 
Amot to TJs and links Rich1 to 
Patj, thereby targeting Rich1 to 
Cdc42 at TJs. The authors pro-
pose that Rich1 and Amot help 
maintain TJ integrity by regulat-
ing Cdc42 activity at TJs and by 
integrating Cdc42 function with 
the trafficking of intracellular 
polarity proteins at the TJ. EG

Polarity Networks Get Rich
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Maintaining an organism’s energy 
balance and food intake is a critical func-
tion of the central nervous system, the 
circuitry of which has been shown previ-
ously to sense glucose and fatty acid 
levels directly. 
Emerging data 
also suggest 
that specific 
populations of 
neurons sense 
fuel availabil-
ity through 
hormones such as leptin, a small protein 
known to influence hunger, food con-
sumption, and energy expenditure. Now 
Cota et al. (Science 2006, 312, 927–930) 
show that the hypothalamus senses 
L-leucine and responds to changes 
in leptin levels. These responses are 

 

Nonribosomal peptides (NRPs) are chemically diverse linear 
or cyclic molecules used extensively in therapeutics. NRPs 
are synthesized by unicellular organisms, plants, and fungi 
using a large enzyme complex with a common core structure 
and many different modules to chemically change the evolv-
ing product. This synthetic mechanism has forced research-
ers to rely on complex solid-phase synthetic schemes 

to incorporate the variety of L-, D-, β-, N-methyl, and α, 

β-unsaturated amino acids into NRPs. Seebeck and Szostak 
( JACS 2006, 128, 7150–7151) now use a simple and versa-
tile E. coli translation system to synthesize dehydroalanine-
containing linear and cyclic peptides from messenger RNA 
templates.

Ribosomal peptide synthesis needs an appropriately 
charged transfer RNA (tRNA), which requires tRNA synthe-
tases to use non-natural amino acids as substrates. The 
authors show that selenalysine is a substrate for lysine 
aminoacyl–tRNA–synthetase and can be incorporated into 

peptides by a reconstituted translation system from E. coli. 
Oxidative elimination converts the linear peptide into dehydro-
peptide, generating a scaffold with which many different nucleo-
philes can react. The authors show that such model dehydro-
peptides can also be synthesized as a stable cyclic structure. 
This simple ribosome-based system to make a reactive scaffold 
provides a mechanism to generate highly decorated peptides 
without the use of solid-phase synthesis. Furthermore, this 
synthetic scheme is amenable to high-throughput screening 
techniques and opens the door to the selection of bioactive 
peptide compounds. EJ

governed by the serine–threonine 
kinase mammalian target of rapamycin 
(mTOR).

In the presence of mitogens and 
nutrients, mTOR stimulates cell growth, 

and aberrant over-activity 
of this protein has been 
associated with cancer, 
diabetes, and obesity. 
The authors observed 
that fasted rats exhibited 
decreased levels of phos-
phorylated S6 kinase, a 

target of mTOR. They then showed that 
treatment of fasted rats with L-leucine 
decreased the amount of food these 
rats ate and contributed to weight 
reduction. Furthermore, co-treatment of 
rats with L-leucine and the mTOR inhibi-
tor rapamycin eliminated the L-leucine-

induced anorexia; this suggests that 
mTOR responds directly to amino 
acid levels.

The researchers further showed 
mTOR to be a nutrient sensor by 
examining the effect of the cyto-
kine leptin on the hypothalamus. 
Treatment with leptin increased 
the levels of phosphorylated S6 
kinase and induced anorexia; this 
suggests that mTOR is involved in 
this process. mTOR’s participation 
was confirmed by co-administra-
tion of leptin and rapamycin, which 
reversed the anorexia. 

Further studies of this and 
other fuel-sensing pathways may 
provide insight into the relation-
ships between obesity and type 2 
diabetes. ST
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Metabolizing Metabolites
Thiamin pyrophosphate is an essential coenzyme 

involved in the metabolism of carbohydrates and 
amino acids. The chemical structure of thiamin 

consists of a thiazole portion and a pyrimi-
dine portion. Although it is known that 

thiamin biosynthesis in bacteria 
employs five different enzymes, 

only thiazole synthase (Thi4) 
has been found in eukary-
otes thus far. Chatterjee 

et al. (JACS 2006, 128, 
7158–7159) identify and char-

acterize a metabolite of Thi4 from 
Saccharomyces cerevisiae, providing 

clues to the biosynthetic pathway of this 
important molecule in eukaryotes.

The role of Thi4 in thiamin biosynthesis is not 
known, but it was observed that denaturation of Thi4 

resulted in the release of four major enzyme metabo-

Yes to NO Detection
Nitric oxide (NO) is an important signal-
ing molecule involved in many biological 
processes, including immune response, 
neurotransmission, and blood-pressure 
regulation. NO is one of the few known 
gaseous signaling molecules, and its 
direct detection in vivo has been notori-
ously difficult because of its rapid dif-
fusion and reactivity in the cell. Current 
NO detection methods are available, but 
they suffer from indirect measurement 
of NO or low spatial resolution, or they 
require complex instrumentation. Now, 
Lim et al. (Nat. Chem. Biol., published 
online May 28, 2006, doi: 10.1038/
nchembio794) describe the synthesis, 
characterization, and biological applica-
tion of a fluorescent probe that enables 
rapid, direct, and specific detection of 
NO in live cells.

lites. One of the metabolites was stable enough to be char-
acterized, and several analytical tools were used to piece 
together its structure. Sequence analysis of the enzyme 
and UV absorption properties of the metabolite suggested 
that the compound was adenylated. HPLC, NMR, and MS 
experiments enabled the researchers to propose a struc-
ture that contained an adenosyl and a thiazole moiety. 
To confirm the presence of the thiazole, the authors 
subjected the metabolite to a series of reactions that 
yielded an intensely fluorescent thiochrome phosphate, 
a compound that would be generated only if a thiazole 
was originally present. The elucidation of the metabolite’s 
structure allowed the authors to propose a mechanism for 
its biosynthesis wherein it is derived from NAD, and chem-
istry similar to that involved in ADP ribosylation contributes 
to the creation of the thiazole functionality. These results 
demonstrate the feasibility of examining enzyme-bound 
metabolites to help decipher the function of enzymes with 
unknown activity. EG

The NO probe was 
designed so that exposure 
of a relatively nonfluo-
rescent, cell-permeable 
reagent to NO results in the 
generation of a fluorescent 
compound that could be 
visualized in real time by 
fluorescence microscopy. 
To this end, a fluorescein 
derivative was reacted 
with CuCl2 to generate a Cu(II) 
fluorescein (CuFL) species with reduced 
fluorescence properties. Reaction of CuFL 
with NO results in a nitrosated fluores-
cein (FL-NO) derivative. Characterization 
by EPR, UV–vis, NMR, fluorescence spec-
troscopy, and LC/MS revealed that expo-
sure of NO to CuFL induces the reduction 
of Cu(II) to Cu(I) and the concomitant 

formation of NO+, which rapidly reacts 
to form FL-NO. Dissociation of FL-NO 
from the Cu(I) species results in the 
fluorescence increase.

The utility of CuFL to detect NO 
was tested in two cell lines. In human 
neuroblastoma cells, estrogen activates 
constitutive nitric oxide synthases 
(NOSs) to produce NO. Simultaneous 
addition of estrogen and CuFL to these 
cells resulted in an NO-dependent 
fluorescence response. Similarly, induc-
ible NOSs are activated in macrophages 
treated with lipopolysaccharide and 
interferon-γ, and addition of CuFL to 
these cells also resulted in an NO-
dependent increase in fluorescence. 
These results demonstrate the power of 
CuFL as a direct NO-detection reagent 
for a variety of applications. EG
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Teaching Old Drugs New Tricks
Bringing a new drug to market takes nearly 

15 years and almost $1 billion. Efforts to 

speed up the process and decrease the costs 

have led researchers to search for new appli-

cations for known drugs. Now, Chong et al. ( J. Med. Chem. 

2006, 49, 2677–2680) report the screening of a library 

of 2450 known drugs for new angiogenesis inhibitors, 

identify the immunosuppressant mycophenolic acid (MPA) 

as an inhibitor of endothelial-cell growth, and determine 

its mechanism of action and efficacy as an antiangiogenic 

agent. 

MPA is commonly used to prevent organ-transplant 

rejection, and its activity as an inhibitor of inosine 

monophosphate dehydrogenase (IMPDH), an enzyme 

involved in de novo guanine biosynthesis, is well-estab-

lished. However, the mechanism of action and molecular 

target of MPA as an angiogenesis inhibitor needed to be 

determined. Examination of the effects of MPA on cell 

proliferation and cell-cycle progression in human umbili-

cal vein endothelial cells (HUVECs) indicated that, as in 

T and B cells, MPA inhibits HUVEC growth in a guano-

sine-dependent manner and causes cell-cycle arrest in 

G1. Moreover, examination of the effects of selectively 

knocking down both isoforms 

of IMPDH (1 and 2) in HUVEC by 

RNA interference revealed that 

loss of IMPDH-1 function is suffi-

cient to cause cell-cycle arrest in 

G1. In contrast, knocking down 

IMPDH-1 has no effect on T-cell 

proliferation. Further, an in vivo 

angiogenesis assay demonstrated that mice treated with 

MPA had significantly less new blood vessel formation 

than control mice. Finally, a murine renal cell carcinoma 

model was used to determine that MPA prevents tumor-

induced angiogenesis. Taken together, the data validate 

IMPDH-1 as the MPA target in endothelial cells, and given 

that IMPDH-2 appears to be the more essential protein 

for T-cell proliferation and development, the drug-target 

potential of IMPDH-1 is substantiated. These results high-

light the power of this drug-discovery strategy and point 

to specific inhibitors of IMPDH-1 as possible antiangio-

genic drugs. The library of existing drugs reported in this 

paper will be made available to the scientific community 

for screening on other drug targets through collaborative 

agreements or other mutually agreeable arrangements. EG
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The Great Multidrug-Resistance Paradox
Vivien Y. Chen and Gus R. Rosania*
Department of Pharmaceutical Sciences, University of Michigan College of Pharmacy, 428 Church Street, Ann Arbor,
Michigan 48109

H eat-shock proteins (Hsp) are a
family of proteins that facilitate
cells’ survival when they encounter

stressful conditions, ranging from heat to
toxic chemicals. One of these proteins,
Hsp90, is a molecular chaperone that facili-
tates the folding of aggregated or otherwise
misfolded proteins in the cytosol. Geldana-
mycin (GM; Figure 1) is a small-molecule
natural product that binds to and inhibits
Hsp90 in mammalian cells. GM is selectively
toxic to certain cancer cells. This suggests
that Hsp could serve as a molecular tar-
get for candidate anticancer drugs. To eluci-
date the molecular mechanisms rendering
certain cancer cells more (or less) sensitive
to Hsp90 inhibition, medicinal chemists are
synthesizing and studying even more selec-
tive GM derivatives. These compounds are
interesting because they could be good
chemotherapeutic agents. They are also
noteworthy because their chemical structure
and mechanism of action may be keys to
understanding the reason some cell lines
respond differently to some small molecules
than to others.

The article by Duvvuri et al. (1) on page
309 of this issue of ACS Chemical Biology
highlights a relationship between the sub-
cellular transport properties of a family of
GM derivatives and their cell-growth in-
hibitory activity against multidrug-resistant
(MDR) cancer cells. These particular MDR
cells lack significant expression of drug
efflux pumps. They possess highly acidic
lysosomes but were derived from a cell line
with neutral lysosomes. GM derivatives with
weakly basic functional groups are proto-

nated and ionized at low pH. The neutral
form of the molecule is membrane-
permeant, but the charged ionic state of the
molecule is membrane-impermeant and
thus becomes trapped in acidic organelles,
such as lysosomes (Figure 2). By identifying
MDR clones with acidic lysosomes derived
from a drug-sensitive parent cell line with
neutral lysosomes, Duvvuri et al. (1) were
able to address how pH-dependent ion trap-
ping affects differential sensitivity to GM by
relating physicochemical properties of
various GM derivatives to their lysosomal
sequestration and to their growth-inhibitory
activity.

A cancer cell can become resistant to
anticancer drugs in many ways, and one
is to overexpress drug transporters at the
plasma membrane to remove drugs from
the cell (2). But, do transporters confer drug
resistance by preventing drug molecules
from accumulating inside the cell? As
observed by Duvvuri et al. (1), comparing
the total intracellular drug mass in MDR cells
often reveals a decrease in intracellular drug
content that is not sufficient to explain
the resistant phenotype. In other studies
looking at the cellular pharmacokinetics
of drug-resistant cancer cells, intracellular
drug concentrations have been measured
and found to be much greater than extracel-
lular concentrations (3, 4). This is the great
multidrug-resistance paradox. So, if the
amount of drug present in the cell cannot
account for how drug efflux pumps affect
drug resistance, then what does? As shown
by Duvvuri et al. (1), drug-resistant cells that
sequester drug in intracellular compartments

*To whom correspondence
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E-mail: grosania@umich.edu.
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ABSTRACT Much of the attention devoted to
the elucidation of multidrug-resistance mecha-
nisms in tumor cells has focused on transmem-
brane drug transporters and their ability to pump
drug molecules from the cytosol to the extracel-
lular medium. However, intracellular drug concen-
trations often remain high in drug-resistant cells
and therefore do not explain how drug pumping at
the plasma membrane confers multidrug resis-
tance. Recent work indicates how drug sequestra-
tion in cytoplasmic organelles can account for
these paradoxical results and how cellular phar-
macokinetics may be exploited to target the
activity of small molecules to specific cell types.
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are killed by the drug if the sequestration
mechanism is perturbed by making lyso-
somes more alkaline. Intracellular drug
sequestration is therefore a plausible expla-
nation for the great multidrug-resistance
paradox and could account for the selective
cytotoxic activity of certain GM derivatives
against specific cancer cell lines (Figure 2).

Beyond the observed structure–localiza-
tion–activity relationship, the pH-dependent
partitioning mechanism may be used
prospectively to optimize the selectivity of
anticancer agents against cancer cells. In
the case of GM, the experimental results
argue that localization of small molecules
can be targeted to the intracellular site
of action (the cytosol) by optimizing the
pH-dependent octanol/water partition prop-
erty of the molecules (1). Lipophilicity differ-
ences between different ionic states of a
drug are good surrogates for the relative
rates of transport of those ionic states
across cell membranes, with hydrophilic
ions being less membrane-permeant than
more hydrophobic ions. For GM, a strong
case can be made for why neutral molecules
are preferable to weakly basic molecules
when the goal is to avoid drug sequestration
in lysosomes (1). This is also a good case for
why molecules with a high octanol/water
partition coefficient in their charged state
may be less prone to sequestration and
resistance than molecules that are more
lipophilic when protonated and charged in
an acidic microenvironment.

For understanding subcellular transport
as a mechanism conferring differential
sensitivity to anticancer agents, the role
of transmembrane diffusive pathways in
relation to active transport mechanisms
governing microscopic drug distribution
across membranes should be considered.
Many studies have focused exclusively on
the interaction between molecules and drug
efflux pumps to look at how chemical struc-
ture links to drug resistance (5). However, in
the case of hydrophobic molecules, drug–
transporter interactions are less relevant,
because hydrophobic molecules can short-
circuit active transport mechanisms by
diffusing directly across phospholipid
bilayers. Nevertheless, when multidrug
resistance cannot be explained by differ-
ences in the intracellular concentration of
drug, then differences in the molecular inter-
action between the small molecule and its
target, or differences in the biochemical
pathways leading to cell death, are invoked.

However, when the focus is on the role of
intracellular diffusive transport mecha-
nisms in the differential activity of small
molecules, attention shifts from how
specific functional groups on a molecule
affect interaction with specific proteins to
the effect of local pH gradients on drug
biodistribution. In tumor cells, pH gradients
may be present between lysosomes and the
cytosol, as well as between the cytosol and
the extracellular tumor microenvironment
(6, 7). At the lysosomal membrane, ATP-
coupled proton transporters maintain the
acidity of the lysosomal lumen. Tumors are
often anaerobic, so glycolysis contributes
directly to the acidification of the extracel-
lular microenviroment (8). If pH is a major
determinant of intracellular, microscopic
drug distribution between lysosomes and
cytosol, then pH could also affect the parti-
tioning of drugs between cytosol and the
extracellular microenvironment. For weakly
basic, hydrophobic molecules, an acidic
extracellular medium would also facilitate
drug efflux from tumor cells. Hence, a

molecule’s site of action can be as much of
a determinant of drug activity as its mecha-
nism of action.

As for the broader relevance of ion trap-
ping and other passive transport mecha-

O

H
3
CO

O

NH

O

O

OCONH
2

HH
3
C

H
3
CO

H
3
C

CH
3

H
3
CO

CH
3

Figure 1. Structure of geldanamycin (GM). GM
inhibits mammalian Hsp90 and is selectively
toxic to certain cancer cells.

Figure 2. Mechanism and illustration of drug
sequestration in the cytosol. a) The ion-
trapping mechanism. A molecule contains
a functional group that becomes ionized
and charged at low pH. The neutral form of
the molecule (M) is membrane-permeant,
whereas the protonated charged form (MH�)
is impermeant. At cytosolic pH, the molecule
exists mostly in the M form, which is driven
into the lysosomes by its concentration
gradient across the lysosomal membrane.
In the low-pH environment of the lysosome,
the equilibrium distribution of the molecule
is shifted to the MH� form, which is unable
to diffuse down its concentration gradient
to the outside of the lysosome because
it is membrane-impermeant. Thus, the
trapped ion ends up accumulating at high
concentrations in the lysosomes. b) The
sequestration of doxorubicin in cytosolic
compartments in K562 human erythroleukemic
cells was directly imaged using confocal
microscopy. Cells are pulsed with doxorubicin
(whose intrinsic fluorescence allows direct
observation) and then incubated in drug-
free media to allow for efflux. Sequestration
in cytoplasmic vesicles can be seen by
comparing the images taken after 0 and 8 h
following the doxorubicin pulse. Asterisks
indicate cell nuclei. Cytoplasmic vesicles
where doxorubicin is sequestered can be
seen as bright dots in the nuclear periphery.
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nisms, physicochemical properties influ-
encing subcellular drug transport are
attracting attention as a way to rationally
optimize the activity and specificity of
small, bioactive molecules in living cells.
In the context of subcellular transport
theory, cellular pharmacokineticists are
developing computational models for
calculating the intracellular distribution
properties of small molecules as a
function of chemical structure and physico-
chemical features (9–11). To the extent
that many bioactive small molecules are
hydrophobic and therefore distribute intra-
cellularly through passive diffusion, the
ion-trapping mechanism should be an
important determinant of small-molecule
activity and specificity for not only GM
derivatives but also a wide variety of anti-
cancer agents.

To conclude, the great multidrug-
resistance paradox offers a potentially
useful mechanism for targeting small
molecules to specific subcellular locations.
In the past few years, statistical methods for
determining the significance of quantitative
structure localization relationships between
small molecules and subcellular distribu-
tion have been developed (12–14). In addi-
tion, it is now possible to measure intracel-
lular drug concentrations in different subcel-
lular compartments after organellar isolation
and biochemical analysis (15, 16). With
fluorescent molecules, high-throughput,
microscopy-based screening instruments
allow direct visualization of the relationship
between chemical structure and subcellular
distribution, both in fixed-endpoint and
kinetic experiments, across large collections
of compounds. As a result, a truly original
and unique conceptual and experimental
framework is emerging from these studies,
with the site of action being increasingly
recognized as a determinant of the activity
and specificity of small molecules in living
cells.
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Chemical Modifications Rescue Off-Target Effects of
RNAi
Ola Snøve, Jr., and John J. Rossi*
Division of Molecular Biology, Graduate School of Biological Sciences, Beckman Research Institute of the City of Hope, 1450 East Duarte
Road, Duarte, California 91010

ABSTRACT RNAi’s specificity has been ques-
tioned for some time. Three recent papers show
that off-target effects should be considered
normal, but one paper also provides insight on
how chemical modifications of siRNAs may over-
come the problem.

R NA interference (RNAi) has quickly
been accepted as the standard tool
for sequence-specific gene silencing

in molecular biology. Its perceived advan-
tages over other antisense-based tech-
niques were thought to be an exquisite effi-
cacy and specificity. And while RNAi’s effi-
cacy remains impressive, its specificity does
not hold up to initial expectations. Three
years ago, Jackson et al. (1) provided the
first evidence that small interfering RNAs
(siRNAs) were capable of significant “off-
targeting”, which could result in sequence-
specific and extensive silencing of nontar-
geted transcripts. The same group, along
with investigators from Dharmacon
Research (Lafayette, CO), has recently
published three papers that confirm that
RNAi is prone to cause off-target effects. One
of the papers also provides encouragement
that these problems can be solved, as
chemical modifications to the siRNAs that
mediate silencing significantly reduce unin-
tended regulation (2–4).

Early on, siRNAs seemed highly specific,
as a single mutation in the target site could
be demonstrated to completely abolish
silencing (5). Perhaps an early warning sign
was a report showing that mutations in the
target region, which corresponded to the
central region of several siRNAs, did not
always abrogate knockdown (6). Other
reports revealed some tolerance to wobble
base pairing (7, 8). Part of the reason a
louder alarm did not go off may have been
that the first microarray experiments

demonstrated excellent specificity for
siRNAs (9, 10). Scientists were therefore
caught off guard when Jackson et al. (1)
reported severe off-target effects for genes
with only a stretch of 11 nucleotides of
sequence similarity between the target and
the guide strand of the siRNA. These effects
were clearly not related to the nonspecific
interferon effect, as was observed for both
siRNAs (11) and short hairpin RNAs (12), but
dependent on the sequence of the siRNA.

As is often the case when a promising
new technology receives its first major
setback, scientists reacted with dismay. This
was partly due to uncertainty about the
interpretation of results that were obtained
in siRNA experiments, but enthusiasm for
therapeutic applications was also damp-
ened. Lack of knowledge about the
off-target mechanism precluded methods
that solve the problem. The recent papers in
RNA contribute to our understanding of the
mechanisms involved.

Jackson et al. (1) tested 24 siRNAs
against two genes in their initial study. Their
recent paper supports the previous results
with a dataset comprising six genes (4).
Importantly, many of the genes that were
down-regulated according to the microar-
rays had sequence complementarity to the
siRNAs in the 3= UTRs of the transcripts.
Moreover, the most enriched hexamers in
the 3= UTRs were complementary to nucleo-
tides 2–7, the seed region shown to be
important for microRNA (miRNA) targeting
(13, 14). Jackson et al. (1) note that
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hexamers in positions 1–6 and 3–8 were
also highly enriched; this means that
complementarity to the first 8 nucleotides of
the 5=-end of siRNAs is most important for
off-targeting. These results confirm previous
reports in the literature (15–18). The authors
compared messenger RNA (mRNA) levels at
24 h with protein levels at 48 h post-
transfection and showed that protein levels
drop as expected; hence, the results are not
artifacts of the microarrays.

Knockdowns at the protein level were
similar to what would be expected from the
reduction in mRNA levels. Recent evidence
shows that multiple mechanisms are at play
when miRNAs silence genes (reviewed in ref
19); a combination of endonucleolytic
cleavage, mRNA decay, and translational
suppression is therefore entirely possible.
Because miRNA–target interactions take
place in RNA processing bodies, called
P-bodies (20), where the targeted mRNAs

can be degraded by cellular mRNA decay
mechanisms, the reductions in mRNA levels
are not unexpected.

A valid question is whether moderate
knockdown by off-targeting is enough to
induce phenotypes. Fedorov et al. (2) used a
cell viability assay, which showed that
~30% of the tested siRNAs could induce
toxicity by regulating genes other than the
intended target in a sequence-specific
manner. In an effort to show that the toxic
phenotype was a direct result of RNAi, the
authors knocked down the human Argo-
naute 2 (Ago2) protein, which is a compo-
nent of the RNA-induced silencing complex
(RISC) and the effector of siRNA-directed
cleavage, and observed reduced cell-death
ratios. Interestingly, knockdown of human
Ago1 (another component of RISC), which
does not have cleavage capability, gave
similar results. Meister et al. (21) showed
that Ago2 is the cleaving component of

RNAi; however, the cleavage mechanism is
not necessarily the dominating one here, as
many of the silenced transcripts have only
limited complementarity to the siRNAs, a
hallmark of miRNAs that mediate transla-
tional inhibition. Bagga et al. (22) have
shown that miRNAs can target mRNAs for
degradation, but by a mechanism indepen-
dent of Ago2-mediated cleavage, presum-
ably by sequestering the mRNAs in
P-bodies. It is important to note that
lowering the concentration of siRNAs �1 nM
removed the toxic phenotype; this result
emphasizes the importance of using highly
potent siRNAs at the lowest possible
concentration to avoid unwanted toxicities.

SiRNAs are clearly not as specific as many
had hoped a few years ago. In retrospect, it
may have been naïve to expect that a
biological pathway would require full-
sequence complementarity, as even the
most critical mechanisms are usually
tolerant to some aberrations. Chemistry has
provided a solution to circumvent
off-targeting. A collaborative study between
Dharmacon Research (Lafayette, CO) and
Rosetta Inpharmatics (Seattle, WA) demon-
strated that methyl-groups added to the 2=
position of the ribosyl ring of the second
base of the siRNA significantly reduced
off-targeting (3). Importantly, this common
RNA oligonucleotide modification does not
affect the degree of silencing of the intended
target, as could also be expected from
previous reports (23). Others have shown
that perfect complementarity between the
target and nucleotides 2–7/8 of the miRNA
is sufficient to effect down-regulation in
itself, although additional binding of
sequences in the miRNA 3=-end can
increase the probability of silencing even
when there is not full complementarity to
the miRNA 5=-end (24). Interestingly, the
2=-O-methyl modification was much more
effective at reducing the levels of
off-targeting when it was added to position
2 than when it was added to position 1 of
the siRNA.

5'
GpppG

AUG

UAA
AAAAAA
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Figure 1. SiRNA duplex is bound by RISC, one of the two strands is eliminated, and the
remaining strand serves as guide for pairing to a complementary target. The 3� UTR of protein-
coding genes (blue) can be targeted for down-regulation by the RNA-induced silencing complex
(RISC; yellow) with only the seed sequence (bases 2–8) sharing complementarity with the
target. When the siRNAs is completely paired with the target mRNA, all regions (5� UTRs, red;
coding; and 3� UTRs) can be targeted, and the effector protein in RISC, Ago 2, can cleave the
target. In the example shown, the likely outcome would be translational inhibition as opposed
to site-specific cleavage.

5'
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3'

3'

2'-O-methyl modification to this

position significantly reduces 

off-target silencing.

2'-O-methyl modification to this

position does not significantly

reduce off-target silencing.
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Figure 2. This is schematic shows how 7 nucleotides of complementarity (bases 2–8) at the 5�-
end of an siRNA may be enough to target a sequence in the 3� UTR of an mRNA. A 2�-O-methyl
added to position 2 of the siRNA significantly reduces off-target effects.
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These three papers in RNA are the most
recent addition to the body of evidence
showing that the use of siRNAs is not fool-
proof. siRNAs may induce sequence-specific
off-target effects as described, but if they
contain certain sequence motifs and struc-
tural features, nonspecific activation of the
innate immune system, including induction
of interferon pathway proteins, may be the
result (25, 26). Judicious chemical modifica-
tions of the RNA backbone provide prom-
ising remedies for both of these problems
and offer a research opportunity for chem-
ists, as even better modifications are likely
to exist. It should be noted that Dharmacon
Research and Rosetta Inpharmatics have
opted for the usual selection of various
immortalized cancer cell lines. Fedorov et al.
(2) remark that there were differences in
sensitivity to siRNA off-targeting between
the cervical, prostate, and breast cancer cell
lines that they used; normal diploid cells
with all native responses intact may show
even more pronounced off-targeting and
innate immune responses.

Since the relatively short seed region is
definitely the most important determinant
for off-target regulation, siRNAs with
different seeds are unlikely to produce a
similar expression signature. Consequently,
researchers who observe the same pheno-
typic response from two or more siRNAs
targeting the same message can still be rela-
tively confident that the phenotype is not a
consequence of off-target silencing. These
studies clearly enforce a much debated
issue about what types of controls should
be used in siRNA experiments to prove that
an observed phenotype is specific to the
knockdown of the intended target.
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Drug Discovery: Here Comes the Worm
Laurent Ségalat*
CNRS-UMR 5534, University of Lyon, Lyon, France

I n a landmark paper, Roy and colleagues
(1) have used the nematode Caeno-
rhabditis elegans to identify new

compounds of therapeutic interest by
screening a large library of small-molecule
chemical candidates. They called the
compounds nemadipines. Nemadipines
show a structural homology with the well-
known antihypertension drugs called dihy-
dropyridines. By taking advantage of the
powerful C. elegans genetic tools, they
have established that nemadipines block
the activity of C. elegans L-type calcium
channels. More interestingly, nemadipines
also antagonize vertebrate L-type calcium
channels. This study is a proof of concept
for the use of this invertebrate system in
molecule screens and subsequent target
identification.

The tiny, free-living C. elegans has been a
model organism in biology for 40 years and
can now be found in �1000 laboratories
worldwide. C. elegans is harmless, �1 mm
long, composed of �1000 cells, and has a
life cycle of only �3 d. It can be grown in
liquid media as well as on agar plates.
Although quite a primitive organism, this
animal is endowed with many of the basic
organs, muscles, and systems common to
most members of the animal kingdom
(neurons, muscles, intestine, epidermis,
and a detoxification and excretory system).
During the first few decades of its laboratory
career, C. elegans was considered primarily
as a model organism for tackling develop-
mental biology issues, to the delight of
developmental biologists who appreciated
its many unique qualities. In recent years,
C. elegans has been used for two additional

purposes. First, it has become widely used
as a model for human diseases, because it
provides a cheap and fast alternative to
traditional mouse and rat models. Second, it
is used in drug screens to identify new
compounds of potential medical interest.

Although 5 years ago the idea that this
tiny animal could provide a useful means of
drug identification was almost heretical, it
has recently gained momentum. Drug
screens on C. elegans can be performed in
two ways. First, drugs can be searched that
will correct a phenotype that has been
induced in C. elegans as a result of a muta-
tion or by transgenesis (2, 3). In such cases,
C. elegans is an alternative to in vitro and
cell-based screening methods preceding
preclinical trials. Because such methods do
not exist for numerous genetic diseases,
C. elegans is of particular interest. In a
slightly different perspective, drug screens
can also be performed on healthy C. elegans
nematodes to assay the effects of molecules
under development and/or to identify
targets for such molecules. The study by
Roy and colleagues falls into the latter
category (1).

A long-standing bottleneck in drug devel-
opment has been the identification of bioac-
tive molecules and their targets. C. elegans
can be added to the existing arsenal, but
like any system of this kind, it has pros and
cons (4). Supporters appreciate that C.
elegans is compatible with high-throughput
requirements because it can be grown in
multiwell plates. Proponents also welcome
the fact that, although C. elegans is quite a
simple animal, it has a level of complexity
and regulatory processes higher than that of
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ABSTRACT Identification of bioactive mol-
ecules and their targets impedes the process of
drug development. In a recent paper, a genetically
tractable organism, the Caenorhabditis elegans
worm, is shown to be a viable screening system in
which the drug target and the pathway it activates
can be readily identified.
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cells in culture. Therefore, it may allow the
exploration of pharmacological domains
that could not be investigated with in vitro
assays. This is particularly true for drugs
acting on neurons and muscles: bacteria
and yeast, widely used for drug identifica-
tion, do not have any neurons and muscles
and cultured neurons and myotubes have a
physiology far different from that of their
natural counterparts.

C. elegans also has some cons. First, it
is surrounded by a thick cuticle that acts
as a barrier to many molecules. In a com-
pound screen, a significant fraction of
the molecules tested will show no effects,
because they will just not make it into
the animals. Second, another fraction of
possible hits may be missed: although they
make it into the animal, these compounds
will not recognize the nematode ortholo-
gous target. Protein divergence between
nematodes and vertebrates is high. Third,
measuring the drug concentration inside
the animals is quite challenging: tests are
mostly qualitative. Last, but not least, as far
as high-throughput screens are concerned,
there are not that many phenotypes to look
at in worms.

Despite these limitations, among the
14,000 small membrane-permeable
molecules screened by Kwok et al. (1),
308 (2%) induced a clearly visible pheno-
type on C. elegans (lethality, slow growth,
paralysis, and abnormal morphology).
Although comparing the hit rates obtained
with very different systems is difficult, 2%
seems reasonable for a wide-spectrum
screen of structurally diverse molecules. Not
surprisingly, structurally similar molecules
were found to have similar effects on the
worms.

Next comes the question of target identi-
fication. Remember that C. elegans has
been the workhorse of hard-core geneticists
who have developed elaborate genetic
tools. Once a drug produces a specific
phenotype in C. elegans, such as slow
growth and morphological defects in the
case of nemadipine, genetics can be used to
identify the drug target as well as the
pathway it activates. This strategy is similar
to the one used to identify the bacterial
targets of antibiotics. After a random
mutagenesis on thousands of animals, in
which virtually all the genes are mutated at
least once, one looks for mutant animals

that have become insensitive (resistant) to
the drug (Figure 1). In most cases, the muta-
tions will affect either the drug receptor
or downstream elements mediating its
action. In the case of Nemadipine-A, after
a preliminary mapping of 5 independent
mutations on the C. elegans genetic map,
Kwok et al. (1) found that 5/5 mutants
were located near the gene egl-19, which
encoded an L-type calcium channel and was
one of the candidate targets. This finding
was confirmed when the mutants were
shown to carry alterations in the egl-19 DNA
sequence.

In conclusion, the worm system is a new
addition in the toolbox of therapeutic-drug
identification. This system has its limitations
and will obviously miss potentially inter-
esting drugs. However, we should regard the
glass as half-full rather than half-empty.
Despite its drawbacks, C. elegans will catch
a few drugs that would not have been iden-
tified otherwise. This is a good enough
reason to justify its use.
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Figure 1. Drug and target identification using the nematode C. elegans is performed in two
steps. a) Bioactive drugs are identified because they induce visible phenotypes (lethality, slow
growth, or morphological defects) on wild-type C. elegans. b) Target identification is obtained by
isolating mutants resistant to the drug and identifying the genes mutated.
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Tumor Selectivity of Hsp90 Inhibitors:
The Explanation Remains Elusive
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T he molecular chaperone heat-shock
protein 90 (Hsp90) plays an impor-
tant role in maintaining the functional

stability and viability of cells under a trans-
forming pressure. It allows cancer cells to
tolerate the deregulation of components of
the signaling pathway that occur during
cellular transformation. Hsp90 protects the
cell by interacting with and stabilizing sev-
eral client substrates, including kinases,
hormone receptors, and transcription
factors, which are directly involved in driv-
ing multistep malignancy, and also with
mutated oncogenic proteins that drive the
transformed phenotype (see reviews 1–5).
Association of Hsp90 with these client pro-
teins maintains their ability to function in
the deregulated state and appears to be
essential for their transforming, aberrant
activity. Enhanced Hsp90 affinity for mu-
tated or functionally deregulated client
proteins has been observed, and several
examples of this behavior have been docu-
mented. Historically, v-src was the first
oncogene shown to display unusually stable
interaction with the chaperone (6, 7). In fact,
the first Hsp90 inhibitors, geldanamycin
(GM) and radicicol (RD), were identified in a
screen for compounds that could reverse
the phenotype of cells transformed by v-src
(8). In contrast, the non-oncogenic c-src
requires only limited assistance from the
Hsp90 machinery for its maturation and
cellular function. Examples may be ex-
tended to other transformed phenotypes,
and in this regard, almost every protein

involved in cell-specific oncogenic proc-
esses has been shown to be regulated by
Hsp90 (2, 5). In addition to its role as a
chaperone of oncoproteins, Hsp90 is
involved in protein folding processes that
occur in normal cells. Cells are faced with
the task of folding thousands of different
polypeptides into a wide range of conforma-
tions, a process requiring the concerted
action of multiple molecular chaperones.
From yeast to mammals, Hsp90 functions
together with Hsp70 in the folding of a
diverse set of proteins, including transcrip-
tion factors, regulatory kinases, and num-
erous other proteins that appear to lack
common structural or functional features
(9). Even under nonstressed conditions,
Hsp90 accounts for as much as 1–2% of
total cellular protein. Conceiving that Hsp90
is a viable target in cancer therapy is hard
because constitutive Hsp90 genetic knock-
out in eukaryotes is lethal (3, 5). That it is
such a target has become apparent only
after the discovery of pharmacological
agents that selectively inhibit its function
(10). These agents have been useful in
probing the biological functions of Hsp90 at
the molecular level and in validating it as a
novel target for anticancer drugs.

The N-terminal region ATP pocket binders
are the first identified inhibitors of Hsp90
activity (Figure 1) . Some of these are natural
products, such as ansamycins (GM, 17-
allylamino-17-demethoxygeldanamycin
[17-AAG] and 17-dimethylaminoethyl-
amino-17-demethoxy-geldanamycin
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ABSTRACT Two recent papers attempt to solve
both the tumor selectivity and the in vivo tumor
accumulation profiles seen with some Hsp90
inhibitors. They spotlight the higher affinity of
ansamycins’ hydroquinone over the quinone form
for Hsp90 and further discuss its possible contri-
bution to ansamycins’ tumor selectivity.
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[17-DMAG] (11–13)) and RDs (RD, RD
oxime-derivatives, (14); cycloproparadicicol,
(15); and pochonin D, (16)). Others are
synthetic small molecules discovered either
by design or by high-throughput screening.
These can be subclassified into purine-
scaffold derivatives (PU-class), discovered
by our laboratory (17, 18), and their further
re-scaffolding products, such as triazolopyri-
midines, pyrazolopyrimidines, and pyrrol-
opyrimidines (19), and other scaffolds, such
as pyrazole derivatives (20). Compounds
that interfere with chaperone cycling by
binding to important domains in the C-ter-
minus have also been identified (21, 22).
Recently, a peptidomimetic modeled on the
binding interface between the molecular
chaperone Hsp90 and the antiapoptotic and
mitotic regulator survivin was reported (23).
This peptidomimetic, termed shepherdin,
mimics the survivin sequence I74–L87, the
minimal peptide span that retains Hsp90
inhibitory activity. Shepherdin was shown
to make extensive contacts with the ATP
pocket of Hsp90, resulting in destabilization
of chaperone client proteins.

Probing Hsp90 function with these
agents in cellular and animal models of
cancer has led to some surprising yet
rewarding findings. First, several of these
inhibitor classes have shown selective
binding to Hsp90 in tumor cells (23–28).
Second, cancer cells have proven to be
significantly more sensitive to Hsp90 inhibi-
tion than are nontransformed cells (23–30).

Third, Hsp90 inhibitors at nontoxic doses
have demonstrated anticancer activity in
multiple animal models (23, 27, 28, 31, 32).
Moreover, drug accumulation in tumors,
coupled with rapid clearance from blood
and normal tissue, has been observed for
some Hsp90 inhibitor classes in these
animal models (26, 27, 33–35).

Although no comprehensive explanation
has yet been presented for the remarkable
selectivity of Hsp90 inhibitors toward cancer
cells, many hypotheses have emerged. Both
in vitro and in vivo approaches have been
used to implicate co-chaperones, tumor-
specific drug modification, oncogene addic-
tion, tumor-specific post-translational modi-
fication (PTM), and so forth, as the basis of
this selectivity.

In Vitro Explanations Using Biochemical
Approaches. Several groups have analyzed
the Hsp90 inhibitor tumor selectivity at a
biochemical level. First, Kamal et al. (24)
have measured a 100-fold difference for
17-AAG (Figure 1) in affinity between trans-
formed and normal-cell Hsp90. Further,
studies with the PU-scaffold Hsp90 inhibi-
tors (Figure 1) have reported similar selec-
tivity with several members of this class of
molecules (25–28). Recently, Altieri et al.
(23) have demonstrated that immobilized
shepherdin pulled down Hsp90 only from
transformed cells, not from normal ones.

Several attempts to shed light on the
higher affinity of these agents for tumor
Hsp90 have focused on ansamycins.

Initially, the affinity of these drugs for the
chaperone in solution was determined by
several biochemical methods to be �1 �M.
This is contrary to their cellular potency seen
at low-nanomolar concentrations. Multiple
explanations of this apparent discrepancy
have been proposed. In a recent paper,
Maroney et al. (36) suggested that the
dihydroquinone form of 17-AAG, 17-AAGH2
(Figure 1), which may form in cells, has a
better affinity for Hsp90 than does the
quinone 17-AAG. First, an assay that moni-
tors protein unfolding as a function of
temperature by using the environmentally
sensitive dye bis-1-anilino-8-naphthalene
sulfonate was employed to test Hsp90
thermal stability in the presence and
absence of GM, 17-AAG, RD, and nucleo-
tides, with or without added reducing
agents. For both GM and 17-AAG, a 40-fold
increase in protein stabilization was seen in
the presence of reducing agents such as DTT
and tris-(2-carboxyethyl)phosphine hydro-
chloride (TCEP). Further, a filter binding
assay that measures drug binding, under
equilibrium conditions (48 h), of [3H]-17-
AAG to a truncated Hsp90 � containing the
N-terminal region determined Kd of 1.1 �M
and 2.4 nM in the absence or presence of
TCEP, respectively. The same assay was
used to determine an extended koff for
17-AAGH2 (Figure 1) as compared to
17-AAG (��4.5 h vs several minutes). In a
different approach, using a fluorescence
polarization assay, Llauger et al. (37)
reported that two fluorescently labeled GMs,
GM-BODIPY and GM-FITC, bound tightly to
Hsp90 � with Kd of 33.8 � 1.2 and 23.3 �

0.9 nM, respectively. These same authors
further demonstrated that binding was
affected by DTT, a higher affinity with Kd of
6.6 � 1.3 nM being favored by more DTT in
the assay buffer and longer incubation
times (38, 39). These authors also reported
that equilibration to the high-affinity state
was slow at low-DTT concentrations but
accelerated as the DTT content was
increased. Gooljarsingh et al. (40) repro-
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duced these findings in their recent PNAS
publication. They reported that GM-BODIPY
induced a time-dependent conformational
change in both Hsp90 � and � isoforms
leading to a high-affinity state. A similar
profile was observed for Hsp90 assayed in
cell lysates obtained from ovarian epithelial
cancer (transformed) and human umbilical
vein endothelial (HUVEC, normal) cells.
These data are in agreement with previous
reports by Llauger et al. (25, 26) on Hsp90
from breast-cancer cells. The dissociation
rate of this tightly bound GM was measured
to be very slow, with a t1/2 of 4.5 h. All high-
affinity binding constants for ansamycins
were observed in the presence of 2 mM DTT
in the assay buffer.

These finding indicated that reducing
agents affected affinity, so we further
analyzed buffer conditions for several other
assays used previously to determine the
affinity of ansamycins for Hsp90. Roe et al.
(41) used isothermal titration calorimetry to
calculate a dissociation constant of 1.22 �M
for GM binding to intact yeast Hsp90 and
0.78 �M for GM binding to the Hsp90
N-terminal domain. These values were ob-
tained in 20 mM Tris-HCl, pH 7.5, and 1 mM
EDTA. Chiosis et al. (17, 42) used immobi-
lized GM to obtain an apparent relative
affinity of 17-AAG for Hsp90 � of 1 �M. This
assay used buffer conditions comparable
to Roe et al. (50 mM Tris-HCl, pH 7.4, and
1 mM EDTA with added 1% NP40 to reduce
background interference from the solid
support). Carreras et al. (43) reported that in
10 mM Tris-HCl and 5 mM MgCl2, pH 7.0,
the binding of [3H]-17-AAG to Hsp90 reached
equilibrium in a few minutes with a Kd of
0.4 � 0.1 �M. Using immobilized biotinyl-
ated GM, Le Brazidec et al. (44) reported a
relative affinity of 17-AAG for Hsp90 in PBS
of 800 nM.

Collectively, these data support the
hypothesis that reducing agents can influ-
ence the affinity of ansamycins for Hsp90,
suggesting that the hydroquinone is a better
Hsp90 binder than the quinone itself. How-

ever, they do not support a role for this
phenomenon in explaining the higher tumor
affinity of Hsp90 inhibitors, because neither
PU-scaffold derivatives nor shepherdin are
DTT-sensitive. In addition, these findings do
not preclude an additional effect of DTT on
the structural conformation of Hsp90. Fur-
ther, the concept of an “encounter complex”
between GM and Hsp90 with a relatively
weak Ki of 450 nM, which then equilibrates
to a tight complex with Ki of 10 nM (e.g.,
“time-dependent” binding of ansamycins),
presented by Gooljarsingh et al. (40) can be
explained by either an induced fit model or
the active ansamycin isomerization model
described by Lee et al. (45). In any case,
such a binding schema is ansamycin-
specific.

Another biochemical explanation for tu-
mor selectivity of Hsp90 inhibitors comes
from work by Kamal et al. (24), who reported
that Hsp90 from tumor cells is present
entirely in multichaperone complexes with
high ATPase activity and also high affinity for
ligands, whereas in normal tissues, Hsp90
exists in a latent uncomplexed state. Maro-
ney et al. (36) confirmed this finding by
demonstrating that the amount of Hsp90
complexed to co-chaperones is higher in
tumor cells than in resting ones. Gooljar-
singh et al. (40), however, contradicted the
finding and argued that Hsp90 co-chap-
erones such as Hsp70, Hsp40, Hop, and
p23 do not alter the GM-Hsp90 binding
profile, even though they are sufficient to
refold a denatured Hsp90 client protein.
Interpretation of such in vitro data has its
limitations, however, because these co-
chaperones are not bound to the same
conformation of Hsp90. Further, there are
many more co-chaperones whose interac-
tion with Hsp90 could significantly impact
(at least theoretically) access to or the shape
of the nucleotide pocket (or surrounding
regions).

Putting the Cell to Work. Another finding
for pharmacological Hsp90 inhibition is that
cancer cells are significantly more sensitive

to these drugs than are nontransformed
cells. Such selectivity in inhibiting the
growth of cancer cells has been reported for
ansamycins, RD derivatives, and PU-scaffold
derivatives (23–30). Such sensitivity was
first believed to be class-specific and due to
an intracellular reduction of 17-AAG. Kelland
et al. (46) observed that ansamycins were
substrates for purified human NAD(P)H:qui-
none oxidoreductase 1 (NQO1; DT-dia-
phorase, EC 1.6.99.2). This flavoenzyme can
use either NADH or NADPH as reducing
cofactors to catalyze the direct two-electron
reduction of quinones to hydroquinones.
Elevated cellular activity of this enzyme
sensitized cells to 17-AAG, but surprisingly,
not to GM or 17-amino, 17-demethoxy-
geldanamycin (17-AG). Although 17-AAG
was a reasonable substrate for human
DT-diaphorase, it was not an appreciably
better substrate than GM or 17-AG. Ross et
al. (47) confirmed the 17-AAG findings and
further demonstrated that the metabolism
of 17-AAG by recombinant human NQO1 led
to the appearance of 17-AAGH2. The forma-
tion of 17-AAGH2 was NQO1-dependent
and could be inhibited by the addition of a
mechanism-based (suicide) inhibitor of
NQO1. Maroney et al. (36) further demon-
strated that 17-AAGH2 does not spontane-
ously forms in aqueous media. They do,
however, find that cells possess enough
reductive potential to conduct this transfor-
mation, and a 68% transformation of 17-
AAG to 17-AAGH2 was observed in MCF7
breast-cancer cells. However, quiescent
HUVEC cells reduced 17-AAG to the same
extent. Nonetheless, the inhibitory activity of
17-AAG is 100 nM in MCF7 but �10 �M in
quiescent HUVECs; thus, it is unlikely that
inhibitor selectivity for tumor Hsp90 is
explained by tumor-specific conversion of
17-AAG to 17-AAGH2.

Chiosis et al. (48) reported another pecu-
liar behavior of ansamycins in cells. In
tissue-culture experiments, when the molar
amount of ansamycins was kept constant
but the volume of the medium was in-
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creased, no change was observed in MCF7
cells’ growth-inhibitory potency. In contrast,
when such an experiment was repeated
with the PU-scaffold derivatives PU3 and
PU24FCl (Figure 1), activity diminished
with drug concentration. Upon addition to
aqueous tissue culture media, ansamy-
cins rapidly accumulated in cells and were
mostly depleted from the media, producing
higher intracellular concentrations than
expected. This behavior was also observed
in cultured normal epithelial cells. The
nonspecific accumulation of GM and 17-AAG
into cells in tissue culture conflicted with
their specific tumor accumulation observed
in vivo. It is thus important to differentiate
between nonselective drug accumulation
into cells in tissue culture, which may be
due to physicochemical peculiarities of a
compound in those settings, and selective
accumulation into cancer (vs normal) cells
due to different biological characteristics of
these cells. These data warn us that any
peculiarities seen in tissue culture may not
explain the in vivo tumor accumulation of
Hsp90 inhibitors.

Whole-Animal Case Study: No Plastic to
Blame. Hsp90 inhibitors have anticancer
activity in multiple-animal xenograft models
at nontoxic doses. Such effects have been
observed with ansamycins such as 17-AAG,
IPI-504, and 17-DMAG (32–35) and also
with RD derivatives (31), PU-scaffold inhibi-
tors (27, 28), and shepherdin (23). In addi-
tion, drug accumulation in tumors coupled
to rapid clearance from normal tissue has
been observed for multiple Hsp90 inhibitor
classes in these models. The first agent
reported to be retained in tumors was our
PU-scaffold derivative PU24FCl (Figure 1)
(27). While this agent was rapidly cleared
from blood, pharmacologically relevant

concentrations were recorded in MCF7
xenografts at �24 h post-administration.
Second-generation, water-soluble PU-class
agents such as PUH64 (Figure 1) were simi-
larly shown to be retained in MDA-MB-468
xenografts, suggesting that tumor retention
is not influenced by drug lipophilicity (26).
Similar results were later reported by Eise-
man et al. (33) for 17-DMAG in MDA-MB-231
breast-cancer xenografts and by Workman
et al. (34) for 17-AAG in human-ovarian-
cancer xenografts. Recently, IPI-504, the
reduced form of 17-AAG, was shown to be
rapidly cleared from plasma while selec-
tively retained in tumor tissue. These results
were reported in a multiple-myeloma xeno-
graft model (35). Further, Serenex has
claimed a tumor retention profile for their
structurally novel SNX-2112 Hsp90 inhibitor
in an HT29 human colon adenocarcinoma
model (www.serenex.com). Thus, the tumor-
specific accumulation of such diverse chemi-
cal classes of Hsp90 inhibitors clearly can-
not be entirely explained by the biochemical
and cellular hypotheses presented above
(which focus only on the peculiarities of
ansamycins).

The Answer May Lie in Hsp90 Itself. In
tumors, Hsp90 comprises as much as 4–6%
of total cellular protein, and this translates
into an intracellular concentration in the
�500 �M range. It is thus noteworthy that
administration of 50–200 mg kg�1 of diverse
Hsp90 inhibitors led to only 0.5–5.0% of
drug being retained in tumors. Eiseman et al.
(33) reported an �5 �g mL�1 level of 17-
DMAG retained in MDA-MB-231 tumors at
�12 h post-administration when drug was
injected intraveneously at 75 mg kg�1.
Banerji et al. (34) observed in A2780 and
CH1 human-ovarian-cancer xenografts
treated with a single dose of 17-AAG

(80 mg kg�1 intraperitoneally) �5 �M of
17-AAG and 17-AG (an active metabolite of
17-AAG, Figure 1) at 24 h. Similar data were
reported for the PU-scaffold Hsp90 inhibi-
tors. Administration of 200 mg kg�1

PU24FCl to mice bearing MCF7 xenografts
led to 5–10 �M tumor drug levels at 24 h
(27). PUH64 also accumulated to low-
micromolar concentration in tumors at 24 h
when administered intraperitoneally at
50–100 mg kg�1 to mice bearing MDA-
MB-468 xenografts (26). The Serenex
derivative SNX-2112 is reported to reach a
concentration of 3 �M in HT29 colon-cancer
xenografts at 24 h when administered at
100 mg kg�1 orally (www.serenex.com). At
a concentration of 3–10 �M, these drugs
occupy only a small fraction (0.5–2.0%) of
total cellular Hsp90 binding sites. However,
in all of the examples described above, the
doses of Hsp90 inhibitors used resulted in
tumor growth inhibition. One may infer from
such observations that these drugs target
only a relatively low-abundance but high-
affinity conformation of Hsp90, likely found
in a multichaperone complex with trans-
formation-specific oncoproteins. This may
represent the small fraction of client proteins
regulating the transformed phenotype. The
latent Hsp90 complexes regulating normal
misfolding processes and comprising at any
time �95% of total cellular Hsp90 may not
be effectively inhibited by these drugs at the
relatively nontoxic doses used. Such an
interpretation leads to the hypothesis that,
under normal conditions, Hsp90 interacts
with client proteins in a dynamic, low-affinity
manner regulated by low-affinity binding
and release of ATP and ADP “latent state”.
Upon mutation or deregulation character-
istic of the cancer phenotype, many of these
client proteins may display (and require)
unusually stable association with Hsp90-
containing chaperone complexes “activated
state” (Figure 2). This state also exhibits a
high affinity for ATP and ADP or other ligands
of this regulatory pocket (i.e., N-terminal
Hsp90 inhibitors). The shift in equilibrium
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Figure 2. Hsp90 may exist in an equilibrium between an “activated” state prevalent in cancer
cells and a “latent” state predominant in normal cells. The activation state of the chaperone
may be regulated by co-chaperones and perhaps PTMs. This is a schematic representation of
Hsp90 states and does not represent actual individual complexes.
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from the latent to the activated state may be
dictated by the degree of transformation or
amount of “stress” on the system (abun-
dance of mutated and deregulated proteins,
a hypoxic and/or low-nutrient environment,
etc.).

The mechanism of this enhanced affinity
has not yet been entirely elucidated but is
likely due to tumor-specific modification of
Hsp90 itself and not to any unique tumor-
specific metabolism of its inhibitors. Pos-
sible factors responsible for Hsp90 modifi-
cation include its specific interaction with
co-chaperones (24, 36) and/or alterations in
the post-translational state of Hsp90,
co-chaperones, or both (49).

While they confirm previous observations
about ansamycins, the two new papers by
Maroney et al. (36) and Gooljarsingh et al.
(40) do not extend our understanding of the
specific biology of tumor Hsp90, particularly
its remarkable sensitivity to pharmacolog-
ical inhibition. Many questions remain unans-
wered about the uniqueness of Hsp90 in
tumors.
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Small Molecules: Big Players in the Evolution
of Protein Synthesis
Sandro F. Ataide† and Michael Ibba†,‡,*
†Department of Microbiology and ‡Ohio State Biochemistry Program, The Ohio State University, Columbus, Ohio 43210

T he amino acids (aa) required for translation of
messenger RNA are delivered to the ribosome
esterified to the 3=-ends of tRNAs (Figure 1). The

aminoacylation of tRNAs is catalyzed by aminoacyl-tRNA
synthetases (aaRSs), which must discriminate their
unique cognate pair of aa and tRNA from among the vast
number of similar molecules that exist in the cell (1). Cell
survival is totally dependent on the correct functioning
of aaRSs, and several different strategies have evolved
to ensure the accurate recruitment of aa during protein
synthesis (2–4). In addition to accurate aa recognition,
other approaches adopted by aaRSs to maintain fidelity
include editing (also known as proofreading), gene
duplication, and the use of alternative biosynthetic
pathways (5). In-depth studies of the aaRS family have
demonstrated how the chemistry of a particular aa influ-
enced the evolution of these enzymes in the different
kingdoms of life. Here, we will review how the require-
ment for strict aa discrimination during protein synthesis
to ensure accurate translation of the genetic code
played a role in forging enzymes with dedicated active
sites and discuss the additional functions required to
prevent degeneracy during decoding (summarized in
Figure 2). In the first section, background information
about the importance of aaRSs for cell viability is
presented, indicating the diversity of these enzymes. A
description of the mechanism of aa discrimination used
by the different aaRSs follows, presenting different
modes for targeting these enzymes. Different strategies
used by aaRSs for discrimination are presented, such as
secondary sites to prevent infiltration of the genetic
code, divergent pathways of aa-tRNA biosynthesis in
different organisms, and different aspects of duplication
of aaRSs and their implications for the development of
better aaRS inhibitors.

Aminoacyl-tRNA Synthetases and Translation. The
formation of aa-tRNA is a two-step reaction: after binding
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ABSTRACT The aminoacyl-tRNA synthetases (aaRSs) are responsible for
selecting specific amino acids for protein synthesis, and this essential role in trans-
lation has garnered them much attention as targets for novel antimicrobials.
Understanding how the aaRSs evolved efficient substrate selection offers a poten-
tial route to develop useful inhibitors of microbial protein synthesis. Here, we dis-
cuss discrimination of small molecules by aaRSs, and how the evolutionary diver-
gence of these mechanisms offers a means to target inhibitors against these
essential microbial enzymes.
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to the active site, the �-carboxylate of the aa attacks the
�-phosphate of ATP leading to the formation of an
enzyme-bound mixed anhydride (aminoacyl-adenylate
[aa-AMP]) and an inorganic pyrophosphate leaving
group; in the second step, the 2=- or 3=-hydroxyl of the
terminal ribose of the corresponding tRNA performs a
nucleophilic attack on the aminoacyl-adenylate leading
to formation of aa-tRNA and an AMP leaving group (1).
The overall two-step reaction is certainly common to all
synthetases, but whether a common mechanism exists
for all aaRS is currently unknown (5). The 20 canonical
aaRSs, as found in Escherichia coli and eukaryotes, are
found in two highly conserved structural groups with 10
members each, classes I and II (6, 7). The class assign-
ments of aaRSs with particular aa specificities have
been almost completely conserved through evolution;
the only known exception is the representation of lysyl-
tRNA synthetase (LysRS) in both groups (see below) (8,
9). Specific structural and mechanistic elements define
the members of a class (6, 10). AaRSs from class I
possess a Rossman dinucleotide binding domain
flanked by two signature motifs, HIGH and KMSKS, while
class II contains an active site formed by an extended
antiparallel �-sheet structure characterized by three
degenerate sequence motifs.

The aaRSs are believed to have evolved from two
common ancestors, one from each class, which
diverged according to the necessity to discriminate

particular cognate tRNAs and aa (10–12). The essential
role of the aaRSs in translation places a strong selective
pressure on the evolution of these enzymes to prevent
mistakes during cognate aa-tRNA formation. The recog-
nition of tRNA requires the identification of a unique set
of elements, nucleotides, or modified nucleotides at
particular positions (13). These so-called identity
elements of a tRNA are often placed in the acceptor and
anticodon stems, the anticodon loop, and the variable
arm of the tRNA. Because of their size and complexity,
tRNAs offer sufficiently diverse recognition elements to
allow their specific selection by the corresponding aaRS.
Distinguishing between structurally related aa and other
small molecules is considerably more problematic, and
occasional errors in substrate selection are unavoidable
(14). Consequently, during evolution, certain aaRSs
have acquired appended domains that serve to proof-
read noncognate aa (15). Other strategies to enhance
the specificity of small molecule discrimination have
also appeared during aaRS evolution such as gene
duplication, trans-editing factors, and pre-translational
modification. Both cognate recognition and noncognate
aa discrimination have had major roles in shaping
aaRSs at the levels of individual residues, modules, and

Figure 1. Scheme for the co-translational insertion of an aa in response to a particular
codon. tRNA is first aminoacylated with cognate aa. Elongation factor EF-Tu binds
aa-tRNAaa forming the aa-tRNAaa–EF-Tu–GTP ternary complex, which delivers the aa-
tRNAaa to the ribosomal A site when it is occupied by the corresponding codon on the
mRNA.
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Figure 2. The fate of near-cognate substrates in protein
synthesis. Pathways in green lead to translation, while
those in red indicate mechanisms by which near-cognate
substrates can be excluded. The * denotes pathways that
may be exploitable as drug targets due to corresponding
differences between bacteria and eukaryotes. Exclusion
indicates substrates unable to bind the active site
productively, and activation indicates substrates able to
enter the aminoacylation pathway.
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subunit recruitment. These changes are still evident as a
major source of heterogeneity in aaRS structures,
presenting the potential for specific antimicrobial
targeting (16).

Amino Acid Discrimination in aaRS Active Aites. The
existence of heterogeneity in active site discrimination
among aaRSs in the different kingdoms of life mainly
consists of variation in aa composition of the active site
and its surroundings. An example of active site diver-
gence is seen in a seryl-tRNA synthetase (SerRS) from
the archaeon Methanosarcina barkeri which has a zinc-
dependent aa discrimination, while the bacterial type,
present in all kingdoms of life, does not require a zinc for
aa discrimination (17). A detailed analysis of the
different strategies used by aaRSs to discriminate their
cognate aa provides the first step toward assessing the
use of aaRS as potential drug targets.

AaRSs must specifically recognize their cognate aa
from among the vast number of small molecules in the
cell with similar physical and chemical properties (14).
The presence of both D- and L-enantiomers for each aa,
precursors from aa biosynthesis, products of aa degra-
dation, and the natural aa together impose a strong
selective pressure for a very specific active site, since all
have the potential to disrupt translation (18). Initial
selection of certain aa and analogues is dependent on
significant differences in size, such as between Gly and
Trp, or charge when comparing for example Arg and Glu.
The discrimination of aa with smaller differences, for
example Asp and Asn, is achieved through a network of
highly specific interactions during substrate binding (19,
20). Aspartyl-tRNA synthetase (AspRS) takes advantage
of the negative charge of Asp and uses mainly electro-
static interactions with two Arg, one Lys, and one His
residues to specifically interact with the two carboxylate
groups of Asp. The His residue is important in preventing
the binding of Asn as shown by structural, biochemical,
and theoretical studies (19). In the closely related
asparaginyl-tRNA synthetase (AsnRS), the Lys conserved
in the active site of AspRS is replaced by a Gly or Leu and
the critical His is absent, allowing preferential binding of
Asn rather than Asp (20). Interestingly, asparagine
synthase B shares the same binding residues as yeast
AspRS; however, Asp binds to the active site in a reverse
orientation in order to activate the �-carboxylate with
AMP instead of the �-carboxylate as in AspRS (21). The
AspRS/AsnRS discrimination mode illustrates how the
expansion of the genetic code to accommodate both

Asp and Asn was facilitated by divergent evolution from
an ancestral enzyme to generate two aaRSs with high
substrate specificities. The discrimination between Glu
and Gln relies on the same principle. The aa specificity
was demonstrated by replacing the residues required for
Gln binding for the residues required for Glu binding in
human glutaminyl-tRNA synthetase (GlnRS). The new
enzyme was able to activate and attach Glu to tRNAGln,
demonstrating how active site specificity could be modi-
fied among related aaRSs (22).

In most cases, the fidelity of aa selection is achieved
by a network of H-bond and hydrophobic interactions
between the aa and the cognate aaRS. Tyrosyl-tRNA
synthetase (TyrRS) is the best characterized example of
how aaRSs achieve fidelity in aa discrimination
(reviewed in ref 23). TyrRS uses an extensive H-bonding
network to discriminate Tyr from Phe, and the Y34F
replacement disrupts the H-bond network within the
active site reducing substrate discrimination (24).
However, the substitution W126L enhances the
discrimination of Tyr over Phe even with a disruption of
an H-bond network with Asp176 (25). The fidelity of aa
recognition is dependent on the plasticity of the active
site of each aaRS to accommodate the side chains
without steric clashes between the substrate and the
active site residues of the synthetase (26). Generally,
each aaRS has evolved to achieve a useful level of speci-
ficity without necessarily maximizing discrimination
between the cognate aa and cognate analogues
(25–28). This was strikingly illustrated in a recent study
that detected substrate analogues for 17 aaRSs that
could be aminoacylated to cognate tRNA by the wild-
type aaRSs (18). Most of the 92 aa analogues found to
be substrates were synthetic compounds and likely
never exerted a selective pressure on the aaRS to
discriminate against them.

In addition to aa binding by specific interactions in
the active site, aaRSs also increase specificity in recog-
nition by induced fit (29). AaRSs which use this mecha-
nism (GlnRS, TyrRS, arginyl- [ArgRS], [GluRS], histidyl-
[HisRS], [LysRS1], and threonyl-tRNA synthetase [ThrRS])
rely on communication between distal regions of the
protein to sense the binding of the correct substrate in
order to recruit the appropriate catalytic residues into a
productive position in the active site. ArgRS, GluRS,
GlnRS, and LysRS1 share much of the same induced fit
mechanism in which the binding of the cognate tRNA is
required in order to form a productive active site confor-
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mation and trigger aa activation (19, 30–35). In these
examples ATP and cognate aa binding are enhanced
upon recognition of the correct tRNA by the anticodon
binding region. Furthermore, in GlnRS, binding of
cognate tRNA is enhanced if the cognate aa (Gln) is
bound to the active site, while the near-cognate aa (Glu)
reduces tRNA binding 60-fold (31). In ThrRS and TyrRS,
induced fit upon binding of the correct substrate leads
directly to formation of a productive active site (36, 37).
The indication that induced fit serves as an extra
discrimination factor in binding of both cognate aa and
cognate tRNA demonstrates how aaRSs have evolved
different mechanisms for selection of the correct
substrate.

A number of known inhibitors of aaRSs act by inter-
fering with recognition of the cognate aa at the active
site. The search for aaRS inhibitors has identified many
natural products such as indolmycin (inhibitor of
tryptophanyl-tRNA synthetase [TrpRS]) (38), borrelidin
(inhibitor of ThrRS) (39), and mupirocin (inhibitor of
IleRS) (40, 41). Borrelidin is available for research only

and used strictly as a eukary-
otic ThrRS inhibitor in clinical
studies against malaria and
antiangiogenesis (42, 43).
The mode of borrelidin inhibi-
tion is by binding to a hydro-
phobic noncatalytic domain,
cluster A, which impairs cata-
lytic conformational changes
in ThrRS, resulting in reduced
binding of ATP and Thr (44).
The antiangiogenesis action
of borrelidin is due to inhibi-
tion of ThrRS and activation of
caspases 3 and 8 to induce
apoptosis (42).

Indolmycin is a potent
bacterial TrpRS inhibitor that
acts as a competitive inhibitor
due to a differential binding to
the enzyme compared to Trp
(Figure 3) (38, 45). Since
indolmycin is a biosynthetic
derivative of Trp, it has other
mechanisms of action inside
the cell which cumulatively
affect viability (46, 47). Unfor-

tunately, the inhibitory action is not widespread among
pathogens, probably due to its hydrophobicity that
impairs uptake by certain organisms. Although indol-
mycin is commercially available for research only, it is
not FDA-approved. Indolmycin acts as a bacteriostatic
agent against Staphylococcus aureus, which can acquire
elevated resistance against indolmycin via a point muta-
tion that causes the H43N replacement in TrpRS (48). A
bacteriocidal effect of indolmycin was observed against
Helicobacter pylori, which was unable to develop resis-
tance (49). Also, in vitro and in vivo studies in Strepto-
myces griseus, which produces indolmycin, revealed a
second copy of TrpRS that confers the resistance to
indolmycin (45).

Of the numerous aaRS inhibitors, only mupirocin
(pseudomonic acid), which inhibits IleRS, is commer-
cially available and FDA-approved (50). Structural and
biochemical studies indicate the same overall mode of
binding by mupirocin as the Ile-AMP intermediate
(Figure 4), the difference being that the inhibitor
contains a nonanionic acid moiety which fits into an
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unoccupied hydrophobic pocket in IleRS. The binding of
mupirocin in the hydrophobic pocket of IleRS then
blocks the subsequent binding of isoleucine and ATP, as
confirmed by substitution of the nonanionic acid moiety
by a shorter alkyl group that resulted in loss of inhibi-
tion (40, 41, 50, 51). Because of the competitive inhibi-
tion of IleRS and the bacteriostatic effect, several
mupirocin-resistant S. aureus strains were isolated with
point mutations in IleRS (16, 41). Most of the resistance
against mupirocin derives from the V588F replacement,
which was shown to interact with the nonanionic acid
moiety. The mode of action of mupirocin illustrates how
exploiting noncatalytic motifs and hydrophobic regions
around the active sites can effectively inhibit function
and may be exploitable for other aaRSs.

The most potent competitive inhibitors targeted
against any of the aaRSs are variants of the aa-AMP,
which is the key intermediate of the aminoacylation
reaction (52). All the aminoacyl-adenylates present a KI

in the low nanomolar range. Several aa-AMP variants
have been synthesized in a nonhydrolyzable form with a
sulfamoyl or an aryl-replacement of the �-phosphate
group of the adenine (53–55). The nonhydrolyzable
analogues are potent inhibitors, but the selectivity of
these compounds is not restricted to the bacterial
aaRSs, and they can potentially also inhibit the host
enzyme. Adenylate analogues are widely used to deter-
mine X-ray structures of aaRSs and to understand the
interactions of the active site with the substrates in
mechanistic studies (56). Several compounds that
mimic the aa-AMP intermediate have been character-
ized in screenings of natural products and in larger
synthetic library screenings. Of the identified aa-AMP
analogues, Agrocin 84 is known to be a biocontrol of
plant tumors caused by Agrobacterium tumefaciens and
mimics leucyl-adenylate (Figure 3) (57). Agrocin 84
possesses a D-glucofuranosyloxyphosphoryl group
linked to the adenine moiety, which is important for the
uptake of the compound by the pathogen but must be
cleaved to release the toxic moiety which can act as a
competitive inhibitor of LeuRS. The toxic moiety has a
stable phosphoroamidate bond instead of the labile
phosphoroanhydride of the genuine aa-AMP, which
makes it a better inhibitor (57). A similar strategy is used
by the AspRS inhibitor microcin C, a pentapeptide
processed by the cell to generate an Asp-AMP analogue
with an N-acyl phosphoroamidate linkage (58).

The variation displayed by bacterial and eukaryotic
aaRSs such as aa insertions and variations around the
active site are the key features exploited to date when
using these enzymes as potential drug targets. Protein
sequence alignments and modeling on 3D X-ray struc-
tures are not, however, sufficient to predict such sites
(17). Details of these variations will only come from a
combination of biochemical and structural studies of
different aaRS candidates for drug targeting. Also,
understanding the different mechanisms of compound
uptake by pathogens can lead to a better design of
compounds such as Agrocin 84 and microcin C, which
have the potential to be used as the basis for the design
of highly selective targeted aaRS inhibitors. The design
of these compounds will require a better understanding
of the physiology of interesting pathogens and their
hosts allied with genomics, proteomics, and the
screening of compound libraries. Unfortunately, much
still remains to be characterized to provide a compre-
hensive starting point for the rationale design of drugs
with the same, targeted, characteristics of Agrocin 84
and microcin C.

Amino Acid Discrimination in Editing Sites. As in the
case of Asp/AsnRS and Glu/GlnRS, another subgroup
of aaRSs also clearly shares common origins, but
the degree of similarity between their aa substrates
imposes additional constraints on accurate recogni-
tion. Discrimination between the aliphatic aa Val, Ile,
and Leu (59–62) poses an obvious problem, as the
small differences in their potential binding energies
preclude the high level of specificity observed for Asp
and Asn. The corresponding aaRSs have evolved a
proofreading mechanism, named editing, which con-
sists of a secondary site which is able to recognize and
hydrolyze aa-AMP and misacylated tRNAs (Table 1). The
requirement for an editing site is conserved among
the different kingdoms of life and strictly required to
maintain cell viability (63). In
a few cases, when the editing
domain is absent or inactive
in the aaRS, a trans-acting
factor with editing activity
may come into play. Editing is
not, however, ubiquitous; for
example, both phenylalanyl-
tRNA synthetase (PheRS) and
LeuRS from mitochondria have
lost their respective editing

KEYWORDS
Transfer RNA (tRNA): Small adaptor RNA

responsible for delivering amino acids to the
ribosome during translation of messenger
RNA.

Aminoacyl-tRNA Synthetases (aaRS): Family of
enzymes responsible for attaching amino
acids to the 3=-ends of tRNAs.

Amidotransferases: Enzymes responsible for
chemical conversion of Glu into Gln or Asp
into Asn in a tRNA-dependent manner.
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activities (64, 65). Several editing activities of aaRSs are
presented below, together with examples of cases in
which the editing function was lost and a trans-acting
factor rescues the activity.

IleRS activates noncognate Val only �200-fold less
efficiently than cognate Ile, creating a potentially high
level of misincorporation of noncognate aa by the
ribosome during protein synthesis (66). IleRS corrects
this potentially catastrophic misactivation of Val by
using an editing mechanism that allows hydrolysis at
a secondary active site, named the editing site (67–70).
This leads to a substantially lower error rate of �1:3000,
compatible with the overall level of fidelity observed in
translation. LeuRS (62, 71), valyl- (ValRS) (60), methionyl-
(MetRS) (72, 73), prolyl- (ProRS) (74), alanyl-tRNA syn-
thetases (AlaRS) (75), ThrRS (76), and PheRS (77, 78)
all possess comparable editing activities that minimize
the degeneracy of the genetic code by clearing misacti-
vated aa and misacylated tRNAs.

The domains responsible for the hydrolysis of misac-
ylated tRNA differ between class I and class II and even
within the same class of aaRS (15). Usually, the proof-

reading domain excludes binding of the cognate
aa-tRNA and binds only the misacylated tRNA. The
mechanism by which the connective peptide 1 (CP1)
domains of IleRS, ValRS, and LeuRS proofread the misac-
ylated tRNA is by accepting the small noncognate aa in
the editing site, while excluding the large cognate aa.
Subsequently, the amino group of the noncognate aa
interacts with a conserved aspartic acid residue present in
the editing site, which is responsible for the correct posi-
tioning of the substrate for hydrolysis of the ester bond
(71, 79, 80). CP1 is a globular domain positioned �40 Å
away from the catalytic site and can be easily accessed
by the movement of the CCA end of the tRNA to reposi-
tion the misacylated 3=-end into the proofreading site
(62). The editing sites of ValRS, LeuRS, and IleRS are
present in all kingdoms of life, although LeuRS from
human mitochondria has lost the editing function (64).

Class II ThrRS possesses another proofreading motif
which is believed to hydrolyze the misacylated tRNA
using an H2O molecule that is deprotonated by a con-
served histidine residue present in the proofreading
domain (81). The proofreading domains in ThrRS (76)
and AlaRS (75) are distinct modules present at the
N-terminal and inserted in the C-terminal portion of the
enzymes, respectively, while in PheRS, the active and
editing sites are in different subunits (65, 77, 78). ProRS
can be found in two versions, one “prokaryotic-like”,
which contains the editing domain, while the “eukaryotic-
like” version present in human does not edit. This fea-
ture is not conserved among all eukaryotic-like ProRS,
since the archaeal Methanococcus jannaschii enzyme
has editing activity (82).

In other instances, additional proteins are recruited in
trans to edit misacylated tRNAs as in the case of YbaK
and D-Tyr-tRNA deacylase. YbaK specifically hydrolyzes
Cys-tRNAPro upon interaction with ProRS, but in a free
form is unable to compete with EF-Tu for the misacylated
tRNA or even discriminate the correct substrate for deac-
ylation (83–86). Two other forms of deacylases are also
known: in bacteria and eukaryotes, D-Tyr-tRNA deacylase
hydrolyzes D-Tyr-tRNATyr and also D-Asp-tRNAAsp and
D-Trp-tRNATrp (87–89); in some archaea, a paralog of
D-Tyr-tRNA deacylase instead hydrolyzes misacylated
Ser-tRNAThr, compensating for the lack of an N-terminal
proofreading domain in certain ThrRSs (90, 91).

Inhibitory metabolites, or precursors of the cognate
aa, which can bypass active and editing site discrimina-
tion by aaRSs are good candidates for drug design. For

Figure 4. Visualization of the IleRS structure from Thermus thermophilus with
inhibitor (Mupirocin) or nonhydrolyzable adenylated analogue (Ile-AMS, 5=-O-[N-(L-
isoleucyl)sulphamoyl]adenosine) bound to the active site (50). Insets indicate the
location of the active site on the IleRS structure. The surface representation is
transparent blue in order to provide a realistic view of the active site. Color code for
stick structures: carbon, yellow; oxygen, red; nitrogen, blue; and sulfur, orange.

TABLE 1. AaRS known to possess editing activity and their
noncognate substrates

AaRS Edited noncognate substrates

Class I
IleRS Ala, �-aminobutyrate, Cys, homocysteine, homoserine, Thr, Val
LeuRS Homocysteine, �-, �-hydroxyisoleucine, �-, �-hydroxyleucine, Ile,

Met, norleucine, norvaline
MetRS Homocysteine
ValRS Ala, �-aminobutyrate, Cys, Ser, Thr

Class II
AlaRS Gly, Ser
LysRS2 Homocysteine, ornithine
PheRS Ile, Tyr
ProRS Ala, Cys
ThrRS Ser
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example, �-aminobutyrate is a competitive inhibitor of
ValRS (63, 92), and norvaline is a competitive inhibitor
of LeuRS (93) which can be incorporated during protein
synthesis. A series of new synthetic compounds which
can be aminoacylated onto the cognate tRNA by aaRSs
was reported recently (18), and the different chemical
functionalities present in those compounds can be
useful to investigate candidates for inhibition of both,
active and editing sites. A potential class of inhibitors
that has not been investigated are compounds that
mimic the noncognate aminoacyl-tRNA form such as
2=-(L-norvalyl)amino-2=-deoxyadenosine (Nva2AA)
which inhibits LeuRS (71) (Figure 5), thereby targeting
the proofreading domain of a specific aaRS (16). While
evolutionary divergence of editing sites confirms these
as promising targets, difficulties in synthesizing the
equivalent of misacylated tRNA in a stable form and
analysis of the specific inhibitory mode and its cellular
consequences still need to be investigated. Neverthe-
less, in many cases, cellular viability necessitates
careful proofreading activity, suggesting this class of
compounds (63, 94), which would target the proof-
reading domains of aaRSs, as promising new candi-
dates with a strong potential for drug target develop-
ment. In addition to these elaborations of aaRSs, other
post-aminoacylation pathways have also evolved both
to allow code expansion and to provide new aa biosyn-
thetic pathways.

Heterogeneity in Alternative aa-tRNA Synthesis.
Some bacteria and archaea lack one or more aaRSs, and
a tRNA-dependent pathway is used in those organisms
to synthesize the cognate aa. Because of the heteroge-
neity of these pathways and their obligate activity to
sustain life, understanding their mechanism of action
and developing compounds to target these enzymes is a
promising source of drug targets.

Many prokaryotes lack AsnRS and/or GlnRS, and in
those organisms, the AspRS and/or GluRS are able
to mischarge tRNAAsn or tRNAGln with Asp or Glu, re-
spectively. An amidotransferase then converts the
Asp-tRNAAsn or Glu-tRNAGln into Asn-tRNAAsn or Gln-
tRNAGln, respectively (Table 2) (95–99). While these
enzymes are predominantly microbial, the Glu-tRNAGln

amidotransferase is found in chloroplasts and was
thought to be present in mitochondria (100). However,
it was recently shown that mitochondria instead use
GlnRS, and the amidotransferases have become strong
candidates to be exploited as bacterial drug targets

(101). The synthesis of initiator fMet-tRNAfMet is also
dependent on a similar mechanism in bacteria and
organelles (102, 103). Initially, tRNAfMet is aminoacy-
lated with Met by MetRS and further converted by
Met-tRNA formylase into fMet-tRNAfMet, which is then
used in translation initiation (Table 2) (104).

A related method used to ensure the correct charging
of the cognate tRNA is the exclusive biosynthesis of a
certain aa on the 3=-end of the tRNA. The best known
example is the synthesis of selenocysteine-tRNASec,
which starts with seryl-tRNA synthetase (SerRS) mis-
acylating tRNASec with serine. Selenocysteine synthase
(SelA) then catalyzes the conversion of serine to seleno-
cysteine on tRNASec (105–107). Another recently de-
scribed example of the synthesis of an aa directly on
tRNA involves Cys biosynthesis in certain archaea. In
these organisms, a new aaRS named ortho-phospho-
seryl-tRNA synthetase (SepRS) first catalyses the attach-
ment of ortho-phosphoserine to tRNACys which is further
converted into Cys-tRNACys by the Sep-tRNACys-tRNA
synthase (SepCysS) enzyme (108).

The overall Sec pathway is universally conserved,
including the synthesis of Sec-tRNASec, the decoding of
a UGA codon as a Sec, the presence of a Selenocysteine
Insertion Sequence (SECIS) element, and the presence
of a dedicated EF-Tu homologue (SelB) for delivery of
Sec-tRNASec (107). However, among the kingdoms of life,
the differences in the Sec pathway can potentially be
exploited as drug targets; for example, no homologue of
bacterial SelA has yet been found in eukaryotes, and the
pathway is believed to be substantially different (109).
Also, the SECIS elements of bacterial mRNA are often
placed downstream of the AUG site in a coding region,
while in eukaryotes and archaea, they are always in
the 3= untranslated region (110). The differences in
SelB lie in the fact that the bacterial version recognizes
and interacts with SECIS
through its C-terminal region,
while the eukaryal and
archaeal forms lack the
C-terminal domain and
instead interact with SECIS
binding protein 2 (SBP2) (111,
112). All these differences in
the Sec synthesis and inser-
tion pathways have the poten-
tial to be exploited as antimi-
crobial drug targets.

KEYWORDS
Deacylation: Hydrolysis of ester bond between

amino acid and 2=- or 3=-hydroxyl of the 3=-
end of the tRNA.

Misacylation: Mistake committed by aaRS in
attaching a near- or noncognate amino acid to
the cognate tRNA.

Editing site: Secondary site in aaRS responsible
for deacylation of misacylated tRNA.

Genetic code degeneracy: Error in decoding the
genetic code upon incorporation of the wrong
amino acid in response to a particular mRNA
codon.
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The heterogeneity of tRNA-dependent aa synthesis
provides many promising targets; however, structural
and functional studies must still be performed to under-
stand the potential for inhibition and the cellular conse-
quences of inhibiting these pathways. Compounds
targeting the different enzymes involved in amidotrans-
ferase, formylase, and selenocysteine synthesis are
promising candidates for drug development. In addition
to these post-aminoacylation pathways, orthologous
and nonorthologous duplication of aaRSs provides
another new opening both for drug design and studies
of potential antibiotic resistance.

Discrimination of Small Molecules through aaRS
Duplication. In addition to the various mechanisms
described above, some organisms possess a second
ortholog of the same aaRS, which often confers resis-
tance to certain conditions or inhibitors by discrimi-
nating against small molecules. The existence of such
duplicates occurs in organisms exposed to certain inhibi-
tory compounds that, in order to survive, evolved a resis-
tant version of the same aaRS. Although this implies that
gene duplication events can be a pitfall for drug targeting,
in fact they can also be used as models, since the resis-
tance mechanism can be predicted, studied, and charac-
terized to provide a means to develop better inhibitors
that circumvent known problems.

TrpRS can be found in duplicate in streptomycetes
that produce indolmycin, where only one constitutively
expressed copy is sensitive to indolmycin, while the
second is expressed to
rescue the cell when the
inhibitor is synthesized
(45). TrpRS can also be
found in Deinococcus
radiodurans as two less
similar variants, TrpRS1
and TrpRS2. In this case,
the housekeeping
TrpRS1 is resistant to
inhibition and misacyla-
tion of tRNATrp with Trp
analogues, while TrpRS2

is able to charge tRNATrp with 4-nitro-tryptophan and
5-hydroxy-tryptophan (113, 114).

The most intriguing case of functional duplication
involves LysRS, which can be present either as two
versions of class II-type LysRS (LysRS2) with a house-
keeping version lysS and a heat-shock-inducible version
lysU, or as the structurally unrelated class I-type LysRS
(LysRS1) and LysRS2. In organisms that harbor two
copies of LysRS2, the second copy (lysU) is expressed
under specific conditions such as heat shock and in
media containing leucine. The inducible LysRS2 is resis-
tant to inhibition by lysine analogues such as cadav-
erine, indicating that this duplication of activity is impor-
tant to avoid misincorporation of lysine analogues under
stress conditions (115–117). LysRS1 exists mainly in
archaea and some pathogenic bacteria, and this
enzyme is more selective and less prone to inhibition
when compared to LysRS2 (118). The different versions
of LysRS take advantage of different networks of interac-
tions in their active sites to discriminate the correct
substrate; where LysRS2 relies on a large network of
H-bonding interactions, LysRS1 employs a minimal
H-bond interaction in a specific part of the active site.
Discrimination against near-cognate analogues which
are natural metabolites such as S-(2-aminoethyl)-L-
cysteine (AEC), homocysteine, and ornithine can be a
serious problem for LysRS2 which does not possess
post-transfer editing activity (115, 118). LysRS2 can acti-
vate homocysteine and ornithine with ATP, but before
they can be transferred to tRNALys, they are further
cyclized into homocysteinethiolactone and ornithine
lactone, respectively, and released (115).

AEC is potentially more problematic since, once acti-
vated by LysRS2, it can be transferred to tRNALys and
used in protein synthesis by the ribosome, inhibiting cell

Figure 5. Visualization of the LeuRS structure from Thermus thermophilus with editing
site inhibitor (Nva2AA) and nonhydrolyzable adenylated analogue (Leu-AMS, 5=-O-
[N-(L-leucyl)sulphamoyl]adenosine) bound to the editing and active site, respectively
(71). Insets indicate the location of the editing site at the left and active site at the
right side of the LeuRS structure. The surface representation is transparent blue in
order to provide a realistic view of the editing and active sites. Color code for stick
structures: carbon, yellow; oxygen, red; nitrogen, blue; and sulfur, orange.

TABLE 2: Noncanonical aminoacyl-tRNA synthesis in translation

Aminoacyl-tRNA AaRS Substrate for
Final product
for translation

Asp-tRNAAsn AspRS gatCAB (amidotransferase) Asn-tRNAAsn

Sep-tRNACys SepRS SepCysS Cys-tRNACys

Met-tRNAfMet MetRS Met-tRNA formylase fMet-tRNAfMet

Glu-tRNAGln GluRS gatCAB/gatDE (amidotransferase) Gln-tRNAGln

Pyl-tRNAPyl PylRS Translation Pyl-tRNAPyl

Ser-tRNASec SerRS SelA Sec-tRNASec

292 VOL.1 NO.5 • 285–297 • 2006 www.acschemicalbiology.orgATAIDE AND IBBA



growth (118). The class I version of LysRS is always less
active when compared to the class II version, which
seems to be more robust with respect to cognate amino-
acylation (27, 28, 118). Interestingly, LysRS1 is not
significantly inhibited by AEC either in vitro or in vivo,
indicating different mechanisms of recognition and
discrimination of lysine and analogues compared to
LysRS2 (Figure 3) (118, 119). The fact that AEC is a natu-
rally occurring metabolite (discussed in ref 119), and
represents one of the possible compounds which might
have exerted a selective pressure in the evolution of two
distinct LysRSs with different discrimination of lysine
analogues, makes LysRS1 a good candidate to be
exploited as an antimicrobial drug target. The require-
ments of an organism to retain either LysRS1 or LysRS2
are likely based on the necessity for a more selective
enzyme versus a more active one, possibly depending
on growth physiology and the presence of inhibitors in
the environment (27, 28).

TyrRS, ThrRS, IleRS, MetRS, and TrpRS can also be
found in certain genomes as apparent duplicates, and the
expression of the second copy is often dependent upon
the presence of inhibitors for the housekeeping version or
changes in cellular physiology (45, 120–124). The exten-
sive duplication seen among aaRSs also has important
practical implications. Clinical treatment with mupirocin
has resulted in the emergence of two resistance mecha-
nisms: high-level resistance, which derives from acquisi-
tion of a plasmid-borne IleRS ortholog, or low-level resis-
tance resulting from point mutations at two sites in the
gene encoding IleRS (41, 125–127). Studies have
demonstrated that the low level of resistance can be
reverted by compensatory mutations acquired when the
organism is not under antimicrobial pressure (41, 125).

Screening of new potent synthetic drugs targeting
bacterial MetRS has identified resistant organisms
harboring two copies of MetRS. The second copy, which
is resistant to the synthetic compounds, possesses an
insertion of 27 aa around the active site and is present
in several organisms (121). Bioinformatics studies have
identified the origin of the second copy of MetRS as
deriving from soil-dwelling bacteria which have never
been exposed to these synthetic inhibitors (120). These
examples summarize how aaRSs can readily adapt and
evolve to gain specific functions and avoid degeneracy
during decoding. The robust scaffold on which aaRSs
are built allows such adaptations to different conditions
to which an organism might be exposed, such as the

presence of potent inhibitors. While a drawback in some
instances, gene duplication can be exploited to under-
stand the extent of plasticity of aaRSs and characterize
the weaknesses of both copies, thereby using this
feature of aaRSs to develop new drugs potentially less
susceptible to resistance.

Conclusions. In recent years, the discovery of new
functions and activities among the aaRSs has broad-
ened our knowledge of these essential housekeeping
enzymes. Proteomics studies, along with the search for
other substrates within the cell, have shown that aaRSs
are more versatile than previously believed. In parallel,
efforts to expand the genetic code to allow the insertion
of unnatural aa have focused on first modifying aaRS
specificity (14, 128). On the basis of the often severe
loss of activity in many of these modified aaRSs, and
studies with inhibitors on the mechanism of substrate
recognition, it is becoming clearer how specificity has
evolved in these enzymes. Certain aaRSs have appar-
ently evolved to acquire the best balance between
activity and specificity, depending on how easily a
mistake could be made in misacylating cognate tRNA
under particular physiological conditions.

Contrary to the common belief that aaRS evolution was
primarily driven by tRNA recognition, there has been
significant selective pressure to discriminate the cognate
aa from other small molecules in the cell. A particularly
striking illustration of this comes from the recent
discovery of an aaRS specific for the rare amino acid
pyrrolysine (129, 130). Understanding the mechanisms
by which aaRSs discriminate small molecules provides
the opportunity to design drugs that are small molecule
inhibitors of specific aaRSs. Characterization of the
mechanisms of substrate recognition at the active and
editing sites provides a rationale for the development of
potent inhibitors for a specific aaRS, which will require
structural and biochemical data to improve the design of
drugs targeting each of these sites. In parallel, genomics,
bioinformatics, and proteomics offer a better potential to
identify trans-editing proteins and tRNA-dependent aa
biosynthesis and circumvent the most common mode of
aaRS resistance, namely, duplication, further enhancing
the promise of success for new inhibitors.
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A rginine-rich peptides such as
oligoarginines (1, 2) and Tat (3) have
been shown in numerous studies to

translocate across biomembranes. These
peptides have been utilized as delivery
vectors that bring exogenous proteins and
various molecules into cells to modulate
cellular functions. There is still dispute as to
exactly how these cationic peptides enter
cells, but we and others have shown that
the guanidinium cations on arginine resi-
dues play crucial roles in intracellular
delivery (4–8). We have also recently shown
that negatively charged counteranions with
high hydrophobicity, such as phosphatidyl-
glycerol and pyrenebutyrate, can exert a
great influence on the translocation
behavior of arginine peptides in artificial
membranes (9–11). The positively charged
arginine peptides electrostatically interact
with the counteranions to increase their net
hydrophobicity, thus, facilitating direct
translocation through the lipid bilayers. The
particular effectiveness of polyaromatic tails
as found in pyrenebutyrate is thought to
originate from ion pair stabilization of the
aromatic surface as well as accelerated
translocation due to their interfacial prefer-
ence (10, 11).

Focusing on the concept of counteranion-
mediated delivery, we first investigated
whether counteranions can have effects on
the translocation of arginine-rich peptides
through biological membranes of live cells.
Pyrenebutyrate was selected as one of the

representative counteranions, and octa-
arginine (R8) as a representative peptide
vector (Figure 1, panel a). Preliminary quan-
tification assay using fluorescence-activated
cell sorter (FACS) has shown the significant
increase in total cellular uptake of R8 into
living cells in the presence of pyrenebutyrate
(10). Therefore, microscopic observation
was performed to examine the effect of
pyrenebutyrate on the methods of internal-
ization of R8 peptide as well as the intra-
cellular distribution.

HeLa cells were preincubated with
pyrenebutyrate, followed by incubation with
Alexa 488-labeled R8 peptide. The R8
peptide diffusely localized throughout the
cytosol and more strongly in the nucleus
(Figure 1, panels b and c). Surprisingly, this
pattern of fluorescence was observed within
a few minutes’ treatment of the cells with
the R8 peptide after the initial 2-min prein-
cubation with pyrenebutyrate (Figure 1,
panel b). This diffuse labeling of internalized
peptide was seen in almost all the cells,
and very few endosome-like punctate
signals were observed in this time period.
Conversely, no significant R8 peptide fluo-
rescence was observed in the cells incu-
bated in the absence of pyrenebutyrate
(Figure 1, panel d). This suggests a critical
role for this compound in peptide transloca-
tion. Internalization of the R8 peptide was
also observed by the treatment of the cells
with the R8 peptide prior to addition of
pyrenebutyrate or by the simultaneous addi-
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ABSTRACT Intracellular delivery of bioactive
molecules using arginine-rich peptides, including
oligoarginine and HIV-1 Tat peptides, is a recently
developed technology. Here, we report a dra-
matic change in the methods of internalization
for these peptides brought about by the pres-
ence of pyrenebutyrate, a counteranion bearing
an aromatic hydrophobic moiety. In the absence
of pyrenebutyrate, endocytosis plays a major
role in cellular uptake. However, the addition of
pyrenebutyrate results in direct membrane trans-
location of the peptides yielding diffuse cytosolic
peptide distribution within a few minutes. Using
this method, rapid and efficient cytosolic delivery
of the enhanced green fluorescent protein (EGFP)
was achieved in cells including rat hippocampal
primary cultured neurons. Enhancement of bio-
activity on the administration of an apoptosis-
inducing peptide is also demonstrated. Thus, cou-
pling arginine-rich peptides with this hydrophobic
anion dramatically improved their ability to trans-
locate cellular membranes, suggesting the great
impact of this approach on exploring and control-
ling cell function.
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tions of the R8 peptide and pyrenebutyrate.
However, the internalization efficiency of the
peptide in the latter two cases seems to be
slightly lower than in the former case,
presumably due to the more prominent
aggregation of pyrenebutyrate with R8
peptide (Supplementary Figure 1). There-
fore, later experiments were conducted by
incubating cells with pyrenebutyrate prior to
addition of peptide. The quantity of internal-
ized peptide in the presence of 50 �M
pyrenebutyrate increased linearly with
increasing peptide concentration, and no
significant threshold in the peptide concen-
tration was observed for the cellular uptake
under the given conditions (Figure 1,
panel f). Damage to the plasma membranes
by this pyrenebutyrate/R8 treatment would

yield nuclear staining with propidium
iodide. However, no nuclear staining was
observed, suggesting that this cytosolic
peptide labeling was not due to membrane
disruption (data not shown). The integrity of
the membranes and the absence of cyto-
toxicity by this treatment were further
confirmed by the lactate dehydrogenase
(LDH) release assay and MTT [�3-(4,5-
dimethylthiazol-2-yl)-2,5-diphenyl-2H-
tetrazolium bromide] assay (Figure 1,
panels g and h, respectively). This efficient
cytosolic delivery of the R8 peptide in the
presence of pyrenebutyrate was similarly
observed in other cell lines such as COS-7,
PC12, CHO-K1, and RAW264.7 (data not
shown) and was also observed with other
membrane-permeable peptides derived

from HIV-1 Tat (12), HIV-1 Rev (4), and
Antennapedia (Penetratin) (13) (Supple-
mentary Figure 2), indicating the wide appli-
cability of this concept.

The ultimate goal of this technology
should be the delivery of large molecular
weight proteins into the cytosol. To assess
the effectiveness of this approach to cyto-
solic protein delivery, an enhanced green
fluorescent protein (EGFP) bearing an R8
segment on its N-terminus (R8-EGFP,
molecular mass �30 kDa) was prepared.
Surprisingly, a similarly diffuse R8-EGFP
fluorescence was observed in more than
70% of the HeLa cells (Figure 2, panel a, left
and middle panels). As in the case of the
R8 peptide (Figure 1, panel c), R8-EGFP
was distributed diffusely in the cytosol
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Figure 1. Direct and facile translocation of the R8 peptide into the cyotsol in the presence of pyrenebutyrate without using
endocytosis. a) A schematic representation of pyrenebutyrate (1-pyrenebutyric acid)-mediated delivery of the octaarginine (R8) vector
into cells. b) A time-course observation of peptide internalization. HeLa cells were preincubated with pyrenebutyrate in PBS for 2 min
prior to the addition of R8-Alexa in PBS (see Methods) at 37 °C and analyzed by confocal microscopy without washing the cells. c)
Prominent cytosolic diffusion of the R8 peptide in the presence of pyrenebutyrate in PBS. HeLa cells were incubated for 4 min with
R8-Alexa in the presence of pyrenebutyrate after pretreatment with pyrenebutyrate as in panel b. d) In the absence of pyrene-
butyrate, no significant signals of R8-Alexa were observed under the same conditions. e) When HeLa cells were incubated with R8-
Alexa (10 �M) in a serum-containing medium for 1 h at 37 °C, punctate signals of the peptide suggestive of endocytic uptake were
predominantly observed. Scale bar, 20 �m (panels c–e). f) Peptide concentration-dependent increase in cell-associated fluorescence
in pyrenebutyrate-treated cells. g) No significant effect of the pyrenebutyrate treatment on cell membrane integrity (LDH release
assay). h) No significant pyrenebutyrate-induced cytotoxicity. Error bars represent the mean � standard deviation (SD) of three
samples (panels f–h).
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but also strongly in the nucleus (Figure 2,
panel a, middle panel), which is very simi-
lar to that of the corresponding protein
intracellularly expressed by transfection
(Figure 2, panel b). The efficiency of ob-
taining EGFP fluorescent cells was much
higher compared to transfection. In contrast,
when the cells were similarly incubated with
EGFP lacking the R8 segment in the pres-
ence of pyrenebutyrate, no significant
signals of EGFP were observed (Figure 2,
panel a, right panel).

Transfection of nondividing cells such as
neuronal primary cultures is difficult. We
therefore determined whether the effects
of pyrenebutyrate were also observed in
rat hippocampal primary cultured neurons.
Confocal microscopic observation of the
cells revealed that these cells stained
strongly for R8-EGFP (Figure 2, panel c).
Interestingly, it was often observed that
neurites were as effectively stained as the
cell bodies. At this concentration, inter-
nalization of the R8-EGFP was observed
for about 40% of the hippocampal cells.
When the concentration of R8-EGFP was
raised to 20 �M, this increased to �80%
(Figure 2, panel d). No significant toxicity
was observed under these treatments.

It is important to determine whether these
pyrenebutyrate effects can be expanded to
show a biological effect due to increased
translocation of a delivery vector; the results
of quantification of cell-associated peptides
and the eventual biological effects are not
universally parallel (14). We therefore ap-
plied this counteranion-mediated delivery
to investigate whether this compound would
enhance the effects of an apoptosis-inducing
peptide (pro-apoptotic domain peptide,
PAD) (15) that mediates its effect in the
cytosol. PAD is an amphiphilic basic peptide
including 14 residues of D-amino acids,
D-(KLAKLAK)2. It has been reported that cyto-
solic delivery of the PAD peptide leads to
mitochondrial membrane disruption and
eventual apoptosis (14–16). On the other

hand, the peptide is nontoxic without being
internalized into cells.

A dramatic effect of the addition of
pyrenebutyrate was confirmed by the obser-
vation of mitochondrial depolarization using
a mitochondrial membrane-potential-
sensitive dye, JC-1. This marker exhibits a
potential-dependent accumulation in mito-
chondria (J-aggregates), and they are
observed as red fluorescence. When the
mitochondrial membrane is depolarized,
the fluorescence changes to green (17).
When HeLa cells were treated with R8-PAD
in the absence of pyrenebutyrate, red fluo-
rescent aggregation was predominantly
observed (Figure 3, panel a, left and center
panels). In contrast, when the cells were
pretreated with pyrenebutyrate, green fluo-
rescence was observed in substantially all
of the cells (Figure 3, panel a, right panel)
only after this treatment with R8-PAD. This

suggests that effective mitochondrial de-
polarization was accomplished by the ac-
celerated internalization of R8-PAD in the
presence of pyrenebutyrate. The biological
effect was also assessed on the basis of
cell death induction mediated by the intra-
cellularly delivered apoptosis-inducing
peptide (R8-PAD) using MTT assays. Cell
viability was approximately 50% (Figure 3,
panel b). However, preincubation of cells in
pyrenebutyrate (10 min) before addition of
the R8-PAD peptide reduced cell viability,
and the enhancement of cell death was de-
pendent on the concentration of pyrene-
butyrate. The highest activity (�20% cell
viability) was observed in cells treated in
the presence of 50 �M pyrenebutyrate.
These results suggest that not only cellular
uptake but also the biological effect can be
enhanced by this counteranion-mediated
delivery.

c 20 µM EGFP Without pyrenebutyratedEGFP Phase

a b

Figure 2. Efficient cytosolic delivery of EGFP protein attained. a) Internalization of the
enhanced green fluorescent protein (EGFP) bearing the R8 peptide (R8-EGFP) into HeLa
cells. Cells were treated with R8-EGFP (10 �M) in PBS in the presence of pyrene-
butyrate as described in Figure 1, panel c (left and middle panels). EGFP without the R8
segment (10 �M) showed very little internalization even in the presence of
50 �M pyrenebutyrate (right panel). b) A similar cellular localization pattern as in
panel a was observed in cells transfected with the plasmid coding R8-EGFP (pR8-EGFP).
c) Internalization of R8-EGFP into neurites including cell bodies of hippocampal primary
cultured neuronal cells. The cells were treated as in panel a. d) Diffuse labeling was
observed in more than 80% of the cells within 4 min after treatment with pyrenebutyrate
(50 �M) and R8-EGFP (20 �M) in PBS (left panel). No significant internalization of
R8-EGFP was observed for the cells similarly treated in the absence of pyrenebutyrate
(right panel). Scale bars, 20 �m (panel a–c) and 50 �m (panel d).
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As for mechanisms that enable this effi-
cient internalization, a direct membrane
translocation without a requirement for
endocytosis is postulated (Figure 1,
panels b and c). As support of this, a very
similar cellular distribution, as well as
increase in cellular uptake, was observed in
the presence of pyrenebutyrate even when
the cells were treated with R8-Alexa at 4 °C,
where endocytosis does not work (Supple-
mentary Figure 3). This yields a marked
difference from observations of cells treated
with 10 �M R8 peptide at 37 °C in the
absence of pyrenebutyrate (Figure 1,
panel e); the punctate signals observed in
the perinuclear area suggested that the
majority of the peptide in this case was
taken up and was trapped in endocytic
vesicles (14, 18). In addition, the impor-
tance of the membrane potential is
proposed as a driving force in this
counteranion-mediated translocation
(Supplementary Figure 4), as was
observed for the internalization of
arginine-rich peptides into liposomes
(19) and suspension cells (20) in the
absence of pyrenebutyrate.

Interestingly, the fluorescence
microscopic images of the pyrene-
butyrate indicated that the majority
of the pyrenebutyrate stayed in the
membrane compartments in the cells,
especially those in the perinuclear
region (Figure 4). The intracellular
distribution of pyrenebutyrate was
observed after only 2 min incubation
with the cells; this molecule freely
diffuses through the plasma mem-

brane and cytosol to reach the membrane
compartments. No significant differences in
cellular distribution were observed by the
treatment of the cells with the R8 peptide.
Therefore, pyrenebutyrate acts “like a trans-
location catalyst” to accelerate the translo-
cation of the peptides. In addition, once the
R8 peptide was delivered into cells, pyrene-
butyrate could be immediately removed
from cells simply by washing in PBS, and
this would prevent possible damage to the
cells that may be induced by a prolonged
incubation with pyrenebutyrate (Figure 4).

As shown above, the pyrenebutyrate-
mediated translocation of arginine-rich
peptides achieves direct and efficient
delivery of bioactive proteins bearing argi-
nine vectors into the cytosol. Importantly,
this increase in translocation was shown to
manifest in a biological response. As there
was no toxicity associated with this proce-

dure, these results should open new oppor-
tunities to the utilization of this approach to
the studies in cell biology. This approach
can also be applicable to the introduction of
chemically modified proteins, e.g., with fluo-
rescent moieties and cross-linking agents
into cells, as well as natural bioactive
proteins. High-throughput screening
systems may be established by using this
system. Great possibility in the interface of
chemistry and biology will come up to
explore and control cell function.

This approach has a limitation in that it is
not applicable in the presence of a medium
or serum; the competition with various ionic
species in the medium would hamper the
interaction of the arginine vectors with
pyrenebutyrate. Screening efforts to find
serum-insensitive counteranion activators
are ongoing. However, the high efficiency of
this approach would outweigh this limita-
tion. A few minutes’ treatment of the cells

with pyrenebutyrate/peptides in PBS
is sufficient for enhancing transloca-
tion, and the incubation medium
could then be replaced with a more
complete medium for longer incuba-
tions. For therapeutic applications,
an ‘ex-vivo’-like approach may be
employable, where isolated cells are
treated with target proteins and then
incorporated into the body again.

Overall, considering these
outstanding features, the
pyrenebutyrate-mediated delivery
using arginine-rich peptides will
provide a new concept in membrane
translocation.
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Figure 3. Reinforcement of cytosolic activity by
the proapoptotic domain (PAD) peptide
intracellularly delivered in the presence of

pyrenebutyrate. a) Accelerated cancellation of the mitochondrial membrane potential by the R8-PAD peptide in the presence of pyrenebutyrate. As
controls, HeLa cells were treated with R8-PAD (5 �M, 4 min) in serum containing �-MEM (left panel) or PBS (middle panel) in the absence of
pyrenebutyrate. Alternatively, the cells were treated with pyrenebutyrate (2 min) prior to incubation with R8-PAD (4 min) (final concentration of
pyrenebutyrate and R8-PAD, 50 and 5 �M, respectively) (right panel). The effect of the PAD peptide on the respective cells was then analyzed by
confocal microscopic observation after washing the cells twice with PBS and incubating with a mitochondrial membrane potential-sensitive
marker, JC-1 (5 �M) at 37 °C for 30 min. Scale bar, 20 �m. b) Enhanced cytosolic activity of the PAD peptide by pyrenebutyrate. Error bars
represent the mean � SD of six samples.

Pyrenebutyrate + R8Pyrenebutyrate PBS wash

Figure 4. PBS wash of the cells yields immediate removal
of pyrenebutyrate from cells. HeLa cells were treated with
pyrenebutyrate for 2 min (left panel), followed by
nonfluorescently labeled R8 peptide (final concentration of
pyrenebutyrate and R8, 50 and 10 �M, respectively) for
4 min, and immediately analyzed by fluorescence
microscopy without washing (middle panel) or,
alternatively, washed 3� with PBS prior to microscopic
observation (right panel). Scale bar, 20 �m.
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METHODS
Peptides and Proteins. All the peptides used in

this report were chemically synthesized by Fmoc
(9-fluorenylmethyloxycarbonyl) solid-phase
peptide synthesis as reported (16). Actual
sequences of the synthesized peptides: R8-Alexa,
RRRRRRRRGC(Alexa)-amide; Tat-Alexa, GRKKRRQR-
RRPPQC(Alexa)-amide; Rev-Alexa, TRQARRNR-
RRRWRERQRGC(Alexa)-amide; Penetratin-Alexa,
RQIKIWFQNRRMKWKKGC(Alexa)-amide; R8-PAD
(16), RRRRRRRRGG-D-(KLAKLAK)2-amide. The EGFP
protein bearing (His)6 and (Arg)8 segments and a
thrombin cleavage site on its N-terminus (R8-EGFP)
and the EGFP bearing (His)6 and thrombin
cleavage site (lacking R8) were prepared as previ-
ously reported (16). Details in preparation of the
peptides and protein were described (see
Supporting Information).

Confocal Microscopy. 2 � 105 cells were plated
into 35-mm glass-bottomed dishes (Iwaki) and
cultured for 48 h. After removing the medium,
the cells were washed twice with PBS. The cells
were first incubated with pyrenebutyrate
(1-pyrenebutyric acid) (67 �M) in PBS for 2 min,
and then the peptide solution in PBS (40 �M) was
added to yield the final concentration of pyrene-
butyrate and peptides (50 and 10 �M, respec-
tively). A 20 �M peptide solution in PBS was
employed to obtain a final peptide concentration
of 5 �M. After incubation for 4 min, the cells were
washed with PBS (�5). Distribution of the fluores-
cently labeled peptides was analyzed without
fixing using a confocal scanning laser microscope
(Olympus FV300) equipped with a 40� objective
lens. For the observation of hipocampal primary
cultures, a Zeiss LSM510 equipped with a 63�
objective lens was employed. For 4 °C experi-
ments, cells were preincubated in a refrigerator
(4 °C) for 1 h. Washing and incubation of the cells
were then conducted using cold PBS and the
4 °C-refrigerator, respectively, prior to observation
of the cells in cold PBS. For the experiments with
the mitochondrial membrane potential probe JC-1,
the cells were preincubated with pyrenebutyrate
(2 min) prior to R8-PAD treatment (4 min) (final
concentration of pyrenebutyrate and R8-PAD, 50
and 5 �M, respectively). After washing twice with
PBS and incubation with JC-1 (5 �M) for 30 min in
�-MEM containing 10% (v/v) calf serum, the cells
were analyzed with confocal microscopy.

Fluorescence Microscopy. The cells were treated
as stated above using nonfluorescently labeled R8
peptide instead of R8-alexa. Distribution of
pyrenebutyrate was analyzed by a fluorescence
microscope (Olympus IX-50) equipped with a 20�
objective lens using Hg lamp as a light source
(excitation, 330–385 nm; emission, �420 nm).

Quantitation of Peptide Uptake. HeLa cells were
preincubated with pyrenebutyrate in PBS for 5 min
prior to the addition of increasing concentrations
of R8-Alexa in PBS at 37 °C; final concentration of
pyrenebutyrate was fixed at 50 �M. After incuba-
tion for 15 min, the internalized peptide was
analyzed by FACS.

LDH Release Assay. HeLa cells were incubated
with pyrenebutyrate in PBS for 5 min and then with
peptide in the presence of pyrenebutyrate for

30 min. LDH release was calculated from the
percentage of the released LDH in pyrenebutyrate-
treated cells relative to that of cells treated with
1% (v/v) Tween 20 under the same conditions.

MTT Assay. HeLa cells were treated with 50 �M
pyrenebutyrate for 10 min followed by 5 �M R8 or
Tat in the continued presence of pyrenebutyrate
for 20 min in PBS. Following 2� PBS washes, the
cells were further incubated in the absence of
pyrenebutyrate and peptides for 24 h in �-MEM
containing 10% (v/v) calf serum. Cell viability was
then analyzed by MTT assay. HeLa cells were
pretreated with pyrenebutyrate for 10 min,
followed by incubation with R8-PAD (5 �M) for
20 min in PBS. The cells were washed with PBS
and incubated in �-MEM containing 10% (v/v) calf
serum for 24 h. Cell viability was then analyzed by
the MTT assay.
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ABSTRACT Altered cellular bioenergetics are
implicated in many disease processes, and modu-
lating the F1F0-ATPase, the enzyme responsible
for producing the majority of ATP in eukaryotic
cells, has been proposed to have therapeutic
utility. Bz-423 is a 1,4-benzodiazepine that binds
to the oligomycin sensitivity-conferring protein
subunit of the mitochondrial F1F0-ATPase and
inhibits the enzyme. In response to Bz-423, cells
moderately decrease ATP synthesis and signifi-
cantly increase superoxide, resulting in redox-
regulated apoptosis. Administering Bz-423 to
autoimmune mice leads to apoptosis of patho-
genic cells and potent attenuation of disease pro-
gression. To determine if a mechanism of action
distinguishes Bz-423 from toxic F1F0-ATPase
inhibitors like oligomycin, we studied how both
compounds inhibit the enzyme. Oligomycin is a
high-affinity mixed inhibitor, displaying time-
dependent inhibition, resulting in severe deple-
tion of ATP. In contrast, Bz-423 is an allosteric
inhibitor with lower affinity that rapidly dissoci-
ates from the enzyme. Our data support a model
in which the interplay of these features underlies
the favorable properties of Bz-423. They also rep-
resent key criteria for the development of thera-
peutic F1F0-ATPase inhibitors, which should have
utility across a range of areas.

I nhibiting the mitochondrial F1F0-ATPase
in respiring cells has two direct conse-
quences: ATP concentration decreases

and mitochondria transition from active to
resting respiration (state 3 to 4) (1). Each of
these responses affects a series of different
physiologic processes. During a state 3 to 4
transition, the proton motive force within
mitochondria becomes sufficiently high
that intermediates capable of one electron
reduction reactions have extended half-lives
(2). These conditions favor the production of
O2

–, which can function as a signaling mole-
cule initiating apoptosis. In cells that rely
on oxidative phosphorylation, ATP levels
decrease in proportion to the extent that the
F1F0-ATPase is inhibited, and if they drop too
much, the metabolic consequences are
severe and necrosis ensues (3).

Bz-423 is a cytotoxic 1,4-benzodiazepine
(2, 4) that binds to the oligomycin sensi-
tivity-conferring protein (OSCP) subunit of
the F1F0-ATPase and inhibits the enzyme
(5) resulting in redox-regulated apoptosis
(2). While how OSCP binding inhibits the
enzyme is not clear, Bz-423 likely blocks
and/or induces a conformational change
required for catalysis. Administering Bz-423
to lupus-prone mice causes lineage-specific
apoptosis in splenocytes and significant
disease amelioration (2, 4). Unlike current
lupus drugs, Bz-423 suppresses autoim-
mune disease without affecting normal
immune function.

Prior studies have identified abnormali-
ties in lupus lymphocytes, which, given the
cellular mechanism of Bz-423-induced
apoptosis, can account for its selectivity
in vivo for autoimmune versus normal

lymphocytes (6). However, these findings
cannot explain why, unlike most F1F0-
ATPase inhibitors which are poisonous (e.g.,
oligomycin) (7), Bz-423 is therapeutic and
not toxic to tissues that utilize aerobic ATP
production. Therefore, we investigated if the
differences between oligomycin and Bz-423
could be distinguished based on their
effects on F1F0-ATPase activity (8).

Bz-423 decreases the apparent Vmax

(Figure 1, panel a) and Km (Figure 1, panel b)
of ATP hydrolysis, while the apparent Vmax/Km

(Figure 1, panel c) remains unchanged;
Bz-423 only inhibits an enzyme–substrate
(ES) complex (i.e., it is an uncompetitive
inhibitor (8–10)). The concentration range
of MgATP examined spans that for transi-
tioning from a slow rate of hydrolysis with
only one catalytic site filled to a physiologic
rate (11). These data suggest that Bz-423
mainly inhibits ATP hydrolysis when two or
three catalytic sites are occupied with nu-
cleotide (12–14). A three-dimensional fit
of the dependence of kinetic data confirmed
that the uncompetitive model is the best
fit of the data (Table 1, top). In contrast,
oligomycin is a noncompetitive inhibitor
of ATP hydrolysis; it inhibits both E and ES
(Table 1, top; Figure 1, panels d–f).

For ATP synthesis, Bz-423 decreases the
apparent Vmax (Figure 2, panel a), increases
the apparent Km (Figure 2, panel b), and
decreases Vmax/Km (Figure 2, panel c),
consistent with mixed inhibition. To fit the
dependence of Vmax/Km on Bz-423 concen-
tration, it was necessary to include a cooper-
ativity factor accounting for binding to E (nE)
with a stoichiometry �1, which generated a
competitive inhibition constant (Ki(E)) of
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7.2 � 0.3 �M, with nE of 2.4 � 0.3. The
dependence of Vmax on Bz-423 concentra-
tion can be reasonably described assuming
no cooperativity for binding ES (i.e., nES � 1;
Figure 2, panel a); including a cooperativity
factor does not significantly alter the kinetic
parameters and leads to an uncompetitive
inhibition constant (Ki(ES)) of 11 � 2 �M,
with nES of 1.4 � 0.4. A three-dimensional
fit of the dependence of initial velocity on

concentrations of both MgADP and Bz-423
using the cooperativity factors determined
above closely models the raw data (Figure 2,
panel d) and affords Ki(E) � 6.9 � 0.3 �M
and an uncompetitive inhibition constant
Ki(ES) � 10 � 1 �M (Table 1, bottom).

Since there is no cooperativity under
hydrolytic conditions, during ATP synthesis, it
is likely that the proton motive force alters the
conformation of the enzyme such that in the

free state, particularly at low MgATP concen-
tration, binding sites not present during
hydrolysis are revealed (15). The location of
these additional binding sites is not clear,
since only one copy of the OSCP is present in
each F1F0-ATPase (1). However, the F1F0-
ATPase contains several nonspecific recogni-
tion sites for hydrophobic molecules, and it is
possible that binding to these sites accounts
for the increased stoichiometry (16). Since

TABLE 1. Kinetic parametersa

Inhibitor
Mechanism
of inhibition

Vmax

(�mol min�1 mg�1)
Km (mM) nE

d Ki (E)
e nES

f Ki (ES)
g

Bz-423b uncompetitive 0.72 � 0.01 0.30 � 0.01 – – 1.0 � 0.1 11.0 � 0.4
oligomycinb noncompetitive 0.77 � 0.03 0.12 � 0.02 1.1 � 0.3 11.0 � 3.0 1.2 � 0.1 13 � 1
Bz-423c mixed 0.088 � 0.005 0.08 � 0.01 2.4 � 0.3 6.9 � 0.3 1.4 � 0.4 10 � 1
oligomycinc mixed 0.089 � 0.003 0.12 � 0.01 3.6 � 0.5 10.5 � 0.9 1.6 � 0.3 12 � 1

aKi values are �M for Bz-423 and nM for oligomycin. Parameters (� SE) were obtained from three-dimensional fits of velocity, [S], and [I], as described
in the legends of Figures 1 and 2. bHydrolysis. cSynthesis. dnE � cooperativity factor for competitive inhibition constant. eKi(E) � inhibition constant
describing competitive portion of the mixed inhibition. fnES � cooperativity factor for uncompetitive inhibition constant. gKi(ES) � inhibition constant
describing competitive portion of the mixed inhibition.
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Figure 1. Hydrolysis
inhibition kinetics
measured using bovine
submitochondrial
particles (SMPs).
Bz-423 decreases both
a) the apparent Vmax

b) and Km of ATP
hydrolysis, with no
change in c) Vmax/Km.
In contrast, oligomycin
decreases d) the
apparent Vmax f) and
Vmax/Km, with e) no
change in Km. The plots
of the apparent kinetic
parameters in panels a,
b, d, and f were fit
using eq 1 as described
in Methods. The data
in this figure are taken
from ref 5.
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1,4-benzodiazepines can also bind to ATP
recognition sites within proteins (17), the
increased stoichiometry may result from
binding of Bz-423 to the catalytic sites in F1.

Analysis of the ATP synthesis inhibition
kinetics showed that oligomycin is a mixed
inhibitor and, like Bz-423, binds coopera-
tively to the enzyme (Table 1, bottom). The
binding site for oligomycin is in the trans-
membrane region of the c-subunits, which
compose part of the proton channel in F0

(1, 16). Within this region of the enzyme,
macrolides such as apoptolidin bind, and
the recognition sites for these compounds
overlap (18). Hence, the increased stoichi-

ometry observed compared to hydrolysis
may result from binding to these overlap-
ping sites.

Inhibition of Na,K-ATPases with oligo-
mycin is time-dependent and results from a
slow rate of dissociation from the enzyme
(0.05 s�1) (19). Since time-dependent inhi-
bition can have profound effects on the
function of the F1F0-ATPase, we examined
the off-rate of Bz-423 and oligomycin during
ATP synthesis. Submitochondrial particles
(SMPs) were incubated with inhibitor above
the Ki (14 �M Bz-423 or 35 nM oligomycin),
which reduces ATP synthesis activity of the
enzyme to 27% (Bz-423) and 14% (oligo-

mycin) of that observed in the absence of
inhibitor. Inhibited SMP suspensions were
diluted into buffer, and activity was
measured over time. Enzymatic activity of
the SMPs incubated with Bz-423 had recov-
ered to 90% of control at 10 s, suggesting
rapid dissociation (Figure 3). In contrast, the
activity of the enzyme incubated with oligo-
mycin was only 54% of the uninhibited
activity at 10 s, and increased for several
minutes after dilution (Figure 3). The time
dependence of the recovery of activity fit to a
single exponential, yielding an apparent
dissociation rate constant for Bz-423
�0.3 s�1, which is fast. However, dissocia-
tion of oligomycin is complex, and a portion
of the inhibitor dissociates at least 10-fold
slower, consistent with a tight-binding,
slow-dissociating inhibitor (20). Presum-
ably, the constraints of a high-affinity inhib-
itor dissociating from the membrane-
embedded proton channel present a signifi-
cant barrier for dissociation resulting in a
slow off-rate.

Time-dependent inhibition explains why
even low oligomycin concentrations lead to
large decreases in ATP levels (5, 21). Inhib-
iting the F1F0-ATPase decreases the rate of
ATP synthesis, which serves to increase
levels of mitochondrial ADP (22). While
increased substrate partly offsets competi-
tive inhibition by oligomycin (Ki �� Km), it
also potentates the uncompetitive arm of
the mechanism (8). Hence, the slow off-rate,
mechanism, and affinity of oligomycin
combine to potently block all states of the
F1F0-ATPase. Although oligomycin also
causes mitochondria to undergo a state 3 to
4 transition like Bz-423, these effects are
outweighed by the large decrease in cellular
ATP levels (3).

The recognition site for Bz-423 is the
OSCP, which is solvent-exposed (23). The Ki

values for the competitive and uncompeti-
tive components of inhibition of ATP
synthesis by Bz-423 are micromolar and
above Km. Estimates of in vivo mitochondrial
ADP concentration range from high micro- to
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Figure 2. Bz-423 synthesis inhibition kinetics measured using SMPs. Under conditions of
varying [MgADP], a) Bz-423 decreases the apparent Vmax, b) increases the apparent Km, and c)
decreases the apparent Vmax/Km of ATP synthesis. The plots of the kinetic parameters in panels
a, b, and c were initially fit using eqs 2, 3, and 4, respectively, with nE and nES set to 1 (dashed
lines). The plots were re-fit using these equations allowing nE and nES to vary (solid lines),
yielding nES � 1.4 � 0.4 and nE � 2.4 � 0.3. Similar results were obtained under conditions of
varying [Pi]. d) The mixed model described by eq 7 in Methods, with nE and nES set to 2.4 and
1.4, respectively, was then used to generate a series of theoretical curves of velocity (v) versus
[MgADP] for each [Bz-423] (�M; 0, black; 2.5, purple, 5, blue; 7.5, green; 10, yellow; 15,
orange; and 20, red).
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millimolar levels (25), which is sufficient
to prevent competitive inhibition of ATP syn-
thesis by Bz-423. Since these ADP concen-
trations are sufficient to saturate all three
catalytic sites of the F1F0-ATPase (11), un-
competitive inhibition should be optimal
and likely accounts for the observed inhibi-
tion (8). The therapeutic dosage of Bz-423
yields peak plasma levels similar to Ki(ES)

and to the EC50 for Bz-423-induced apoptosis
(2). Although this concentration of Bz-423
has little effect on ATP concentration (5), it
is sufficient to trigger a respiratory transition
that signals apoptosis. Thus, the interplay of
affinity, kinetics, mechanism, and pharma-
cokinetics prevents the metabolic collapse
and resultant toxicities observed with oligo-
mycin.

While drug discovery typically focuses on
competitive antagonists, allosteric inhibi-
tors with properties like Bz-423 can afford
a superior therapeutic profile (8, 9). This
point is exemplified by attempts to develop

N-methyl-D-asparate (NMDA) receptor
antagonists. Initial efforts focused on high-
affinity, competitive inhibitors; however,
these compounds are toxic due to their slow
dissociation rates and consequent accumu-
lation in the receptor. Lower affinity competi-
tive antagonists are not active, since they
are readily displaced by endogenous ligand
(glutamate). Memantine is an uncompetitive
inhibitor with micromolar affinity that rapidly
dissociates from the receptor (26). Since
memantine is uncompetitive and does not
compete with glutamate, high affinity is not
required for activity, and like Bz-423 and the
F1F0-ATPase, memantine modulates the
receptor in a way that preserves normal
function.

ATPases are being increasingly recog-
nized as therapeutic targets (24). However,
the therapeutic potential of the F1F0-ATPase
has yet to be realized, since it has generally
been disregarded due to the toxicity of
molecules like oligomycin (7). Our data
reveal how binding site, kinetics, and
mechanism of inhibition combine to afford
different biochemical changes in response
to F1F0-ATPase inhibition, ultimately
resulting in differential efficacy and toxicity
(1, 4), and serve as criteria for selecting and
optimizing inhibitors of this enzyme with
therapeutic potential. As altered cellular
bioenergetics are increasingly implicated in
the progression of many disease processes
(27–30), predictably modulating the F1F0-
ATPase is likely to have significant clinical
utility.

METHODS
Reagents. ADP, AMP, and P1,P5-di(adenosine)-

pentaphosphate (Ap5A) were purchased from EMD
Biosciences. ATP, NADH, NADP�, pyruvate kinase
(PK), lactate dehydrogenase (LDH), hexokinase
(HK), glucose-6-phosphate dehydrogenase
(G6PDH), and phosphoenolpyruvate (PEP) were
from Roche Applied Science. Cow hearts were
supplied by Dunbar Meat Packing.

Coupled ATP Hydrolysis Kinetics Assay. SMPs
were prepared from bovine mitochondria as previ-
ously described (5). ATP hydrolytic activity of SMPs
was measured by coupling the production of ADP
to oxidation of NADH. Briefly, 125 �L aliquots of
SMPs (57 �g mL�1) in hydrolysis buffer ((100 mM

Tris-HCl, pH 8.0, at 25 °C), MgCl2 (8 mM), KCl
(50 mM), and EDTA (0.2 mM)) were added to
96-well plates containing 5 �L of 50� drug (final)
or DMSO vehicle control (1% DMSO, final) and
incubated at 30 °C for 5 min. A 125 �L aliquot of
substrate-coupling mixture (containing varied ATP
(0.1–2.0 mM), NADH (0.2 mM), PEP (1 mM), PK
(2 U mL�1), and LDH (2 U mL�1) in hydrolysis
buffer) was then added, and the rate of NADH
oxidation was monitored for 10 min at 340 nm,
30 °C (� for NADH � 6.22 mM�1 cm�1).

Coupled ATP Synthesis Kinetics Assay. ATP
synthetic activity of SMPs was measured by
coupling production of ATP to reduction of NADP�.
Briefly, a 125 �L aliquot of SMPs (0.16 mg mL�1)
in synthesis buffer (HEPES (10 mM), succinate
(20 mM), glucose (20 mM), K2HPO4 (10 mM;
omitted under conditions of varying [Pi]), ADP
(1.2 mM; omitted under conditions of varying
[ADP]), MgCl2 (6 mM), AMP (11 mM), rotenone
(2 �M), and Ap5A (150 �M), pH 8.0) was added to
96-well plates containing 5 �L of 50� drug (final)
or DMSO vehicle control (1% DMSO, final) and
incubated at 30 °C for 5 min. A 125 �L aliquot of
substrate-coupling mixture (containing either
varied [ADP] (1.875–1200 �M) or varied [Pi]
(0.05–10 mM) and NADP� (0.75 mM), HK
(4 U mL�1) plus G6PDH (2 U mL�1) in synthesis
buffer) was added, and the rate of NADP� reduc-
tion was monitored for 15 min at 340 nm, 30 °C.
The range of substrate encompasses those neces-
sary to achieve physiological rates of catalysis,
overlaps with physiologic concentrations observed
in living cells, and can be sufficiently described
using one Km value.

Analysis of Kinetic Data. The apparent kinetic
parameters at each concentration of inhibitor were
determined by fitting the Michealis–Menten equa-
tion to the dependence of initial velocity (v) on
substrate concentration. Kinetic parameters were
plotted versus concentration of inhibitor, gener-
ating secondary plots of the effect of this inhibitor
on the hydrolysis and synthesis of kinetic parame-
ters. These secondary plots were fit using eqs 1–4,

kapp � k ⁄ (1 � [I] ⁄ Ki) (1)

Vmax�app� � Vmax ⁄ (1 � ([I] ⁄ Ki(ES))
n(ES)) (2)

Km(app) � Km(1 � ([I] ⁄ Ki(ES))
n(ES)) ⁄

(1 � ([I] ⁄ Ki(E))
n(E)) (3)

Vmax ⁄ Km(app) � (Vmax ⁄ Km) ⁄ (1 � ([I] ⁄ Ki(E))
n(E)) (4)

where kapp is the apparent kinetic parameter in the
presence of inhibitor, k is the kinetic parameter in
the absence of inhibitor, I is the inhibitor, Ki is the
inhibition constant, Ki(E) and Ki(ES) are the inhibi-
tion constants describing the competitive and
uncompetitive portions of mixed inhibition,
respectively, and n(E) and n(ES) are the cooperativity
factors for the competitive and uncompetitive inhi-
bition constants, respectively.

To confirm the best model to fit the data, a
three-dimensional fit of the dependence of initial
velocity (v) on both concentration of substrate (S)
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Figure 3. Off-rate kinetics. Bz-423 (�) and
oligomycin (�). Control SMPs were incubated
with DMSO vehicle control and diluted in a
similar fashion to determine the baseline rate
of synthesis activity. Control experiments
adding Bz-423 and oligomycin to SMPs at the
concentrations equivalent to those produced
after dilution in off-rate studies (1.4 �M and
3.5 nM, respectively) reduced the activity of
the F1F0-ATPase by 10% and 15%,
respectively. These data were fit with either a
single-exponential equation (Bz-423) or a
double-exponential equation (oligomycin)
using the measured activity in the diluted
concentrations of inhibitor as the endpoint of
the reaction.
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and inhibitor (I) was performed using equations for
uncompetitive, noncompetitive, or mixed inhibi-
tion as described by eqs 5–7, respectively.

v � (Vmax[S]) ⁄ (Km � (1 � [I] ⁄ Ki)[S]) (5)

v � (Vmax[S]) ⁄ ((1 � ([I] ⁄ Ki))Km

� (1 � ([I] ⁄ Ki))[S]) (6)

v � (Vmax[S]) ⁄ ((1 � ([I] ⁄ Ki(E))
n(E))Km

� (1 � ([I] ⁄ Ki(ES))
n(ES))[S]) (7)

Off-Rate Measurements. The rate of inhibition of
ATP synthesis was measured as described above
with the following changes. A 20 �L aliquot of
SMPs (1 mg mL–1) in synthesis buffer (with 10 mM
K2HPO4) was added to each well of a 96-well plate
containing 2.5 �L of 100� drug (14 �M Bz-423
and 35 nM oligomycin, final) or DMSO vehicle
control. The drug was diluted by adding 200 �L of
synthesis buffer to each well. Substrate-coupling
mixture (25 �L with 1 mM ADP) was added to each
well at the indicated time point, and the rate of
NADP� reduction was monitored over time.
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A New Approach for Enhancing Differential
Selectivity of Drugs to Cancer Cells
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A fundamental goal in the battle against cancer is
to design drugs that selectively target tumor
cells but have limited effects against the same

machinery in nontransformed cells. Many investigators
have attempted to direct anticancer agents toward
cancer cells by taking advantage of specific receptors or
enzymes that are known to be overexpressed on the
plasma membrane and thereby increase the concentra-
tion of drugs in the vicinity of transformed cells (1).
Although conceptually appealing, no such approaches
have proven to be highly efficacious. Unfortunately,
most conventional anticancer agents have sufficient
membrane permeability to penetrate both normal and
cancer cells to a similar extent.

We describe herein an innovative strategy by which
the selective toxicity of drugs toward cancer cells can be
rationally enhanced. We propose that drugs, with opti-
mized physicochemical characteristics, can have
considerably different intracellular distribution patterns
in normal versus transformed cells and can provide a
basis for enhancing selectivity toward malignant cells.
Specifically, it is proposed that inhibitors can accumu-
late differentially in desirable intracellular locations (i.e.,
a site containing the drug target) depending on the pH
status of the cell.

The basis for altered intracellular distribution of
inhibitors in normal versus cancer cells relies on differ-
ences in intracellular pH gradients that have been previ-
ously shown to exist. Normal cells have acidic lyso-
somes in the pH range of 4–5, whereas the cytosol is
approximately neutral. This lysosome-to-cytosol pH
gradient provides a driving force for accumulation of
weakly basic compounds into the acidic organelles. In
the cytosol, many weakly basic drugs (depending on
their pKa value) exist predominantly in a unionized state
and can readily permeate lipid bilayers. When such
bases cross the lysosomal lipid bilayer, they readily
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ABSTRACT The degree to which anticancer agents selectively target cancer cells
is a key determinant in successful therapeutic outcomes. Inhibitors of the Hsp90
molecular chaperone represent an important new class of anticancer agents. We
propose here a novel mechanism by which physiochemical properties of Hsp90
inhibitors can be optimized to increase selectivity towards cancer cells. The basis
for this approach relies on differential intracellular pH gradients that have been
shown to exist between normal and transformed cells. Five Hsp90 inhibitors con-
taining basic or neutral properties were evaluated in antiproliferation assays using
cells with variable lysosomal pH. Inhibitors with basic functionalities had reduced
activity in cells with normal (low) lysosomal pH but showed significantly greater
activity in cells with abnormally elevated lysosomal pH (similar to what has been
recorded in many types of cancer cells). Conversely, such selectivity enhancement
was not observed for neutral inhibitors. The mechanistic basis for the observed
selectivity was demonstrated quantitatively by determining the concentration of
inhibitors within relevant intracellular compartments. Collectively, these findings
suggest that Hsp90 inhibitors with optimal basicity and physicochemical proper-
ties have enhanced selectivity toward cancer cells than their neutral counterparts.
It is anticipated that these findings may be applicable to other classes of anti-
cancer agents for improvement of differential selectivity.
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ionize into their ammonium salts, which are typically
unable to diffuse back into the cytosol. This sequestra-
tion process has been referred to as ion trapping, as well
as pH-partitioning, and the theoretical basis for this
phenomenon has been previously reviewed (2).

Although the precise mechanism is undetermined, it
is clear that numerous cancer cell lines have defective
acidification of lysosomes (3–5). For example, the lyso-
somal pH of the human leukemic cell line HL-60 is 6.5,
whereas the pH of cytosol is near neutral (6). Conse-
quently, there is very little driving force for the accumu-
lation of weakly basic drugs into lysosomes in these
cells. As a result, weakly basic molecules have a greater
propensity to accumulate in the cytosol of such cells
(similar to how a neutral molecule may distribute).

Methods to quantitate the accumulation of drugs in
lysosomes and the cytosol, as well as other intracellular
compartments, have recently been reported (7, 8).
Specifically, structure–localization relationships that
correlate weak-base permeability characteristics and
pKa values with lysosomal sequestration tendency in
cells with normally acidified lysosomes have been
established (9, 10). Collectively, these evaluations have
shown that lysosomes exhibit an extremely high

capacity for
sequestering
weakly basic
molecules
possessing optimal
characteristics. For
example, the
weakly basic mole-
cule quinacrine has
been shown to
achieve concentra-
tions inside lyso-
somes which are in
excess of 750
times the concen-
tration contained in
the cell culture
medium (8). There-
fore, extensive
lysosomal trapping
of drugs can result
in dramatically
reduced cytosolic
concentrations.

If the anticancer drug target resides in the cytosol, it is
proposed that the difference in lysosomal pH between
normal and malignant cells will provide a basis for the
enhancement of differential selectivity. Therefore, drugs
with optimized physicochemical properties that
promote lysosomal sequestration will have lower cyto-
solic concentrations in normal cells (i.e., those with low
lysosomal pH) compared to transformed cells. A sche-
matic illustration of the proposed mechanism for
enhanced selectivity towards cancer cells is illustrated
(Figure 1). To demonstrate this novel selectivity prin-
ciple, we chose to focus our investigation on Hsp90
inhibitors. This class of anticancer agents was particu-
larly suitable since (1) there are many inhibitors in the
class that have variable physicochemical properties
yet similar binding affinity to Hsp90 in vitro (11); and
(2) Hsp90, the molecular target of these inhibitors, is
localized in the cell cytosol (12) and would therefore be
sensitive to changes in drug sequestration in lysosomes.

RESULTS AND DISCUSSION
Comparative Cytotoxicity of Hsp90 Inhibitors. The

antiproliferative activities of five Hsp90 inhibitors of
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Figure 1. Schematic illustrating the mechanism for improved selectivity of weakly basic inhibitors toward cancer cells
proposed in this study. a) Cells treated with weakly basic inhibitors have different intracellular distribution in normal cells
(having low lysosomal pH) compared to transformed cells (having defective lysosomal acidification and higher lysosomal
pH). Weakly basic drugs (represented as D and DH� for the free base and ionized species, respectively) are extensively
compartmentalized in lysosomes within normal cells according to an ion trapping mechanism. This results in reduced drug
available to interact with cytosolic target molecules and therefore reduced response. Alternatively, cancer cells with
elevated lysosomal pH have a reduced capacity to sequester drugs in the lysosomes. This increases the availability of the
drug to interact with cytosolic targets and leads to a greater potential for therapeutic response. b) Cells treated with
neutral inhibitors (represented as D) do not have differential intracellular distribution in normal cells versus cancer cells,
since these compounds are not subject to ion trapping in lysosomes and are not influenced by differences in lysosomal pH
existing between the cell types. Similar amounts of drug are available to interact with cytosolic target molecules in both
normal and cancer cells, and therefore, similar therapeutic responses can be expected.
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varying neutral or weakly basic character were deter-
mined. The structures of these compounds are shown
(Figure 2). GDA and RAD are neutral molecules, whereas
17-DMAG, 17-DMAP, and 17-AEP are weakly basic (see
Table 1 for pKa values). These compounds were evalu-
ated in the human leukemic cell line HL-60 and its
multidrug-resistant (MDR) variant. This pair of cell lines
was chosen because the HL-60 strain has a high lyso-
somal pH (6.5) and the MDR strain mimics cells with
normal lysosomal acidification, which was measured to
be pH 5.1 (6). The IC50 values obtained for these inhibi-
tors are reported (Table 1). To illustrate the selectivity for
cells with high versus low lysosomal pH, we divided the
IC50 value obtained for a given inhibitor in the MDR cell
line by the IC50 for the inhibitor in the parent cell line.
High IC50 ratios indicate inhibitors with greater selec-
tivity toward cancer cells, or any cell line with abnormally
high lysosomal pH. The ratio of the IC50 values is rela-
tively small for neutral inhibitors (Figure 3, panel a),
suggesting they have little differential intracellular distri-
bution and selectivity in cells with normal lysosomal pH
compared to those that have elevated lysosomal pH. As
proposed, weakly basic inhibitors (i.e., 17-DMAG,
17-AEP, and 17-DMAP) had significantly enhanced IC50

ratios that result from the differential lysosomal pH
observed in these cell lines. Since we are reporting
ratios in Figure 3, the observed trend could possibly
occur if weakly basic compounds were progressively
accumulating to a greater degree in the MDR cell line
relative to the drug-sensitive cell line. Although we have
not quantitatively evaluated the total cell concentrations
for all compounds examined, we have done so for the
neutral inhibitor GDA and the basic inhibitor 17-DMAG.

We found that the HL-60 cells consistently accumulated
about twice the amount of inhibitors relative to the MDR
HL-60 cell line (i.e., 1.9- and 1.7-fold increases for
17-DMAG and GDA, respectively). Considering the IC50

ratios were not consistently 2-fold, we do not believe
this to be the major contributor of the observed trend

Although MDR HL-60 cells have lower lysosomal pH
relative to drug-naïve HL-60 cells, it could be argued that
the differences observed in these cell lines could be
attributed to other factors such as the expression of drug
transporters on the plasma membrane of MDR cells that
may preferentially efflux weakly basic molecules more
readily than neutral molecules (13). However, this is
not perceived to be a significant concern with these
cells, since we have previously shown that the MDR
HL-60 cells do not express transporters typically
associated with drug efflux at the plasma membrane (6).
Nevertheless, we determined the IC50 values for
these compounds in a different cell line, namely, RPTE
cells. To mimic the defective acidification that occurs
when cells undergo transformation, we pretreated
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Figure 2. Structures of Hsp90 inhibitors evaluated. GDA and RAD are neutral
compounds; the rest (17-DMAG, 17-AEP, and 17-DMAP) are weak bases (pKa

values are reported in Table 1).

TABLE 1. Physicochemical and cytotoxicity values for Hsp90 inhibitors

IC50 values (�M)b

HL-60 RPTEC

Inhibitor Classification pKa
a � HL-60 MDR HL-60 � NH4Cl � NH4Cl

GDA neutral NAc NAc 0.9 � 0.5 4.7 � 0.2 0.1 � 0.1 0.05 � 0.02
RAD neutral NAc NAc 8.3 � 0.1 6.0 � 1.7 1.7 � 1.0 3.0 � 0.1
17-DMAG weak base 7.6 0.010 � 0.003 0.1 � 0.02 2.2 � 0.6 0.1 � 0.02 0.4 � 0.2
17-AEP weak base 8.1 0.005 � 0.002 0.05 � 0.01 2.9 � 0.1 0.04 � 0.01 1.4 � 0.7
17-DMAP weak base 8.1 0.010 � 0.007 0.08 � 0.02 8.8 � 0.3 0.1 � 0.04 5.5 � 0.1

aObtained by curve-fitting the pH-partition plots in Figure 5 (see Methods for procedure). bMean � standard deviation
(n � 3). cNA, not applicable.
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RPTE cells with
5 mM NH4Cl, which
is a well-known
reagent used to
elevate lysosomal
pH (14). The IC50

values of inhibitors
in these cells were
determined in the
presence and
absence of NH4Cl
pretreatment. The
results from these
studies are
presented (Table 1).
These results
(Figure 3, panel b)
parallel those
obtained in HL-60
cells (Figure 3,
panel a). Once
again, inhibitors
with weakly basic
functional groups
had greater activity
against cells with
high lysosomal pH
(i.e., those treated
with NH4Cl).
Conversely, raising
the lysosomal pH
with NH4Cl had very
little effect on differ-
ential selectivity of
neutral inhibitors. As
a control, we had
shown that treat-

ment of cells with 5 mM NH4Cl did not influence cell
viability during the time course of the experiment (data
not shown).

Together, the general trends represented in Figure 3
strongly suggest that weakly basic anticancer agents
that have a cytosolic target and physicochemical charac-
teristics that favor sequestration in lysosomes with low
pH values (i.e., 17-DMAG, 17-AEP, and 17-DMAP) have
preferential activity in cells with higher lysosomal pH
(i.e., transformed cells) compared to normal cells with
low lysosomal pH.

Intracellular Distribution of Hsp90 Inhibitors. In an
effort to provide mechanistic support to the previously
stated theoretical basis for differential selectivity, we
quantitatively investigated the intracellular distribution
differences of two Hsp90 inhibitors in drug-sensitive and
MDR HL-60 cells that have differential lysosomal acidifi-
cation, as previously stated. From the set of five inhibi-
tors previously evaluated for cytotoxicity, we selected
GDA and 17-DMAG as representatives of neutral and
basic inhibitors, respectively. Lysosome and cytosol
concentrations of GDA and 17-DMAG were evaluated in
cells according to our previously reported procedure (9).
Results from these studies are shown (Figure 4). These
data clearly show that neither compound is extensively
sequestered into the lysosomes of drug-naïve HL-60
cells, which is consistent with the fact that lysosomal pH
is elevated in this cell line to 6.5, which is near cytosolic
pH. This translates to relatively low lysosome-to-cytosol
concentration ratios for GDA (�1) and 17-DMAG (�16).
In contrast, this ratio is �175 for 17-DMAG and �2 for
the neutral compound, GDA, in MDR HL-60 cells that
have low lysosomal pH. These data provide quantitative
support for the selective cytotoxicity (Figure 3).

0 

20 

40 

60 

80 

100 

120 

H
L

-6
0

 c
e

ll
s

  

IC
5

0
 (

M
D

R
 H

L
-6

0
) 

/ 
IC

5
0
 (

H
L

-6
0

) 

Neutral inhibitors Basic inhibitors

5.2 
0.7 

20 

58 

110 

a 

0 

10 

20 

30 

40 

50 

60 

R
P

T
E

 c
e
ll

s
  

IC
5

0
 (

-N
H

4
C

l)
 /

 I
C

5
0
 (

+
N

H
4
C

l)
 

0.5 
1.8 

4 

35 

55 

b 

G
D
A
 

R
A
D
 

1
7
-D

M
A
G
 

1
7
-A

E
P
 

1
7
-D

M
A
P
 

Figure 3. Inhibitors of Hsp90 that have weakly basic
functionalities have greater activity in cells with elevated
lysosomal pH relative to cells with low lysosomal pH,
which is not the case for neutral Hsp90 inhibitors.
a) Weakly basic inhibitors have greater differential
selectivity (IC50 ratios) in cells with high (HL-60) versus
low (MDR HL-60) lysosomal pH. Neutral inhibitors do not
show such differential selectivity. b) Weakly basic
inhibitors have greater differential selectivity in RPTE cells
treated with NH4Cl (inducing increased lysosomal pH)
compared to untreated cells with low and normal
lysosomal pH. Neutral inhibitors do not show such
differential selectivity. The bars in panels a and b
represent the ratio of IC50 values for compounds in cells
with low lysosomal pH over the IC50 value in cells with
elevated lysosomal pH. Refer to Table 1 for individual IC50

values and associated experimental errors.
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distribution of Hsp90 inhibitors support the observed
cytotoxicity differences between neutral and weakly basic
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312 VOL.1 NO.5 • 309–315 • 2006 www.acschemicalbiology.orgDUVVURI ET AL.



Physicochemical Evaluations of Hsp90 Inhibitors. To
optimize the design of inhibitors with enhanced selec-
tivity toward cancer cells based on the lysosome
sequestration mechanism presented in this work, it is
important to focus on the differential selectivity trends
shown for weakly basic inhibitors (Figure 3). Specifically,
17-DMAP produced higher differential selectivity than
17-AEP, which was more selective than 17-DMAG.

In an attempt to rationalize this trend, the physico-
chemical properties of these weakly basic inhibitors
were investigated. Two key parameters appear to be
important for lysosomal sequestration. The first has to
do with permeability of the base in the ionized state
(referred to as � (10)) and the second is the pKa value of
the base (9). Briefly, � is an indicator of the propensity of
the weakly basic molecule to diffuse out of the lyso-
somal lumen in its ionized state. Obviously, the degree
to which this occurs will decrease lysosomal retention.
Theoretically, � values can range from 0 to 1. When � is
near zero, the base is assumed to be completely
membrane-impermeable in the ionized state and will
therefore significantly accumulate in lysosomes by ion
trapping (i.e., it cannot readily reestablish the equilib-
rium with the ionized inhibitor contained in the cytosol).
Alternatively, if the � value is near 1, the base can freely
diffuse out of the lysosomes in the ionized state, will
behave similar to a neutral molecule, and will not be
significantly sequestered into this acidic organelle. The
� values were experimentally determined using data
generated from octanol/buffer partitioning behavior as a
function of pH (Figure 5). Calculated � values from plots
shown (Figure 5) are reported (Table 1). The � value for
17-DMAG is low (0.01) and similar to the values
obtained for the other weakly basic inhibitors evaluated
in this study. Considering these findings, we do not
believe that differences in � are playing a significant role
in the aforementioned selectivity trend shown (Figure 3).

From the plots shown (Figure 5), we were also able to
extrapolate the pKa value for each base, which, as previ-
ously mentioned, is another important factor in lyso-
somal sequestration. In a previous report, we have
quantitatively evaluated the influence of pKa values for
model compounds in cells with low lysosomal pH and
have shown that molecules with higher pKa values accu-
mulated in lysosomes to a greater extent than
compounds with lower pKa (9).

The calculated pKa values for the bases evaluated in
this work are reported (Table 1). The fact that both

17-AEP and 17-DMAP have significantly higher pKa

values relative to 17-DMAG is consistent with greater
lysosomal sequestration and is consistent with the
observed higher selectivity for these compounds.
17-DMAP appears to have greater differential selectivity
than 17-AEP. Although 17-DMAP has a slightly higher
pKa value than 17-AEP, the difference is not significant
enough to explain the observed differences in selectivity
between these two inhibitors.

The findings presented here suggest that the differen-
tial selectivity can be further enhanced by taking into
account the physicochemical properties of the inhibitor
and the pH status of the cancer cell. Although investiga-
tions presented in this work focused on inhibitors of
Hsp90, the results presented here are expected to have
widespread application in the design, selection, or modi-
fication of future anticancer agents with improved differ-
ential selectivity. Future studies with additional pairs of
cell lines and different classes of drugs will be essential in
defining the ultimate scope of the work presented here.
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METHODS
Cell Lines and Reagents. The human acute promyelocytic

leukemia cell line HL-60 and the doxorubicin-selected, drug-
resistant MDR HL-60 cell lines were kindly provided by Dr.
Yueshang Zhang (Arizona Cancer Center, University of Arizona).
Renal proximal tubule epithelial (RPTE) cells were purchased
from Cambrex Bio Science, and MC/CAR cell line (CRL-8083) was
purchased from American Type Culture Collection. Geldana-
mycin (GDA) was obtained from the Developmental Therapeutics
Program (National Institutes of Health). 17-(Dimethylamino)-17-
demethoxygeldanamycin (17-DMAG) was synthesized according
to a procedure described by Tian and co-workers (15).
17-(Dimethylaminopropylamino)-17-demethoxygeldanamycin
(17-DMAP) and 17-[2-(pyrrolidin-1-yl)ethyl]amino-17-
demethoxygeldanamycin (17-AEP) were purchased from
Invivogen, and radicicol (RAD) was purchased from Sigma-
Aldrich.

Determination of Octanol/Buffer Partition Coefficients. The
partition coefficients for Hsp90 inhibitors were determined as a
function of pH using a previously described shake-flask method
(10). For 17-DMAG, 17-DMAP, and 17-AEP, partition coefficients
of ionized (PCi) and unionized base (PCu) and the pKa values
were obtained by curve-fitting the pH-partition profile with the
Hill equation (4 parameters) using SigmaPlot 2001 (SPSS, Inc.).
The ratio of PCi to PCu was defined as the � value for a given
compound.

Cytotoxicity Evaluations. Cell sensitivity to compounds was
determined using WST-1 (4-[3-(4-lodophenyl)-2-(4-nitrophenyl)-
2H-5-tetrazolio]-1,3-benzene disulfonate) as the cell prolifera-
tion reagent, and the assays were performed according to the
manufacturer’s instructions (Roche Applied Science). Briefly,
cells were seeded in triplicate in 96-well plates at a density of
5000 cells per well in culture medium and were incubated with
increasing concentrations of drug for a period of 72 h (RPTE cells
were allowed to adhere to the wells overnight prior to addition of
drug). At the end of the incubation period, 10 �L of a 5 mg mL�1

solution of WST-1 in phosphate-buffered saline (PBS) was added
to each well, and the plates were returned to the incubator for an
additional 2 h. The absorbance was measured at a wavelength
of 450 nm in a Multiskan (model MCC/340) microplate reader
(Thermo Electron Corp.). IC50 was defined as the concentration
of drug causing 50% inhibition of cell growth as compared with
untreated control (in the absence of drug). Designated cells
(�NH4Cl) were incubated with 5 mM ammonium chloride for 1 h
prior to co-incubation with drug for 72 h. All assays were done in
triplicate.

Quantitating Drug in Subcellular Compartments. Cells (200 �
106) were incubated with 5 �M compound for 2 h. Subse-
quently, intact lysosomes were isolated from cells using a
magnetic chromatographic approach previously described by
our laboratory (10). Isolated lysosomal fraction was acidified
with 0.1% formic acid, vortexed with 600 �L of acetonitrile for
20 s, and centrifuged at 16 000g for 5 min. The supernatant was
evaporated to dryness, and the residue was analyzed by HPLC to
quantitate the amount of compound extracted. This amount was
divided by the total lysosomal volume in the isolated fraction to
obtain the lysosomal concentration of the compound. We have
previously determined the total volume of isolated lysosomes
using this procedure in MDR HL-60 cells to be 32.2 nL (8). For
HL-60 and MC/CAR cells, the total volume of isolated lysosomes
was estimated based on the total protein content of the isolated
lysosomal fraction from each of these cell lines relative to that
obtained from MDR HL-60 cells, assuming that the protein
content of lysosomes remains constant between cell lines. Using
this assumption, we determined the values for total volume of
lysosomes in the isolated fraction from HL-60 and MC/CAR cells
used in our calculations to be 124.8 and 40.7 nL, respectively.

Drug concentrations in cell cytosol were determined as previ-
ously described (7). To evaluate the influence of heat shock on
the intracellular drug distribution, cells were incubated at 42 °C
for 15 min and allowed to recuperate at 37 °C for 5 h prior to
incubation with drug.

HPLC Analysis. An integrated Agilent 1100 series capillary
liquid chromatography system comprised of pump, in-line
degasser, column thermostat, and autosampler was used. A
Waters Xterra MS C18 column (100 mm � 1 mm; 3.5 �m particle
size) was employed and maintained at 30 °C. Injection volumes
were 5 �L for all samples.

The mobile phase was comprised of methanol and 0.1%
formic acid. Solvents A and B contained 2% and 95% methanol,
respectively. A gradient elution method (25 �L min�1) was used
for 17-DMAG. For the initial 5 min, the mobile phase composi-
tion was 100% A, followed by a linear change to 90% A and 10%
B in 1 min, then to 10% A and 90% B over 1 min, and main-
tained at 90% B for 5 min. Subsequently, the mobile phase
composition was changed linearly to the initial conditions over
1 min, and the column was equilibrated for 7 min. For GDA, an
isocratic elution method (25 �L min�1) was used with a mobile
phase composition of 77% B and 23% A. The duration of runs
for GDA and 17-DMAG were 10 and 20 min, respectively.

An API 2000 (Applied Biosciences) triple quadrupole mass
spectrometer equipped with a Turbo Ionspray ionization source
was employed for detecting 17-DMAG and operated in the posi-
tive mode. The transition from 617.1 to 58.1 amu was monitored
with a declustering potential of 21 V and collision energy of
53 V. For GDA, an Agilent 1100 series variable wavelength
detector was employed, and the column eluent was monitored
at 308 nm.

Western Blot Analysis. MC/CAR cells (4 � 107) were cultured
in 10 mL media and allowed to incubate for 24 h at 37 °C under
5% CO2. The cells were heat-shocked at 42 °C for 15 min and
then incubated at 37 oC for 5 h, before the cells were harvested
by washing with PBS and pelleted (500g for 5 min at 4 °C). PBS
was removed, and the pellets were resuspended in lysis buffer
(150 �L, 50 mM Tris, pH 7.5, 1% NP-40, 150 mM NaCl, 2.5 mM
Na3VO4, 10 mM PMSF, 10 �M aprotinin, 10 �M leupeptin, and
10 �M soybean trypsin inhibitor) and transferred to a 1.5 mL
centrifuge tube. Samples were incubated at 4 °C for 1 h with
intermittent agitation. Lysates were cleared by centrifugation at
21 000g for 10 min at 4 °C. The supernatants were collected and
comprised the experimental samples. The protein concentration
of each sample was determined by a BSA assay (Pierce). Equal
amount of protein was resolved on a 9% polyacrylamide gel
(100 V, 100 mA) and transferred to a nitrocellulose membrane
(30 V, 10 mA). Bands were visualized with Ponceau S to confirm
protein transfer. Blots were blocked with 5% nonfat milk in PBST
(3 � 20 mL), incubated with primary antibodies (Hsp90 �/�
(H-114), sc-7947, lot no. J0504, rabbit polyclonal IgG, Santa
Cruz Biotechnology, and actin (I-19)-R, sc1616-R, lot no. B1204,
rabbit polyclonal IgG, Santa Crutz Biotechnology) for 2.5 h. The
blots were washed (3 � 10 mL) with 5% nonfat milk in PBST,
incubated with a horseradish peroxidase-conjugated secondary
antibody (Amersham; 1 h), and washed with 5% nonfat milk in
PBST (1 � 10 mL), followed by PBST (2 � 10 mL). Protein bands
were visualized by chemiluminescence using the ECL detection
reagents (Amersham).

Acknowledgment: This work was supported by a grant from
the National Cancer Institute, Grant No. CA106655 (to J.P.K.).

REFERENCES
1. Jaracz, S., Chen, J., Kuznetsova, L. V., and Ojima, I. (2005) Recent ad-

vances in tumor-targeting anticancer drug conjugates, Bioorg. Med.
Chem. 13, 5043–5054.

314 VOL.1 NO.5 • 309–315 • 2006 www.acschemicalbiology.orgDUVVURI ET AL.



2. de Duve, C., de Barsy, T., Poole, B., Trouet, A., Tulkens, P., and Van
Hoof, F. (1974) Commentary. Lysosomotropic agents, Biochem.
Pharmacol. 23, 2495–2531.

3. Altan, N., Chen, Y., Schindler, M., and Simon, S. M. (1998) Defec-
tive acidification in human breast tumor cells and implications for
chemotherapy, J. Exp. Med. 187, 1583–1598.

4. Kokkonen, N., Rivinoja, A., Kauppila, A., Suokas, M., Kellokumpu,
I., and Kellokumpu, S. (2004) Defective acidification of intracellular
organelles results in aberrant secretion of cathepsin D in cancer
cells, J. Biol. Chem. 279, 39982–39988.

5. Schindler, M., Grabski, S., Hoff, E., and Simon, S. M. (1996) Defec-
tive pH regulation of acidic compartments in human breast cancer
cells (MCF-7) is normalized in adriamycin-resistant cells (MCF-7adr),
Biochemistry 35, 2811–2817.

6. Gong, Y., Duvvuri, M., and Krise, J. P. (2003) Separate roles for the
Golgi apparatus and lysosomes in the sequestration of drugs in the
multidrug-resistant human leukemic cell line HL-60, J. Biol. Chem.
278, 50234–50239.

7. Duvvuri, M., Feng, W., Mathis, A., and Krise, J. P. (2004) A cell frac-
tionation approach for the quantitative analysis of subcellular drug
disposition, Pharm. Res. 21, 26–32.

8. Duvvuri, M., and Krise, J. P. (2005) A novel assay reveals that weakly
basic model compounds concentrate in lysosomes to an extent
greater than pH-partitioning theory would predict, Mol. Pharm. 2,
440–448.

9. Duvvuri, M., Konkar, S., Funk, R. S., Krise, J. M., and Krise, J. P. (2005)
A chemical strategy to manipulate the intracellular localization of
drugs in resistant cancer cells, Biochemistry 44, 15743–15749.

10. Duvvuri, M., Gong, Y., Chatterji, D., and Krise, J. P. (2004) Weak base
permeability characteristics influence the intracellular sequestra-
tion site in the multidrug-resistant human leukemic cell line HL-60,
J. Biol. Chem. 279, 32367–32372.

11. Le Brazidec, J. Y., Kamal, A., Busch, D., Thao, L., Zhang, L., Timony,
G., Grecko, R., Trent, K., Lough, R., Salazar, T., Khan, S., Burrows, F.,
and Boehm, M. F. (2004) Synthesis and biological evaluation of a
new class of geldanamycin derivatives as potent inhibitors of
Hsp90, J. Med. Chem. 47, 3865–3873.

12. Neckers, L. (2002) Hsp90 inhibitors as novel cancer chemothera-
peutic agents, Trends Mol. Med. 8, S55–S61.

13. Sharma, R., Awasthi, Y. C., Yang, Y., Sharma, A., Singhal, S. S., and
Awasthi, S. (2003) Energy dependent transport of xenobiotics and
its relevance to multidrug resistance, Curr. Cancer Drug Targets 3,
89–107.

14. Daniel, W. A., and Wojcikowski, J. (1999) Lysosomal trapping as an
important mechanism involved in the cellular distribution of pera-
zine and in pharmacokinetic interaction with antidepressants, Eur.
Neuropsychopharmacol. 9, 483–491.

15. Tian, Z. Q., Liu, Y., Zhang, D., Wang, Z., Dong, S. D., Carreras, C. W.,
Zhou, Y., Rastelli, G., Santi, D. V., and Myles, D. C. (2004) Synthesis
and biological activities of novel 17-aminogeldanamycin deriva-
tives, Bioorg. Med. Chem. 12, 5317–5329.

ARTICLE

www.acschemicalbiology.org VOL.1 NO.5 • 309–315 • 2006 315



Experimental Tests of Two Proofreading
Mechanisms for 5=-Splice Site Selection
Yangming Wang and Scott K. Silverman*
Department of Chemistry, University of Illinois at Urbana-Champaign, 600 South Mathews Avenue, Urbana, Illinois 61801

ABSTRACT Self-splicing group II intron RNAs catalyze a two-step process in
which the intron is excised as a lariat by two successive phosphodiester exchange
reactions. The reversibility of the first step has been hypothesized to act as a
proofreading mechanism for improper 5=-splice site selection. However, without
synthetic access to mis-spliced RNAs, this hypothesis could not be tested. Here,
we used a deoxyribozyme to synthesize several branched RNAs that are derived
from the ai5� group II intron and mis-spliced at the 5=-splice site. Unlike the cor-
rectly spliced ai5� RNAs, the mis-spliced RNAs are observed not to undergo the
reverse of the first step. This is well-controlled negative evidence against the
hypothesis that first-step reversibility is a proofreading mechanism for 5=-splice
site selection. In a reaction equivalent either to the hydrolytic first step of splicing
or to the hydrolytic reverse of the second step of splicing, a mis-spliced 5=-exon
can be “trimmed” to its proper length by the corresponding mis-spliced intron,
and in one case, the trimmed 5=-exon was observed to proceed correctly through
the second step of splicing. These findings are the first direct evidence that this
second proofreading mechanism can occur with a group II intron RNA that is mis-
spliced at the 5=-splice site. On the basis of the likely structural and evolutionary
relationship between group II introns and the spliceosome, we suggest that this
second proofreading mechanism may be operative in the spliceosome.

T he RNA self-splicing pathway catalyzed by group II
intron RNAs (1–5) has two reaction steps
(Figure 1, panel a). In the first step, an internal

adenosine 2=-hydroxyl group from domain 6 attacks the
5=-splice site phosphodiester linkage, forming a lariat–
3=-exon intermediate with departure of the 5=-exon. In
the second step, the 5=-exon attacks the 3=-splice site,
forming the ligated exons and excising the intron as a
lariat. Although the first step of splicing is reversible (6),
the underlying explanation for this reversibility is
unclear. The lack of natural 5=-splice site mis-splicing
(7–9) suggests that a proofreading mechanism may
exist. One specific hypothesis is that first-step revers-
ibility is itself a proofreading mechanism: any intron that
mis-splices at the first step by choosing an improper
5=-splice site can return to the initial unspliced state by
the reverse of the first step (6). This would provide the
RNA another opportunity to splice correctly, rather than
waste the RNA molecule in a dead-end route or lead to
improperly spliced exons after subsequently proceeding
through the second step of splicing. This first proof-
reading mechanism requires that mis-spliced introns
which have been formed by use of the improper
5=-splice site during the first step will be competent to
proceed through the reverse of the first step. However,
this mechanism has never been tested experimentally,
because the required mis-spliced RNAs could not be
synthesized using previously available methods.

Because a mis-spliced 5=-exon that proceeds through
the second step would lead to improperly ligated exons,
a natural mechanism to repair a mis-spliced 5=-exon
would be valuable. A second potential proofreading
mechanism for RNAs that are mis-spliced at the 5=-splice
site is for the incorrect 5=-exon to be converted to the
correct length 5=-exon and subsequently proceed
through the second step. When the incorrect 5=-exon
has one or more extra nucleotides due to mis-splicing
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downstream of the correct 5=-splice site, this requires
“trimming” of the incorrect 5=-exon by removal of the
extra nucleotide(s), followed by the second step. Such
trimming of the 5=-exon could correspond to the well-
known hydrolytic first step of splicing, in which water
instead of the branch-site adenosine acts as the nucleo-
phile that attacks the 5=-splice site (4, 10–12). Alterna-
tively, the trimming reaction could instead correspond
to the hydrolytic reverse of the second step of splicing
(11, 13), analogous to spliced exons reopening (SER)
(14–16). Hydrolysis has been observed for short RNA
oligonucleotides that are analogues of the 5=-exon (7, 8,
13). However, catalysis of oligonucleotide hydrolysis
and the subsequent second step have never been
observed by mis-spliced intron RNAs, because the
required mis-spliced RNAs could not be synthesized.
Therefore, a direct test of this second proofreading
mechanism for 5=-splice site selection has not been
achievable.

Our laboratory has identified many artificial
deoxyribozymes (DNA enzymes) (17) for RNA liga-
tion (18, 19). Several of these deoxyribozymes
such as 7S11 (20, 21) create 2=,5=-branched RNA
(Figure 1, panel b) (20–24), where a 2=,5=-branch is the
key structural element of the lariat RNAs that are the
intermediates in biological RNA splicing (25). In reac-
tions catalyzed by group II introns, branched RNA (which
lacks the closed loop of a lariat) is as functionally
competent as lariat RNA (4, 26). Here, we have used
synthetic branched RNAs prepared by the 7S11 deoxy-
ribozyme to allow explicit experimental tests of the two
proofreading mechanisms for 5=-splice site selection.
Mis-spliced RNAs are observed not to undergo the
reverse of the first step of splicing, which provides
evidence against the first proofreading mechanism.
In contrast, direct evidence is obtained for the opera-
tion of the second proofreading mechanism.

Figure 1. RNA splicing and branched RNA. a) The two steps of group II intron splicing. Interactions between the intron
binding sites (IBS) and exon binding sites (EBS) are also present during the first step (not depicted). For the ai5� intron,
D123 is 675 nt and D56 is 77 nt; D4 is not depicted because it is dispensable for catalytic activity (52). First-step
reversibility has been observed for correctly spliced RNA (6); whether or not this reversibility applies for mis-spliced RNAs
is one focus of this manuscript. Hydrolytic cleavage at the 5�-splice site (4, 10–12) is also depicted (gray water molecule);
this leads to linear instead of branched RNA. b) Synthesis of 2=,5=-branched ai5� RNA catalyzed by the 7S11
deoxyribozyme (20, 21). For natural branched RNAs, the branch-site nucleotide is almost always adenosine (circled). For
applying 7S11 to synthesize branched RNAs that correspond to selection of an improper 5=-splice site, the DNA sequence
of paired region P4 (denoted here with Xs) is chosen to maintain base pairing with the RNA sequence near the 5=-splice
site. c) The key components of the branch-formation reaction, shown in greater atomic detail.
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RESULTS AND DISCUSSION
Choice of the Splicing System. We used the ai5�

group II intron RNA (27, 28) as the self-splicing RNA to
test the first proofreading mechanism for 5=-splice site
selection. The ai5� RNA is a common model system for
understanding group II intron structure and function,
and it has been studied using several biochemical
approaches (4). One of the most useful approaches to
assemble ai5� is with the bipartite D123/D56 system

(Figure 2, panel a, shown sche-
matically after the first step of
splicing; see boxed structure
for correctly spliced RNA). In
this bipartite system, the
branch-site adenosine nucleo-
tide of domain 6 is located
within the 77-nt D56 RNA that
comprises domains 5 and 6,
plus the 3=-exon (if any is
included; the first splicing step
does not require the 3=-exon).
The 5=-exon is joined to the
5=-end of domains 1–3 (D123),
which encompasses 675 nt. A
key advantage of studying ai5�

splicing is that a lariat topology
of D123/D56 is not necessary,
because both splicing steps
proceed well in the simpler
2=,5=-branched RNA (4, 26).

Synthesis of Mis-Spliced
ai5� Variants by the 7S11
Deoxyribozyme. Experimentally
testing the proofreading
mechanisms required
synthesis of 2=,5=-branched
RNAs that correspond to the
mis-spliced intermediates after
the first step of splicing. The
7S11 deoxyribozyme synthe-
sizes branched RNA from two
RNA substrates with few restric-
tions on their nucleotide
sequences (20, 21). To prepare
ai5� variants using 7S11, the
RNA substrate providing the
2=-hydroxyl nucleophile was a
T7 polymerase transcript corre-

sponding to D56, and the RNA substrate providing the
5=-portion of the 2=,5=-linkage was a D123 transcript
(Figure 1, panel b).

Using the 7S11 deoxyribozyme, the ai5� branched
intermediate with the natural (correct) spliced sequence
was prepared along with three sequence variants. Each
variant represents a mis-spliced RNA that would be
formed if an improper 5=-splice site phosphodiester
linkage near the 5=-end of D123 were attacked by the

Figure 2. Correctly spliced and mis-spliced ai5� branched RNAs, and verification of
their structures. a) The ai5� bipartite D123/D56 system, showing correctly spliced
(box) and mis-spliced branch–3=-exon intermediates after the first step of splicing.
Before the first step, the 5=-exon is joined at its 3=-end to the 5=-end of D123. The
5=-splice site locations are denoted �1 for the natural splice site (see boxed
structure) and either –1, �2, or �3 for an improper splice site. The branch-site
adenosine nucleotide is circled. Nucleotides found at the incorrect position within
each mis-spliced RNA are marked with dashed arrows. For the –1 mis-spliced RNA,
the final nucleotide of the original 5=-exon sequence, which is connected directly to
the branch-site adenosine after the first step, has been changed from C to G (see
text for details). b) Partial alkaline hydrolysis to verify the structures of the ai5�
branched RNAs synthesized using the 7S11 deoxyribozyme (20% PAGE; T1 denotes
G-specific RNase T1 digestion and S � standard for ladder calibration). “C” denotes
a branched RNA synthesized using the conventional ai5� forward splicing reaction.
Prior to alkaline hydrolysis, the core of each branched RNA was excised using two
10–23 deoxyribozymes (38, 39).
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branch-site 2=-hydroxyl group from D6 (Figure 2, panel a,
three unboxed structures). The RNA sequence near the
natural 5=-splice site is 5=�CpGAGC�3=, where the G is
the first nucleotide of the intron (D123 domain) and p
denotes the natural 5=-splice site phosphodiester
linkage. This natural 5=-splice site is conventionally
designated as position �1, with the �1 value pertaining
to the nucleotide whose 5=-hydroxyl is attached to the
splice site phosphorus atom (i.e., G). The nucleotides
one or two positions to the 3=-side of the natural
5=-splice site (here, A and G) are denoted �2 and �3,
respectively. The �1, �2, and �3 ai5� intermediates
were prepared using the 7S11 deoxyribozyme with
appropriate RNA substrate sequences that have entirely
wild-type nucleotides. The intermediate from splicing at
a position one nucleotide to the 5=-side of the natural
splice site (i.e., at position –1) was also prepared using
7S11. To accommodate the modest substrate sequence
requirements of 7S11, which requires a purine as the
branch-site nucleotide (20, 21), the –1 nucleotide was
changed from C to G. To compensate, the corresponding
base-paired nucleotide within the exon binding site
(EBS1) of D123 was changed from G to C. Consistent
with expectations (29, 30), this C�G base-pair flip did
not substantially affect either the yield or the rate of the
forward first step of splicing (Supplementary Figure 1).

We focused on this small window of phosphodiester
linkages near the natural 5=-splice site (–1, �1, �2, and
�3) because the –1 nucleotide is already within IBS1
that is required for 5=-splice site fidelity (1, 7, 8, 31) and
because the �3 nucleotide is involved directly in the
�–�= tertiary interaction (32). Therefore, it seems unlikely
that studying improper 5=-splice site selection outside of
this window will be biologically meaningful, because the
mis-spliced intron will be missing crucial key compo-
nents. It should be noted that all six nucleotides at the
start of domain 1 (nucleotides �1 through �6) are
highly conserved and may contribute to catalytic activity
(33, 34).

For all four splice site variants (–1, �1, �2, and �3),
the branched RNA intermediate was synthesized either
omitting or including a short (6-nt) 3=-exon sequence.
Therefore, 4 � 2 � 8 branched RNAs were prepared.
Only when the 3=-exon is omitted can the first step of
splicing be examined in either direction without inter-
vention of the second step. As a positive control
(denoted “C”), the natural (�1) branched intermediate
without 3=-exon was also synthesized using the

conventional forward splicing reaction of the ai5� RNA
without using the 7S11 deoxyribozyme. Of course, the
control branch that includes the 3=-exon could not be
synthesized in more than trace amounts using ai5�

catalysis, because the second step of splicing is rapid
(1, 35–37).

This study is the first in which we report direct
biochemical applications of branched RNAs that are
synthesized by deoxyribozymes. Therefore, we empiri-
cally established the nucleotide connectivities of
all branched ai5� intermediates using partial alkaline
hydrolysis, after initially excising the branched core
using two 10–23 deoxyribozymes (38, 39). For all eight
synthetic branches as well as for the “C” control, the
anticipated branch sites were confirmed unambiguously
(Figure 2, panel b).

Assaying Mis-Spliced RNAs for the Reverse of the
First Step of Splicing (First Proofreading Mechanism).
When the newly prepared synthetic mis-spliced RNAs
were used, it was straightforward to test the first proof-
reading mechanism, which requires that mis-spliced
RNAs undergo the reverse of the first step of splicing.
Each of the four internally 32P-radiolabeled synthetic
branched RNA variants without the 3=-exon (and the “C”
control) was separately incubated with an excess of the
matched unradiolabeled 5=-exon oligonucleotide (the
5=-exon is “matched” because reverse splicing would
restore the original unspliced RNA sequence). If reverse
splicing occurred at all, it was readily detected by a gel
shift (Figure 3). To prevent the second step of splicing
from occurring, the 3=-exon was not present on D56 in
these experiments. When the branched intermediate
has the natural 5=-splice site, reverse splicing is
observed, with equivalent efficiency for both the control
(“C”) and synthetic (�1) branched RNA. In contrast,
reverse splicing fails to occur (�2%) when the branched
intermediate has the incorrect (–1, �2, or �3) 5=-splice
site and the matched 5=-exon is provided. In this direct
and well-controlled test, the results do not support the
first proofreading mechanism.

Assaying Mis-Spliced RNAs for the Second Step of
Splicing (Second Proofreading Mechanism). In the
absence of the 3=-exon sequence, the only possible
reaction of the branched RNA is the reverse of the first
step, as described above. However, when the 3=-exon is
included with D56, the second step of splicing can also
occur by attack of the 5=-exon at the 3=-splice site of the
branched RNA. The availability of synthetic mis-spliced
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branched RNAs allowed us to examine whether the
mis-spliced branched RNAs are competent for the
second step of splicing, independent of their ability to
undergo the reverse of the first step.

We first examined the competence of the mis-spliced
branch–3=-exon RNAs to proceed through the second
step using the natural (�1) 5=-exon in all cases
(Figure 4, panel a). The primary purpose of this assay
was to provide baseline infor-
mation on the catalytic compe-
tence of the mis-spliced
branches, before testing them
with their matched 5=-exons.
The –1, �1, and �2 branches
were found to catalyze the
second step reasonably well,
whereas the �3 branch does
not. The 10–20% efficiency
observed for the natural �1
reaction is similar to that
observed for related systems
(10, 29).

We then tested each of the
four synthetic branch–3=-exon
RNAs (–1, �1, �2, and �3) by
incubating each RNA with a
limiting amount of the matched
5=-exon (Figure 4, panel b). In
the case of the natural (�1)
branched RNA and matched
natural 5=-exon, normal
second-step splicing activity
was found (as also shown in

Figure 4, panel a). For the �2
mis-spliced RNA, the matched
(�2) 5=-exon, which is longer
than the natural (�1) 5=-exon
at its 3=-end by one nucleotide,
was rapidly and efficiently
“trimmed” with loss of a single
nucleotide to the correct
length. This trimmed 5=-exon,
now equivalent in length to the
�1 5=-exon, then proceeded
through the second step of
splicing with 2–3% final
splicing yield, versus 10–20%
yield for the �1 RNA. This indi-

cates that the efficiency of this second proofreading
mechanism is on the order of 10–30% relative to forma-
tion of correctly spliced exons by the properly branched
RNA intermediate. Therefore, for the �2 mis-spliced
RNA, the correctly ligated exons can indeed be formed
via the second proofreading mechanism. The sequence
of the correctly ligated exons was verified by RT-PCR and
sequencing of the splice junction (see Supporting Infor-

Figure 3. Assays for the reverse of the first step of splicing show no reaction for the
mis-spliced RNAs, which is evidence against the first proofreading mechanism for 5=-
splice site selection. The internally 32P-radiolabeled branched RNA without 3=-exon
was the limiting reagent (unradiolabeled 5=-exon in 200-fold excess; t � 0, 0.5, 1,
and 2 h; 5% PAGE). The control “C” used the �1 splice site and was prepared by
forward splicing using the catalytic activity of ai5� itself. The other four branched
RNAs were prepared using the 7S11 deoxyribozyme (Figure 1, panel b). Consistent
results were observed with analogous assays that used either an excess of
radiolabeled 5=-exon or an excess of branched RNA (Supplementary Figures 2 and 3).
The overall loss of signal intensity with time has been observed numerous times by
others (15, 16, 57–60).

Figure 4. Assays for the second step of splicing directly demonstrate the operation
of the second proofreading mechanism for 5=-splice site selection using RNAs mis-
spliced at the 5=-splice site. a) Using branch–3=-exon RNA and natural-length (�1)
5=-exon. b) Using branch–3=-exon RNA and matched 5=-exon. In both sets of
experiments, the 5=-exon was 32P-radiolabeled, and a 10-fold excess of
unradiolabeled branched RNA was added (t � 0, 0.5, 1, and 2 h; 20% PAGE). When
expected, the bands at the top of each gel near the wells showed substantial
reverse first-step splicing in competition with the second step (Supplementary
Figure 4). The overall loss of signal intensity with time has been observed by others
(15, 16, 57–60).
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mation). As revealed by data points taken at shorter
times (not shown), the second-step splicing product
was formed without any detectable induction period
relative to formation of the trimmed 5=-exon. This
suggests that for the �2 mis-spliced intron RNA, the
second step is fast (i.e., not rate-determining), which is
also true for the correctly spliced intron RNA (1, 35–37).
For the �3 mis-spliced branch, 5=-exon trimming was
observed. However, the subsequent second-step effi-
ciency was too low to be detected, as expected on the
basis of the analogous experiment with the �1 branch
(in Figure 4, panel a; this may be due to the participation
of the �3 nucleotide in the �–�= tertiary interaction (32),
which in the �3 mis-spliced RNA may be positioned
suboptimally). For the –1 mis-spliced 5=-exon, no trim-
ming is possible because the 5=-exon is already too
short by one nucleotide, and almost no second-step
product is observed.

Implications of the Experimental Data for the Two
Proofreading Mechanisms. Using synthetic branched
RNAs prepared by the 7S11 deoxyribozyme (Figure 2),
we have tested the long-standing hypothesis (5) that
reversibility of the first step of group II intron splicing
acts as a proofreading mechanism for 5=-splice site
selection (6). Because first-step reversibility was not
observed for any of the three mis-spliced RNAs that were
tested (Figure 3), our data are evidence against this first
proofreading mechanism. In contrast, direct evidence
was obtained for operation of the alternative, second
proofreading mechanism catalyzed by mis-spliced RNA,
in which 5=-exon hydrolysis is followed by the second
step of splicing (Figure 4). A summary of the experi-
mental observations highlighting both proofreading
mechanisms and their relationship is provided
(Figure 5).

Our evidence against first-step reversibility is inher-
ently negative evidence; that is, reversibility was not
observed (Figure 3). Complicating factors could
contribute to this lack of reversibility. For example, a
synthetic mis-spliced RNA prepared using a deoxy-
ribozyme might adopt a conformation that does not
permit the reverse of the first step, in contrast to a
mis-spliced RNA that was formed through the forward
operation of the first step using the improper 5=-splice
site. It is also possible that protein cofactors which are
not required in vitro for the forward first step of splicing
might nonetheless be required for the reverse of the first
step by synthetic mis-spliced RNAs. Such possibilities

are intrinsically challenging (if not impossible) to
disprove. Instead, we emphasize that our experiments
do not have the simplest outcome that would be
expected if first-step reversibility were to act as a proof-
reading mechanism for 5=-splice site selection.

In sharp contrast, we have provided positive evidence
for the second proofreading mechanism, which is “trim-
ming” of the 5=-exon by hydrolysis (7, 8, 13) followed by
the second step. In particular, for the �2 mis-spliced
RNA (where the nucleotide one position to the 3=-side of
the natural 5=-splice site is the site of branching), both of
these reaction steps were directly observed (Figure 4).
Therefore, we have provided unambiguous evidence for
the in vitro operation of this second proofreading
mechanism. All previous studies, which could not use
mis-spliced RNAs, merely suggested that such a mecha-
nism might be applicable for RNAs that are mis-spliced
at the 5=-splice site (7, 8, 13). The efficiency of the
second proofreading mechanism is relatively modest
(on the order of 10–30%), but this level of proofreading
may plausibly be biologically relevant. In addition,
protein cofactors could potentially be required in vivo for
optimal proofreading efficiency.

Natural Roles of First-Step Reversibility and of the
Second Proofreading Mechanism. Improper selection of
the 5=-splice site in group II introns is rare because the
IBS1–EBS1 interaction strictly enforces proper splice-
site selection (1, 7, 8, 31). This suggests that an efficient
first-step proofreading mechanism may be unnecessary
in nature; indeed, our results directly show that first-step
reversibility does not contribute to the fidelity of

Figure 5. Summary of the experimental observations,
highlighting the first and second proofreading
mechanisms (orange and magenta, respectively) and
synthesis of the key mis-spliced branch–3=-exon RNAs by
the 7S11 deoxyribozyme (green).
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5�-splice site selection (6). We agree with the previous
suggestion (6) that first-step reversibility likely evolved
to enable retrotransposition (40, 41), and not for any
proofreading function. In contrast to the irreversibility of
the first step for the mis-spliced RNAs, our data directly
demonstrate the second proofreading mechanism for
improper 5=-splice site selection (Figure 4). This second
proofreading mechanism may operate in those rare
cases for which improper 5=-splice site selection has
indeed occurred, at least in cases where mis-splicing
has occurred to the 3=-side of the natural 5=-splice site.
We do not observe the second step of splicing using a
mis-spliced 5=-exon unless 5=-exon hydrolysis (trim-
ming) occurs first. This could be important biologically
because the second step of splicing using an
untrimmed mis-spliced 5=-exon would give improperly
ligated exons and therefore an incorrect transcript.
Together, the combination of trimming and the second
step constitutes the second proofreading mechanism,

which we have now shown directly to occur for RNAs
that are mis-spliced at the 5=-splice site.

Implications for Spliceosomal RNA Processing.
Spliceosomal pre-mRNA processing (25, 42) appears to
be mechanistically related to group II intron splicing (2,
16,43–45). Although reversibility of the first step has
not been explicitly demonstrated in the spliceosome,
such reversibility is likely on the basis of the relationship
of the spliceosome to group II introns. The data
presented here therefore suggest that reversibility of the
first step is not a proofreading mechanism in pre-mRNA
splicing. Proper splice site selection during pre-mRNA
splicing requires many protein and RNA factors (46–49),
which suggests that proofreading mechanisms would
be valuable. In the absence of first-step reversibility, we
suggest that the second proofreading mechanism for
5=-splice site selection (involving 5=-exon hydrolysis
followed by the second step of splicing) may be opera-
tive within the spliceosome.

METHODS
DNA Oligonucleotides and RNA Transcripts. All nucleic acid

samples were purified by PAGE as described previously (18, 50).
The natural and mis-spliced 5=-exons were prepared by in vitro
transcription using T7 RNA polymerase with an appropriate
double-stranded DNA template (51). The natural 5=-exon was
5=-GCGUGGUGGGACAUUUUC-3=, where IBS2 is bold and IBS1 is
underlined. Each D123 RNA was transcribed using an EarI-
linearized plasmid derived from plasmid pJD20 (52) as the
template. Each D56 RNA (with or without 3=-exon) was tran-
scribed using a double-stranded PCR product derived from
plasmid pJD20 as the template. A homogeneous 3=-terminus for
D56 (with or without the 3=-exon) was provided by intra-
molecular hepatitis delta virus ribozyme cleavage (53, 54).
When the 3=-exon was not included at the 3=-terminus of D56,
the 2=,3=-cyclic phosphate was removed with T4 polynucleotide
kinase in the absence of ATP (55). 5=-32P-Radiolabeling was
performed with �-[32P]-ATP and T4 polynucleotide kinase.
Internal 32P-radiolabeling was performed by including in the
transcription solution a trace amount of �-[32P]-CTP along with
all four unradiolabeled NTPs, each at 4 mM.

Synthesis of Branched RNA. The branched RNAs were synthe-
sized using the 7S11 deoxyribozyme, with the enzyme region
sequence as described previously and the binding arms comple-
mentary to appropriate portions of the RNA substrates (20, 21).
Disruptor oligonucleotides (56) were required for both D123 and
D56 to enable proper binding of 7S11 to the RNA substrates (see
Supporting Information for details). The D123 substrate
(20 pmol), deoxyribozyme (30 pmol), D56 substrate (with or
without 3=-exon; 60 pmol), and disruptor oligonucleotides
(200 pmol of D123 disruptor and 600 pmol of D56 disruptor)
were combined in 11.8 �L of 5 mM HEPES (pH 7.5), 15 mM NaCl,
and 0.1 mM EDTA. The sample was annealed by heating at 95 °C
for 3 min and cooling on ice for 5 min. The sample volume was
raised to 20 �L with final concentrations of 50 mM EPPS
(pH 8.5), 150 mM NaCl, 2 mM KCl, and 40 mM MgCl2. The

sample was incubated at 37 °C for 1.5 h, then quenched onto
25 �L of stop solution (80% formamide, 1� TB [89 mM each Tris
and boric acid, pH 8.3], 50 mM EDTA, and 0.025% each bromo-
phenol blue and xylene cyanol). Samples were purified by 5%
denaturing PAGE.

To prepare the control (“C”) branched RNA by ai5� catalysis
to study the reverse of the first step of splicing, 5=-exon–D123
(293 � 675 � 968 nt; 20 pmol) and D56–3=-exon (77 � 180 �
257 nt; 400 pmol) were combined in 64 �L of 5 mM MOPS
(pH 7.0) and 1 mM EDTA and annealed by heating at 95 °C for 1
min and cooling at room temperature for 1 min. The sample
volume was then raised to 80 �L with final concentrations of
40 mM MOPS (pH 7.0), 100 mM MgCl2, and 500 mM NH4Cl. The
sample was incubated at 45 °C for 1 h, quenched onto 80 �L of
stop solution, and purified by 5% denaturing PAGE.

Verification of Branched RNA Structures. The core of each
branched RNA (45 nt for �1 RNA) was prepared by two sequen-
tial 10–23 deoxyribozyme cleavage reactions of the large
branched RNA (752 nt for �1 RNA). Then, the location of each
branch site was determined by partial alkaline hydrolysis of the
small branched RNA as previously described (22, 39).

Splicing Assays. For the assay of Figure 3, internally
32P-radiolabeled branched RNA (0.1 pmol) and unradiolabeled
matched 5=-exon (20 pmol) were combined in 16 �L of 5 mM
MOPS (pH 7.0) and 0.1 mM EDTA and annealed by heating at
95 °C for 1 min and cooling at room temperature for 1 min. The
sample volume was raised to 20 �L with final concentrations of
40 mM MOPS (pH 7.0), 100 mM MgCl2, and 500 mM NH4Cl. The
sample was incubated at 45 °C. Aliquots were withdrawn at
desired time points, quenched onto stop solution, and sepa-
rated by 5% denaturing PAGE. Gel images were acquired using a
PhosphorImager. Similar results were observed using an alterna-
tive high-salt assay buffer (26) of 40 mM HEPES (pH 7.5),
100 mM MgSO4, and 500 mM (NH4)2SO4 (data not shown). For
the assays of Figure 4, internally 32P-radiolabeled branched RNA
(0.2 pmol) and 5=-32P-radiolabeled matched 5=-exon
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(0.005 pmol) were assayed as described above (20% denaturing
PAGE).
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Experimenting with Peer Review

T he current peer-review system began in the late 1800s. More than a century later, we
at ACS Chemical Biology (ACS CB) and many of our colleagues in the publishing world
are discussing how the system will evolve. The process of peer review is much like the

ongoing discussions that take place in small communities, such as journal clubs, and
among a larger group of scientists at conferences. In both cases, data are presented, ques-
tions are asked, and points are clarified with the expectation that the discourse will improve
the science. In effect, peer review is an ongoing conversation between reviewers and
authors. The emergence of the Internet and electronic publishing is changing the way we dis-
seminate, discuss, and sanction scientific content. Can the new electronic tools be used to
improve the quality of the review process and provide a more fruitful interaction among
reviewers, authors, and readers? Answers might come from recent experiments with alterna-
tive open peer-review systems.

Single-blind peer review (SBPR), in which the reviewer knows the identity of the author but
not vice versa, took hold in the 1840s (1). The editorial board at Philosophical Transaction, a
journal of the Royal Society of London, was asking scientists to read and comment on sub-
mitted papers. This system was only used when the editorial board lacked the expertise to
evaluate the manuscript. In 1918, Arthur Lamb, the chief editor of the Journal of the Ameri-
can Chemical Society (JACS), instituted a system that he hoped would remove perceived
unfairness in the review process. Instead of using a select group of editorial board members
to evaluate submitted manuscripts, Lamb sent papers to experts in the field for anonymous
review. This peer-review system persevered at JACS and is now the norm for �20,000 scien-
tific journals.

What is the purpose of peer review? It depends on whom you ask. It provides feedback
and sometimes discussion among scientists. It also adds incentive for the authors of the
paper to improve their manuscript, because their peers suggest they do so. Other scientists
note that peer review also serves as a gatekeeper: it ensures that the published work meets
certain criteria. In the current system, the anonymity of the reviewer seems necessary: it
allows him or her the freedom to be honest and comment on whether an article should even
be published. Lastly, some researchers contend that the current peer-review system can
show university administrators that the work of a scientist merits his or her receiving tenure
and promotion. Most scientists agree that SBPR is imperfect but that it works most of the
time.

If peer review is meant to be a conversation within the scientific community in which
reviewers engage in a debate with authors, then would the review process benefit from more
back-and-forth discussion among reviewers, between reviewers and authors, or even among
disparate peers in an open public-review system? Extensive discourse will no doubt improve
the paper. On the other hand, lengthy conversations can have diminishing returns (and
delay publication). The publishing world requires more data before we can begin to improve
the current peer-review process.

In the scientific spirit of experimentation, some journals (Biology Direct, Atmospheric
Chemistry and Physics, Electronic Transactions in Artificial Intelligence, to name a few) have
adopted open peer-review systems in which the identities of authors and reviewers are dis-
closed to all participants. Nature is trying a variation on this theme by running a side-by-
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side experiment with traditional peer review and open peer commentary on a select number
of papers. Authors can choose to participate in the experiment or have their paper reviewed
through traditional SBPR. Later this year, the Public Library of Science (PLoS) will launch PLoS
ONE, its experiment in open peer review. Will scientists be willing to commit time to engage
in a discourse on the web versus writing a single set of comments? Will technically deficient
papers be weeded out quickly so that reviewers’ time won’t be wasted? If the paper is posted
on a public website before publication, what measures will be taken to prevent plagiarism or
outright theft of intellectual property? If an author excludes an individual as a reviewer, how
will the journal honor this request? The data from these open peer-review experiments will
be telling.

Here at ACS CB, we’ve been conducting a behind-the-scenes experiment with open editor
discussions. As our readers can see, we receive papers that run the gamut of organic chem-
istry to cell biology. How do the editors decide what is appropriate for the journal? We use
the collective expertise of the seven members of our Board of Editors and the staff editors to
prescreen manuscripts. This process is an online discussion that takes 1–3 days and nor-
mally involves at least three editors. It is not a formal review but simply a prescreen to estab-
lish the suitability of a paper for the journal, determine whether it should be reviewed, and
identify appropriate reviewers. We have considered whether a similar discussion forum
among the chosen reviewers would enhance our review process. After the paper returns from
review (usually 2–3 weeks), the editors revisit these discussions, this time with reviewer
comments in hand. We integrate the expertise of reviewers and the editors to make a deci-
sion within 2–4 days. This synthesis during the review process would have been impracti-
cal before the Internet but is now relatively straightforward.

The jury is still out on how peer review will evolve, but it is clear that it will. Please email us
with your comments and suggestions. Should ACS CB change its peer-review process? If so,
how? Go to our WIKI (free and open to all scientists), and add your opinion to the Experiment-
ing with Peer Review discussion. Thanks for your input.

Evelyn Jabri
Executive Editor

1. Kronick, D. A. (1990) Peer review in 18th-century scientific journalism, JAMA, J. Am. Med. Assoc. 263, 1321–1322.
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Knocked Out!
The ability of anesthetics 
to reversibly knock out people 
is not well understood, largely 
because of the difficulty in character-
izing the protein targets of these low-
affinity, volatile compounds. All current 
clinical anesthetics are haloethers, and 
though some data are available on the 
mechanisms of older anesthetics, new 
tools are needed to probe the molecular 
mechanisms behind the haloethers. To 
this end, Xi et al. (p 377) have synthe-
sized a photoactivatable haloether, 
H-diaziflurane, and solved the crystal 
structure of this compound bound to the 
protein apoferritin.
 Functional characterization of 
H-diaziflurane confirmed that it was an 
adequate photolabel mimic of haloether 
anesthetics. Like other isoflurane-based 

A Chemical Condition
Membrane biogenesis, the process by which the composition of cell membranes 
is determined, is a critical mechanism cells use to discriminate between the pas-
sage of essential nutrients and toxic small molecules. The outer membrane (OM) of 
Gram-negative bacteria has a unique composition, with phospholipids in the inner 
leaflet, glycolipids in the outer leaflet, and various integral OM β-barrel proteins. The 
factors involved in building the OM have been notoriously difficult to discern, in part 
because of the complexity of the environment and the components involved. Now, 
Ruiz et al. (p 385) use chemical conditionality, a genetic technique, to 
uncover how the OM β-barrel protein YaeT contributes to the discrimi-
natory ability of the OM.
 Chemical conditionality works by searching for mutations that alter 
the entry of toxic small molecules into cells. imp4213, a bacterial strain 
that is susceptible to passage of toxic molecules in part because of 
increased levels of phospholipids in the outer leaflet, is used to screen 
for suppressors of the permeability defect. A strain containing a muta-
tion in the yaeT gene, imp4213yaeT6, was found to be resistant to two 
bile salts, sodium deoxycholate and sodium chenodeoxycholate, but the strain is not 
resistant to the more hydrophilic bile salt sodium cholate. Additional experiments led 
the researchers to propose that this mutation changes the protein landscape of the 
OM such that the phospholipid content of the outer leaflet is reduced. This leads to 
altered sensitivity to molecules on the basis of their hydrophobicity. A variety of tech-
niques, including chemical conditionality, can be used to gain further understanding 
of how membrane components work together to modulate small-molecule entry and 
will help expand this model and provide additional details about the mechanism of 
membrane biogenesis.

Don’t FRET over the Kinome
Kinases are key signaling proteins and an 
important class of drug targets, and methods to 
evaluate their activity are critical in understand-
ing cellular signaling events and in drug-discov-
ery efforts. One method to monitor kinase activ-
ity involves dynamic tracking using genetically 
encoded reporters, wherein a phosphorylation 
event induces a change in conformation that 
triggers a FRET response. These reporters pro-
vide sensitive ratiometric fluorescence readouts 
and enable precise molecular targeting and 
high spatiotemporal resolution, but thus far, 
these tools have only been utilized in single-cell 
imaging experiments. Now, Allen et al. (p 371) 
have adapted this reporter system for high-
throughput screening of live cells; this approach 
can potentially be used to identify 
the modulators of most kinases 
in the cell. 
 Improved versions of two 
reporter systems, A-Kinase 
Activity Reporter and Indicator 
for cyclic adenosine monophos-
phate (cAMP) Using Epac, were created, 
and their utility was demonstrated in the 
detection of protein kinase A (PKA) activity 
and cAMP levels, respectively. In addition, a 
collection of 160 FDA-approved drugs and other 
clinically relevant compounds was screened, 
and three known PKA agonists, a known β-ad-

renergic antagonist, and a potential 
new cAMP modulator were identi-
fied. This reporter assay design has 
several attractive features, including 
parallel evaluation of key targets in 
the same signaling pathway and po-
tential identification of both agonists 
and antagonists from one primary 
screen. Reporter systems can be cre-

ated for any known kinase enabling mechanistic 
and kinetic studies of signaling pathways as 
well as discovery of new signaling modulators 
and drug candidates for essentially the entire 
kinome.

anesthetics, H-diaziflurane 
is nontoxic, reversibly immo-

bilizes amphibians, and potenti-
ates GABA-gated chloride channels 

in primary cultures of hippocampal 
neurons. Structural characterization 
using MS and X-ray crystallography of 
ultraviolet-exposed apoferritin/H-di-
aziflurane mixtures revealed that H-di-
aziflurane likely binds in a previously 
identified isoflurane-binding cavity 
in the ferritin L-chain. In addition, evi-
dence was seen of adducts at two resi-
dues, the carbonyl oxygen of Leu24 
and the side-chain oxygen of Ser27. 
Future studies with this compound 
and other isoflurane derivatives will 
facilitate identification and character-
ization of additional molecular targets 
of haloether anesthetics.
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Evolving Inteins
An intein is a segment of a protein that can excise itself 

and ligate the remaining portions to create an intact 

protein. The presence of an intein within a target protein 

renders the macromolecule nonfunctional, but upon 

excision of the intein, the target can assume its native 

conformation. In yeast, directed evolution has been used 

to create inteins whose self-splicing is dependent on the 

small molecule 4-hydroxytamoxifen (4-HT). This method of 

controlling protein function has distinct advantages over 

other approaches, such as the use of non-native promot-

ers or heterologous control elements, because it requires 

minimal disruption of the cell’s regulatory networks. Now, 

Yuen et al. ( J. Am. Chem. Soc. 2006, 128, 8939–8946) 

expand the application of evolved inteins to the manipula-

tion of protein function in mammalian cells.

First, 4-HT-dependent intein splicing was characterized 

in mammalian cells transfected with a green fluorescent 

protein (GFP) intein variant. The researchers demonstrated 

that spliced, functional GFP was generated only in the 

presence of 4-HT in a dose- and time-dependent manner. 

Cells maintain precise mecha-

nisms to control their protein 

levels, including regulating 

protein expression, function, 

and degradation. The ability to 

manipulate these processes 

helps us understand how they 

operate and enables the design 

of engineered protein circuits. 

While many methods are avail-

able to control protein expression, 

protein degradation has proven 

more difficult to manipulate. Now, 

McGinness et al. (Mol. Cell 2006, 

22, 701–707) present a system to 

control destruction by exploiting 

properties of the adaptor protein 

SspB and the ssrA-tag, which 

mark proteins for degradation by 

the ClpXP protease.

In Escherichia coli, proteins 

that contain the ssrA peptide 

sequence are targeted for destruc-

tion by the ClpXP protease, and 

this process is facilitated by 

SspB. To engineer a controllable 

system, the researchers cleverly 

designed a modified ssrA-tag, 

termed DAS+4, that has a similar 

affinity for SspB but a reduced 

affinity for the protease. It was 

first demonstrated in vitro that 

proteins carrying the modified 

tag are degraded poorly by ClpXP 

in the absence of SspB but are 

rapidly degraded when SspB is 

Manipulating Destruction

(continued on page 330)

Next, evolved intein variants inserted into the murine 

transcription factors Gli1 and Gli3T were used to modulate 

transcription-factor activity. Transcription-factor activity was 

dependent on the addition of 4-HT, and spliced Gli1 and 

Gli3T localized to their native subcellular compartments. 

This finding provides additional evidence that spliced 

proteins behave similarly to their native counterparts. Finally, 

the researchers demonstrated that the evolved intein system 

is capable of producing protein levels 

sufficient to fulfill the role of the native 

protein in the cell. Endogenous Gli1 can 

induce differentiation of mouse embry-

onic cells into osteoblasts. Remarkably, 

in the presence of 4-HT, mouse embry-

onic cells transfected with a Gli1-intein 

variant differentiated into osteoblasts. 

Further application of evolved, small-

molecule-dependent inteins harbors 

great potential for the exploration of 

protein function in cells. EG
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Introns Draw One from the DEK
The spliceosome is a cellular machine composed of RNA 

and >100 proteins. In mammals, the complexity of the 

spliceosome is dwarfed only by the essential task that it 

performs. It must recognize specific signals at the ends 

of noncoding regions known as introns and catalyze 

their removal. The majority of introns have ends marked 

by dinucleotides, GU at the 5′ end and AG at the 3′ end. 

Because these signals are often thousands of nucleotides 

apart, a puzzling question has long remained unanswered: 

How does the spliceosome pick the correct dinucleotides 

among so many possible candidates? Now, Mendes-Soares 

et al. (Science 2006, 312, 1961–1965) have uncovered a 

new activity that helps explain the spliceosome’s selective 

nature. They monitored the binding of an early factor in 

3′ splice site recognition known as the U2-auxillary factor 

(U2AF) to a segment of RNA that resembles an authentic 

3′ splice site or a mutant. An isolated human U2AF complex 

was not highly selective for the authentic 

site, but an activity in nuclear extract 

made U2AF far more discrimi-

nating. Biochemical fraction-

ations followed this activity 

until mass spectrom-

etry identified the 

responsible protein, 

DEK, a factor formerly associated with the chromatin coats 

on DNA rather than RNA processing. In this study, DEK was 

shown to interact with U2AF and act as a proctor during 

that factor’s choice of 3′ dinucleotide. DEK’s watchdog 

activity appears to be more complex than just enforcing the 

right binding event. Depletion of the protein from splicing-

competent extracts resulted in a loss of splicing catalysis 

but no change in the assembly of the spliceosome onto 

the intron. This implies that DEK may function during the 

mysterious “catalytic activation” stage of the spliceosome 

cycle. This is especially interesting given its previous con-

nection to chromatin regulation. Perhaps DEK acts as one 

of the nuclear coordinators to mitigate cross talk between 

transcriptional regulation and the splicing apparatus. Also 

of interest is that an overabundance or mutation of human 

DEK has been linked with certain cancers. JU

TIPping the Target Identification Scale
Target identification is a key step and often a major hurdle in 

chemical genetics experiments and drug-discovery efforts. One 

method to identify targets of small molecules is photoaffinity 

labeling, in which UV irradiation is used to covalently cross-link 

a photoactivatable derivative of the small molecule to its target. 

However, purification and identification of photoaffinity-labeled 

proteins are often complicated by the presence of contaminat-

ing proteins. Now, Lamos et al. ( Angew. Chem., Int. Ed. 2006, 

45, 4329–4333) present the synthesis and application of target 

identification probe (TIP) reagents that exploit the use of isoto-

pic labels to facilitate target identification.

TIP reagents are cleverly designed multifunctional molecules 

that contain a mixed isotope photoaffinity label and an affinity 

tag. The isotope label is composed of a benzophenone moiety 

containing 11 deuterium atoms; this is a substantial mass 

difference compared with its unlabeled counterpart. The TIP 

reagent is used as a 1:1 mixture of labeled to unlabeled 

molecules, and when incubated in a protein mixture 

and exposed to UV light, both labeled and unlabeled 

reagents are covalently attached to target proteins. 

Avidin affinity chromatography is used to isolate 

the protein–TIP conjugates from the mixture, and proteolysis 

and subsequent mass spectrometry (MS) analysis of unlabeled 

peptides provide a list of candidate binding proteins. Of those 

peptide fragments, only those that also possess the unique MS 

signature obtained from the isotopic label are derived from the 

target of interest. As proof of principle, a TIP reagent contain-

ing the immunosuppressive drug cyclosporine was synthesized 

and successfully used to isolate and identify its binding protein 

cyclophilin A from a mixture of four proteins.

This approach paves the way for accelerated target identifica-

tion for many applications. For example, TIP reagents can be 

used in live cells, and the large mass difference between labeled 

and unlabeled proteins enables resolution of intact proteins in 

top-down proteomics experiments. EG
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Manipulating Destruction, continued

Defeating Dementia
Alzheimer’s disease (AD) is the most common form 

of dementia, and the accumulation of amyloid 

β-peptide (Aβ) aggregates in the brain is thought 

to be a critical element in the pathogenesis of 

the disease. It has been suggested that inhibiting 

Aβ aggregation could be an effective therapeutic 

strategy for AD, but the complexity of the disease 

and the challenge of creating appropriate disease 

models have hindered effective discovery and 

testing of inhibitors. McLaurin et al. (Nat. Med. 

2006, 12, 801–808) now report the evaluation and 

efficacy of cyclohexanehexol (CHH) inhibitors of Aβ 

fibril assembly in a robust transgenic mouse model 

of AD.

 Phosphatidylinositol lipids have been previously 

shown to strongly facilitate Aβ oligomerization. It 

has been hypothesized that inhibition of Aβ fibril 

assembly by CHHs in vitro is due to their ability to 

directly compete with phosphatidylinositol binding 

to Aβ. Two different treatment models were used 

to evaluate two CHH stereoisomers, scyllo-CHH 

and epi-CHH, in mice expressing a mutant protein 

that causes AD in humans. In the first model, mice 

were treated prophylactically beginning at 6 weeks 

of age, before symptoms of AD surface, until either 

4 or 6 months of age. Treatment with either inhibitor 

resulted in significant improvements in cognitive 

function and other AD-like phenotypes, including 

reductions in brain Aβ levels and mortality, although 

the scyllo-CHH stereoisomer was the more effective 

inhibitor. In the second treatment strategy, mice 

were given the inhibitors at 5 months of age, after 

the AD phenotype is established. Remarkably, mice 

treated with scyllo-CHH, but not epi-CHH, exhibited 

behavioral improvements and biochemical evidence 

for reduced Aβ plaques. The authors propose that 

CHH inhibitors directly prevent and possibly reverse 

Aβ oligomeric assembly in the brain: clearing of 

soluble Aβ through normal mechanisms and conse-

quent prevention of disease may result. EG
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present. The researchers 

next tested the system 

in vivo in sspB+, clpX+, 

sspB–, and clpX– strains 

by tagging the protein titin 

with DAS+4 and placing 

it under the control of an 

inducible promoter. Upon induc-

tion, very low levels of titin-DAS+4 

were found in sspB+ clpX+ strains, 

but substantially higher levels 

were present in the sspB– and 

clpX– strains, an indication that 

both SspB and ClpXP are neces-

sary for efficient degradation of 

titin–DAS+4. Taking the system 

one step further, the researchers 

placed SspB under an inducible 

promoter in a ∆sspB strain 

expressing titin–DAS+4. 

Rapid degradation of 

titin–DAS+4 was observed 

only upon induction of 

SspB expression. The 

researchers further dem-

onstrate that controlling degra-

dation of proteins tagged with 

DAS+4 can be used to manipu-

late other cellular properties, 

including antibiotic resistance 

and enzyme production. EG
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UPCOMING CONFERENCES

Spotlights written by Eva Gordon, Sarah Tegen, and Jason Underwood

The epidermal growth factor receptor 

(EGFR) family of proteins plays critical 

roles in cell proliferation, differentiation, 

and motility and is activated in a variety 

of human cancers, including malignan-

cies of the lung, head, and neck. EGFR 

is a transmembrane receptor tyrosine 

kinase that is activated upon dimeriza-

tion induced by ligand binding to the 

extracellular domain. Homodimerization 

of the protein results in the activation 

of the kinase and phosphorylation 

of tyrosine residues in the C-terminal 

domain. These phosphotyrosines serve 

as docking sites for other signaling 

proteins, leading to the activation of 

numerous downstream pathways. 

Previous research has shown the 

structural basis for the dimerization of 

the EGFR extracellular domain. However, 

the mechanism by which EGFR kinase 

activity is induced upon ligand-binding 

has remained unclear. Now Zhang et al. 

(Cell 2006, 125, 1137–1149) propose 

an allosteric mechanism for kinase 

activation.

Comparing the structures of the pro-

totypical tyrosine kinase Src and cyclin-

dependent kinase (CDK) to the struc-

tures of EGFR, the authors hypothesized 

that EGFR is likely activated through 

asymmetric interaction of two protein 

molecules. They first showed that an 

EGFR mutation frequently found in 

human lung cancer activates EGFR. This 

mutation (mutating a neutral leucine to 

a charged arginine) interrupts several 

hydrophobic interactions necessary for 

maintaining the Src/CDK-like inactive 

state. This result led the authors to 

hypothesize that EGFR naturally resides 

Asymmetry and Autoinhibition
in an autoinhibited state. Further 

examination of previously described 

crystal structures of EGFR in activated 

conformations revealed a potentially 

important structure in which the kinase 

domains of two molecules interacted in 

an asymmetric manner that is similar to 

the binding of cyclin to CDK. This cyclin 

binding to CDK leads to activation of 

the CDK. Mutation of an EGFR residue 

at the cyclin/CDK-like interface pro-

duced crystals of EGFR that resembled 

an inactive kinase. In addition, the 

authors showed that mutations at 

the cyclin/CDK-like interface prevent 

EGFR activation. Taken together, these 

results suggest that EGFR is normally 

autoinhibited and that ligand-induced 

dimerization leads to an asymmetric 

interaction of the kinase domains that 

aids in the activation of the molecule. 

Given the serious consequences of 

spurious activation of EGFR, this study 

provides a glimpse at an elegant solu-

tion evolved to precisely regulate EGFR 

signaling. ST

Reprinted with permission from Cell 



Frontiers in Bioimaging
Masaki Takeuchi and Takeaki Ozawa*
Department of Molecular Structure, Institute for Molecular Science, 38 Nishigonaka, Myodaiji, Okazaki, 444-8585 Japan

U nder the international collaboration
between the National Institute for
Basic Biology (NIBB) and the Euro-

pean Molecular Biology Laboratory (EMBL),
the second Frontiers in Bioimaging sympo-
sium was held March 22–23, 2006, in
Okazaki, Japan. This symposium highlighted
emerging and innovative technologies for
bioimaging and their practical applications
in biology. Distinguished scientists offered
26 oral presentations and 20 poster ses-
sions on the state of the art in various bio-
logical fields. More than 150 participants
took the opportunity to exchange views and
share experiences. The meeting covered
cutting-edge topics such as the develop-
ment of fluorescent and bioluminescent
probes, analytical techniques with novel
concepts, new microscopic systems for 3D
imaging of living subjects, and biological
progress with imaging techniques. Newly
developed probes, analytical techniques,
and microscopic systems were the main
focus of the symposium.

Existing fluorescent proteins are powerful
tools for multicolor labeling of different pro-
teins in a single living cell. However, the dif-
ficulty of aligning several lasers and the
emission crossover between the fluoro-
phores make multicolor imaging a chal-
lenge. Atsushi Miyawaki (RIKEN) introduced
newly developed fluorescent proteins with
various spectral properties (1). For example,
the protein Keima experiences a large shift
between excitation and emission spectra:
the fluorescent protein is excited at 440 nm
and emits light at 620 nm. Combining
Keima with cyan fluorescent protein allows
quantification and imaging of protein–pro-

tein interactions by fluorescence cross-
correlation spectroscopy with a single
458-nm laser line. Labeling a target protein
with synthetic chemical probes is also
important for detection, purification, and
functional studies. For practical applica-
tions, the labeling reaction
must be highly specific.
Kai Johnsson of the Swiss
Federal Institute for Tech-
nology (Ecole Polytech-
nique Fédérale de Lau-
sanne) talked about new
methods for the covalent
and specific labeling of
fusion proteins with
chemically diverse com-
pounds. He demonstrated
several applications,
including labeling with
spectroscopic and caged
probes, selectively immo-
bilizing protein microarrays, and manipulat-
ing membrane proteins. These new fluores-
cent and chemical probes will offer innova-
tive answers to biological questions that tra-
ditional approaches have been unable to
address.

Another topic of interest included the
latest developments of analytical tech-
niques for examining protein–protein inter-
actions, protein modification, and protein
transport. In the past few decades, genetic
and biochemical approaches have led to the
identification of thousands of potential
protein interactions. But the cell specificity
and the subcellular localization of most of
these interactions remain unknown. Tom
Kerppola (University of Michigan) a talk
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about protein-interaction analyses by com-
plementation of split fragments of fluores-
cent proteins. Transcriptional protein com-
plexes and protein modification by ubiquitin-
family peptides were visualized by the com-
plementation technique. Tarik Issad (Centre
National de la Recherche Scientifique) dis-
cussed protein-interaction analyses based
on bioluminescence-resonance energy
transfer. The technique makes it possible to
visualize the interactions that occur in the
insulin-signaling cascade of an insulin
receptor and its intracellular adapters. Spa-
tiotemporal visualization of RNA is also
important for understanding the complex
function of these molecules. Robert Singer
(Albert Einstein College of Medicine) pre-
sented an analysis of intracellular messen-
ger RNA trafficking by the fluorescence
recovery after photobleaching technique. It
was demonstrated that nuclear RNA mobil-
ity was not directed by other macromol-
ecules but rather governed by rules of
simple diffusion. These new analytical tech-
niques will help us design new experimental
systems for a variety of purposes and obtain
novel biological data about living cells.

The third topic of interest was discussed
in presentations about microscopes based
on new concepts. The development of
microscopes with highly spatiotemporal
resolution is now one of the most important
and challenging areas of the bioimaging
field. Ernst Stelzer (EMBL) reported on selec-
tive plane illumination microscopy (SPIM), a
new technique that allows the observation
of large (up to a few millimeters) and even
living specimens. The illumination of a light
sheet instead of a single laser line, along
with the rotation of a sample embedded in
agarose, has enabled the rapid capture of
3D images. Because excitation by the light
sheet minimizes photobleaching, 4D
imaging of moving specimens such as a
beating heart of a fish was also made pos-
sible. John Sedat (California, San Francisco)
talked about OMX, an advanced micro-
scopic system. It is the first practical imple-

mentation of structured illumination (SI), in
which the grid is superimposed onto the
sample (fringe projection) by the insertion of
a grid structure into the plane diaphragm.
After acquisition of several images with dif-
ferent grid positions and combination of
those raw images, the grid lines and the
image that are out of focus become invis-
ible, and the contrast and image sharpness
are much improved. The system was
designed to record rapid 3D multiwave-
length imaging on live samples. Stelzer also
reported that this SI technology was incor-
porated into the SPIM to improve resolution
at a wide range of magnifications. In addi-
tion to new chemical and proteinaceous
probes, the development of novel hardware
for microscopes appears to be a key chal-
lenge for the study of complex biological
phenomena.

Such technological advances in bioimag-
ing contribute significantly to the growing
body of biological information. Thus, the
bioimaging field is in a position to compile
and integrate the data to elucidate new bio-
logical information. Jan Ellenberg (EMBL)
discussed the MitoCheck project (www.
mitocheck.org), which is a genome-wide
screening analysis of mitotic genes and is
run by various European research groups.
Transfected-cell arrays, automated time-
lapse fluorescence imaging, and computa-
tional phenotype analysis of a chromosome-
segregation assay were used to develop a
fully automated method for microscopy-
based small interfering RNA screening. The
automated imaging system is powerful
enough to analyze complex spatiotemporal
processes of target proteins in living cells.
Scientists can obtain new quantitative and
qualitative insights into the dynamic intra-
cellular events of eukaryotic cells. In the
near future, many researchers will apply
such systematic analyses to the study of the
biologically complex eukaryotic cells. In
addition to the above-mentioned presenta-
tions, other speakers reported on impres-

sive recent results and perspectives from
various fields in which bioimaging is used.

We agree with many participants that this
symposium was a fruitful exchange of
cutting-edge information about the rapid
developments in imaging science, particu-
larly new probes, analytical techniques, and
microscopic systems. We would like to
express our gratitude to the organizing com-
mittee for this successful meeting. In 3
years, NIBB plans to hold the next sympo-
sium, which promises even more remark-
able advances.
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RNAs Regulate Biology
Rachel Green†,‡,* and Jennifer A. Doudna†,§,*
†Howard Hughes Medical Institute and ‡Department of Molecular Biology and Genetics, Johns Hopkins School of Medicine,
Baltimore, Maryland 21205, and §Department of Molecular and Cell Biology and Department of Chemistry, University of
California, Berkeley, California 94720

W e both entered the RNA field in
the late 1980s, when catalytic
RNAs and in vitro selection

approaches were an exciting new frontier.
The first scientific meeting one of us (J.A.D.)
attended was the 52nd Cold Spring Harbor
Symposium (CSHS) on the Evolution of Cata-
lysts in the spring of 1987. It was a spec-
tacular experience: attendees at the
meeting were abuzz with the excitement
and novelty of ribozymes and the mecha-
nisms of chemical reactions critical for life.
Ample time to mingle with colleagues fos-
tered many conversations about the details
and unanticipated connections among the
systems we were each studying.

Almost 20 years later, the world of func-
tional RNAs is no less exciting. This year’s
71st CSHS on Regulatory RNAs, held
May 31–June 5, 2006, in Cold Spring
Harbor, NY, discussed novel aspects of RNA
biology that we are only beginning to under-
stand. Focused largely, though not exclu-
sively, on RNA interference (RNAi), the
meeting brought together a diverse group of
scientists broadly interested in understand-
ing how, where, when, and why RNA mol-
ecules have evolved to regulate gene
expression in a wide variety of ways in cells
and viruses. Although the pathways and
molecular players involved in RNA-mediated
gene regulation are being elucidated at a
rapid pace, the chemical and mechanistic
underpinnings remain to be worked out. The
underlying molecular mechanisms, and the
possibilities for tapping these processes for
therapeutic purposes, fall squarely into the
realm of chemical biology.

Rather than attempt to summarize every
topic covered at the meeting (a nearly
impossible task!), this review focuses on
several of the key themes that emerged from
the many presentations and informal dis-
cussions that occurred during the course of
the symposium.

A central topic was the discovery of new
noncoding RNAs (ncRNAs). What’s out
there? The resounding answer: a lot! ncRNAs
are abundant in all three kingdoms of life, as
revealed by a myriad of approaches, includ-
ing direct cloning and sequencing of cellular
RNA, computational prediction, and micro-
array analysis. Several research groups are
using sequencing methodology, referred to
as 454 (www.454.com), for the “deep
sequencing” of many thousands of small
RNAs (sRNAs). This technique has enabled
the rapid compilation of large numbers of
sequences that can be sorted by size,
sequence, evolutionary conservation, and
location within a genome.

As a result, new classes of small ncRNAs
are rapidly being identified, although the
functions for these molecules remain myste-
rious. What is clear so far is that size
matters. In plants, for example, David Baul-
combe described how four distinct variants
of the RNA-cleaving enzyme Dicer each
produce double-stranded RNA (dsRNA)
products (micro- or small interfering RNAs)
of a characteristic length that confer on
them the ability to enter particular gene-
regulating pathways. Steve Jacobsen and
Richard Jorgensen presented genetic
studies that similarly emphasized the diver-
sity of RNAi-mediated silencing pathways
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that appear to function in different
plants. Greg Hannon (1) presented
a large family of �30-mer RNAs,
found exclusively in murine testes,
that have been dubbed piRNAs
because of their propensity to bind
Piwi-domain-containing proteins in
these germ cells. These 30-mers,
which usually have a 5= uridine
residue, are typically encoded in
intergenic regions clustered in the genome
and are not conserved at the sequence level
in other organisms. Phil Zamore presented
data suggesting that a similar class of
sRNAs, the rasiRNAs (repeat-associated
silencing RNAs), might be generated
through a previously undescribed pathway.
In the nematode Caenorhabditis elegans,
David Bartel has found that almost one-
tenth of the sequences identified so far by
the 454 method corresponds to so-called
21U-RNAs. These are 21-mer RNAs that
always contain a 5= uridine residue and are
derived from thousands of loci in two broad
regions of chromosome IV, dispersed
between protein-coding genes and within
their introns. No precise function for piRNAs
or 21U-RNAs has yet been determined.

ncRNAs are not always small. RNAs pro-
duced by RNA polymerase II, the same
enzyme that transcribes precursor messen-
ger RNAs (mRNAs) in the nucleus, are some-
times retained in the nucleus rather than
exported to sites of protein synthesis in the
cytoplasm. Two fascinating examples dis-
cussed by David Spector include the 9-kb
CTN-RNA and another 7-kb RNA, found in
murine and human cells. The CTN-RNA
appears to be a long version of an mRNA
encoding an amino acid transporter, raising
the possibility that CTN-RNA is a storage
form of the message that is on hand for
rapid processing and export in the event of
amino acid starvation. The 7-kb-long RNA is
also found in the nucleus, in this case in
neurons at sites of preliminary mRNA pro-
cessing, and its abundance intriguingly cor-
relates with the numbers of neural synapses

formed in cell culture. Other intriguing con-
nections among RNA editing, transport, and
RNAi were touched upon in talks by Brenda
Bass and Gordon Carmichael, highlighting
the extensive interplay among these seem-
ingly distinct processes. Tom Gingeras and
Mike Snyder described results from the
ENCODE (Encyclopedia of DNA Elements)
project aimed at characterizing all the tran-
scripts produced from 1% of the human
genome. Findings from their labs and others
suggest that much more of the genome is
transcribed than previously known, at least
at a low level, and more than half of all
coding genes have very distal, alternative,
tissue-specific transcription start sites. Nick
Proudfoot presented evidence that aberrant,
intergenic, and genic globin locus tran-
scripts are subjected to RNAi mechanisms,
whereas regular globin transcripts are made
from genes arranged in transcription-depen-
dent loop structures.

ncRNAs are not unique to eukaryotes:
bacteria also contain small regulatory RNAs
(so far at least 80 have been identified in
Escherichia coli), and use structured RNAs
called riboswitches (as described by Wade
Winkler, Tina Henkin, and Eduardo Grois-
man) to control gene expression in response
to a wide array of small molecules, including
magnesium ions (2). Gigi Storz shared new
data indicating that small bacterial RNAs
can mediate their effects by binding to the
3= untranslated region of the gene, reminis-
cent of many examples of translational
control in eukaryotes (3). Molecular struc-
tures of riboswitches are appearing at a

rapid clip, including recent crystal
structures of the guanine (4) and
S-adenosylmethionine-binding
riboswitches (5) presented by
Robert Batey and a structure of the
E. coli thiamine pyrophosphate-
binding riboswitch presented on a
poster from Dinshaw Patel’s lab
(6). The remarkable T-box RNA
described by Tina Henkin recog-

nizes specific transfer RNAs (tRNAs) and
changes structure depending on whether the
tRNA is charged with its cognate amino acids;
thus, expression of bacterial genes in
response to cells’ nutritional status is con-
trolled (7). One wonders whether such rela-
tively small RNAs, linked together, could
function as a primitive ribosome if supplied
with an mRNA template, food for thought
about the evolutionary origins of RNA-
catalyzed protein biosynthesis.

Many of the identified sRNAs whose func-
tions are known are microRNAs (miRNAs),
and hence, numerous labs have used
genetic and biochemical approaches to set
about finding their molecular partners in
different organisms. Scientists from the
Ruvkun and Carthew labs described nega-
tive regulators of RNAi in nematodes and
fruit flies; that cells might control RNAi in
response to environmental stimuli was sug-
gested. Craig Hunter presented evidence for
a transmembrane transporter of dsRNA
required for the spreading of RNA silencing
between cells in nematodes (8, 9).

Crystallographic structure determinations
of RNAi pathway components, presented by
the Barford (10), Joshua-Tor (11), and
Doudna (12) and Patel labs (13, 14), show
how siRNAs are likely to bind within com-
plexes containing Dicer and the mRNA
target-cleaving endonuclease Argonaute 2.
These structures are guiding biochemical
investigation of the molecular mechanisms
that underlie the individual steps in RNAi.

How miRNAs work in vivo remains a sub-
ject of much discussion and debate. Al-
though evidence in some experimental
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systems and from computational approaches
suggests that miRNAs can fine-tune gene
regulation, data from the Hobert lab show
that a miRNA in the nematode nervous
system is a clear switch that determines left-
versus right-brain functional asymmetry (15,
16). These studies are consistent with early
genetic observations in the field and sug-
gest the possibility that such on–off control
of gene expression by miRNAs will be more
generally observed. Although miRNA tissue
localization can be exquisitely specific, as
shown in the zebrafish by Ron Plasterk, just
a quarter of the miRNAs for which chemi-
cally stable antisense oligonucleotides were
used to block function had a discernible
phenotype. That said, Frank Slack shared
compelling evidence for the involvement of
the let-7 miRNA family in regulating the
expression of important oncogenes impli-
cated in lung cancer. Alex Schier showed an
example of another way to affect gene
expression, whereby a miRNA promotes
deadenylation of maternal mRNAs during
early embryogenesis (17, 18). In a related
story, Jim Dahlberg and Elsebet Lund
reported that miRNA biogenesis is con-
trolled during Xenopus laevis egg maturation
and that miRNA-dependent deadenylation
can occur in the absence of translation.

One particularly vexing question is how
miRNAs are able to down-regulate protein
synthesis without affecting mRNA levels, a
process called translational repression.
Several speakers, including Witold Filipo-
wicz, Phil Sharp, and Tim Nilsen, presented
biochemical and cell biological studies that
attempted to decipher the mechanism(s)
of gene regulation by miRNAs (19). And,
although little consensus exists about what
stage of translation (or some other process)
is being controlled by miRNA interactions,
all would agree that determining where the
components are localized would provide
important insight and that processing
bodies (P bodies) and stress granules figure
prominently in these discussions. An inter-
esting talk by Elisa Izaurralde brought some

of these points home. She showed that mul-
tiple pathways exist for regulation and that
simply knowing that a gene is controlled by
a miRNA does not reveal how it is controlled.
Peter Sarnow’s talk about a hepatic miRNA
established that miRNAs can function as
activators rather than as repressors (20).
The take-home message is to keep an open
mind in examining every new case: the rules
are far from established.

Discussed at the meeting was transcrip-
tional silencing, another broad topic that
incorporates both small and large RNAs and
their cellular effects. Danesh Moazed and
Shiv Grewal presented complementary
stories on the idea of a self-reinforcing loop
of processes responsible for sRNA-mediated
gene silencing: transcription makes RNAs,
RNA-dependent RNA polymerase amplifies
them, Dicer processes, Argonautes bind,
and assembled RNA-induced transcriptional
silencing complexes act in cis at the locus
to degrade nascent transcripts (21–24).
Although initially surprising, transcriptional
silencing depends on transcription of the
locus. Edith Heard spoke about how specific
subnuclear zones appear to be established
for gene silencing by Xist RNA, and Jeannie
Lee discussed how direct physical pairing
between the X chromosomes is important
for establishing chromosome inactivation
(25). As we have learned for miRNA-
mediated gene regulation, localization is a
big factor in explaining how these processes
take place. As biochemists, we should note
that biology depends on localization;
although we often may be able to mimic
such effects in vitro with high concentra-
tions, we may not always be successful.

With so much of the meeting focused on
RNA, it was refreshing to hear several pre-
sentations about RNPs, ribonucleoprotein
complexes that facilitate the functional
association of RNAs with their in vivo protein
partners. In a session focused on telomer-
ase and cancer, Liz Blackburn presented her
lab’s recent discovery of “t-stumps”, very
short telomeres found on the ends of chro-

mosomes in certain cancerous human cells.
Data from the Cech lab suggest that yeast
telomerase RNA, which includes the tem-
plate sequence for extending the telomeric
stretches at the ends of the chromosomes,
is a flexible scaffold for assembling telomer-
ase proteins whose copy number is impor-
tant for proper telomere maintenance
in vivo. Carol Greider presented a genetic
story indicating that half the amount of
telomerase RNA over multiple generations
results in a heritable phenotype associated
with shortened telomeres (26, 27). An excit-
ing talk on alternative splicing from Bob
Darnell provided new insight into how RNP
complexes regulate which parts of a pre-
mRNA are stitched together to produce
tissue-specific messages. Gideon Drey-
fuss’s dissection of the SMN (survival of
motor neurons) complex is beginning to
reveal some of the biochemical rules for
splicing complex assembly (28, 29).

After a dizzying week thinking about
mechanisms in a seemingly overwhelming
sea of connections in RNA biology, we will
all remember the striking stories that we
heard that bring home just how central
these processes are to understanding life.
Surely one of the most memorable talks
about biology was by Michel Georges, who
studies why Texel sheep are “exceptionally
meaty”; the answer appears to be that these
sheep carry a mutation in the untranslated
region of the myostatin gene that creates a
binding site for an already expressed miRNA
(30). We are only beginning to appreciate
how much of known phenotypic variation
can be explained by these novel classes of
regulators, the sRNAs.
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Crossing a Biological Velvet Rope
Dewey G. McCafferty*
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North Carolina 27708-0354

I n Gram-negative bacteria, the outer
membrane (OM) serves as a selective
permeability barrier, governing the

influx and efflux of solutes essential for sus-
taining life while protecting against deleteri-
ous agents in the extracellular milieu.
Recently, using chemical genetic methods,
Silhavy and Kahne (1, 2) discovered that
toxic small molecules can be used in selec-
tions employing strains with OM permeabil-
ity defects to create particular chemical con-
ditions that demand specific suppressor
mutations to restore OM function in Esche-
richia coli. This “chemical conditionality”
approach (2) was used to identify a multi-
protein complex that is required for OM bio-
genesis. On page 385 of this issue of ACS
Chemical Biology (ACS CB), Silhavy and
Kahne (3) use chemical conditionality to
identify YaeT as part of the OM assembly
complex. They also report that the suppres-
sor mutation in yaeT confers resistance to a
specific structural subset of bile acids, thus
demonstrating that structurally diverse toxic
small molecules select different and specific
genetic solutions for correcting permeability
defects. This novel application of chemical
genetics points to a molecular basis for OM
barrier restoration by the OM assembly
complex, provides molecular-level identifi-
cation of potential targets for antimicrobial
chemotherapy, and offers a mechanism for
identifying factors involved in the assembly
of other organelles.

Gram-negative bacteria possess a dual-
membrane architecture consisting of a phos-
pholipid and protein inner membrane (IM), a
periplasmic space containing peptidoglycan

and soluble proteins, and an unusual OM
largely composed of OM proteins (OMPs),
lipopolysaccharides (LPSs), and phospholip-
ids. The OM bilayer is an unusual asymmetric
structure with the outer leaflet composed
largely of highly compact LPS and the inner
leaflet made of phospholipids (4). In
addition, integral OMPs such as �-barrel
proteins span the bilayer, and lipoproteins
are attached to the inner leaflet through
covalent lipid modifications. Also, other
components such as LPSs can be produced
as an additional extracellular layer. The OM
functions as a protective barrier to toxic
materials, yet it is selectively permissive for
solute import and waste disposal required
for sustaining life in varying environments.
The critical importance of OM function for
Gram-negative pathogens also makes its
assembly an antimicrobial target.

The molecular components of the OM are
biosynthesized in the cytoplasm or inner
leaflet of the IM and exported across the
periplasmic space and into the inner or
outer leaflets of the OM (5). OM lipo-
proteins, biosynthesized and post-transla-
tionally modified in the IM and transported
via the ATP-binding cassette (ABC) trans-
porter LolCDE, are escorted through the
periplasm by the LolA chaperone en route to
the OM. Similar chaperone-assisted mecha-
nisms are suggested for transport of Pili
proteins to the OM. Integral �-barrel OMPs
are produced in the cytoplasm, targeted to
the IM, and secreted into the periplasm in a
secretory protein-dependent mechanism,
where they interact with chaperones and
protein folding factors. However, once OMPs
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ABSTRACT In contrast to our understanding of
the composition of the outer membrane (OM) of
Gram-negative bacteria, the biogenesis of this
organelle has remained elusive. This is in part
because factors involved in OM assembly have
been refractive to chemical and biological
analyses. A recent study shows how small mol-
ecules and chemical conditionality can be used to
probe the biogenesis of the OM at the molecular
level and suggests that similar techniques can be
used to identify factors involved in the assembly
of other organelles.
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are in the periplasm, less is known about
their trafficking to the OM, bilayer insertion,
penultimate organization within the OM,
and impact on permeability.

Analysis of the biogenesis of the OM has
been hampered for decades because
factors involved in OM assembly have not
been amenable to identification and genetic
analyses. Although “leaky” OM-defective
mutants have been generated, generally
these mutants have nonspecific permeabil-
ity defects, precluding identification of factors
responsible for OM biogenesis. However,
several discoveries now may pave the way to
a molecular-level understanding of OM
barrier function. First is the discovery of the
Cpx and �E cell stress responses that led to
the subsequent identification of potential OM-
biogenesis candidates (6). The latter stress
response is extracytoplasmic and specifi-
cally activated by misfolded OMPs and dis-
ruption of LPS structure. Identification of this
regulon suggested possible involvement of
a family of candidate OM factors. A second
is the identification of OM-defective E. coli
mutants of a candidate OM-biogenesis
gene, imp. Genetic and biochemical analy-
ses subsequently confirmed an essential
role for imp in LPS assembly in the OM.

Silhavy and Kahne (3) added an impor-
tant chapter to our understanding of OM
biogenesis by demonstrating an additional
capability of forward chemical genetics.
Armed with an E. coli strain carrying a defec-
tive imp allele (imp4213) and thus a leaky
OM barrier susceptible to the effects of toxic
molecules, Silhavy and Kahne established a
forward genetic screen designed to identify
mutants of imp4213 that restored OM barrier
function. Standard genetic techniques were
used to map the suppressor mutations that
restored total or partial OM function. Unlike
the typical forward chemical genetic screens
which are designed to reveal the interaction
between a molecule and its target or to illumi-
nate downstream events caused by this inter-
action, this novel screen was designed to
reveal mutants that governed the entry of

the small molecule into the cell. This appli-
cation has the potential to elucidate many
aspects of organelle biogenesis. Silhavy and
Kahne identified an interesting continuum of
suppressor mutation behavior. For example,
intragenic suppressors carrying an additional
mutation in the imp4213 restored near-
wild-type levels of OM barrier function and
afforded protection from all small-molecule
toxins. At the other continuum, some of the
suppressors obtained by selection afforded
protection only for bile salts and yet were sus-
ceptible to antibiotics. In the middle of this
continuum was the yfgL suppressor, which
restored the barrier function for bile salts and
chlorobiphenyl vancomycin (CBP-V) but not
for erythromycin or vancomycin. Intriguingly,
yfgL suppressors exhibit remarkable chemi-
cal specificity: they remain sensitive to vanco-
mycin but not the closely related CBP-V. Sub-
sequently, the researchers determined that
the yfgL suppressor gains its protective
effects by altering the OM permeability
barrier. Lipoprotein YfgL, a component of the
cellular machinery that assembles �-barrel
OMPs in Gram-negative bacteria, is part of a
�-barrel assembly protein complex that
includes the integral membrane protein YaeT
and two other lipoproteins, YfiO and NlpB.

In this issue of ACS CB, Silhavy and
Kahne (3) have expanded the continuum of
OM barrier function analysis, and a new OM
barrier selectivity function has been revealed
by another protein component of the OMP
�-barrel protein assembly complex. The
authors demonstrate that structurally differ-
ent toxic small molecules select different
and specific genetic solutions for correcting
permeability defects. Most intriguingly, the
imp4213 suppressor mutation in yaeT results
in partial restoration of OM barrier function
and interestingly confers resistance to a spe-
cific structural subset of dihydroxylated bile
acid regioisomers sodium deoxycholate and
chenodeoxycholate vs the related trihydroxy-
lated bile acid sodium cholate.

Significant steps toward a plausible mech-
anism for the observed suppressor selectivity

by components of the OMP �-barrel assem-
bly complex are presented. Different sup-
pressors obtained via chemical conditional-
ity exhibit chemical specificity, because the
entry of each chemical into the cell is deter-
mined by its physicochemical properties.
The most obvious difference between the
structures of these three bile acids as well
as the vancomycin/CBP-V derivatives is
hydrophobicity. The authors suggest that
yfgL– and yaeT6 mutations may cause a
reduction in the phopholipid content of the
outer leaflet of the imp4213 cells. The result
is the reduction of the surface area of phos-
pholipid bilayer patches and thereby the
local concentration at the cell surface of
hydrophobic and amphipathic compounds
that partition into these patches. That yfgL–

and yaeT6 mutations may affect OM phos-
pholipids transport is possible as well.

Thus chemical conditionality has been
used to examine OM biogenesis and to dis-
cover a novel membrane protein complex
that plays an important role in OM barrier
assembly and function. This approach is
clearly a powerful tool to identify factors
involved in organelle and membrane bio-
genesis and to deconstruct assembly and
regulatory events in such seemingly intrac-
table biological environments.
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Flipping Off the Riboswitch: RNA Structures
That Control Gene Expression
Dipali G. Sashital and Samuel E. Butcher*
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O ne of the overriding themes in
biology is the need for exquisite
control and precision in the regula-

tion of gene expression for the normal
growth and development of organisms.
Regulated gene expression has been dis-
covered at every level, from transcription of
the genetic code to post-translational
protein modification. In its simplest terms,
genetic regulation is the process by which
the cell recognizes its metabolic needs and
acts to modulate the levels of certain gene
products on the basis of these require-
ments. Traditionally, these functions were
thought to be controlled exclusively by pro-
teins. However, it is now known that �2% of
bacterial genes are regulated by metabolite-
sensing RNAs without the assistance of pro-
teins (1–3). These “riboswitches” form
within the leader sequences of messenger
RNAs (mRNAs) and bind their target metabo-
lites with the affinity and specificity required
for the precise regulation of gene expression.
Metabolite binding to the riboswitch effects
an allosteric conformational change that
modulates gene expression at the tran-
scriptional or translational level. In the
past, our knowledge of how riboswitches
could transfer the binding energy of spe-
cific metabolites into optimal genetic
control was limited by a shortage of 3D
structural data. A new flood of riboswitch
crystal structures from the laboratories of
Batey (4), Ban (5), and Patel (6) now pre-
sents a clearer picture of the structural
complexity required for these functions
(Figure 1).

Similar to RNA aptamers selected in vitro
to bind small molecules (7, 8), riboswitches
have evolved in vivo to bind a remarkably
wide range of molecules with extremely high
affinity, including several diverse metabo-
lites and coenzymes such as guanine
and adenine (9–12), L-lysine (13, 14),
thiamine pyrophosphate (TPP) (15), and
S-adenosylmethionine (SAM) (16–18) (for
review, see refs 1–3). This observation is not
wholly surprising, given the numerous types
of artificial RNA aptamers that had been pre-
viously isolated in vitro (7, 8, 19). One of the
truly fascinating and unique features of
riboswitches is the elegant way in which
they utilize a variety of ligand-induced struc-
tural rearrangements to modulate gene
expression. This mechanism depends on
the riboswitch’s intricate architecture, which
uses both secondary and tertiary structures
with far greater complexity than is typically
seen in aptamers selected in vitro (Figure 1)
(20). Within a riboswitch, the ligand-binding
aptamer domain is coupled to an “expres-
sion platform” whose conformation con-
trols gene expression through a variety of
methods. Transcription can be turned off or
on through either the formation or the pre-
clusion of a terminator stem (Figure 2, panel
a), translation can be inhibited by the
sequestration of the Shine–Dalgarno (SD)
sequence within a structure (Figure 2, panel
b), or the mRNA can be cleaved through
enzymatic activity of the riboswitch itself
(1–3, 21).

Riboswitches, like their metabolite-
sensing protein counterparts, must be able
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ABSTRACT Riboswitches are metabolite-
sensing RNA structures that have been discovered
in regulatory regions of messenger RNA (mRNA).
They have the remarkable ability to shut off the
transcription or translation of their own mRNAs in
response to binding a specific metabolite. In other
words, riboswitches regulate their own genes
using RNA instead of protein. Three new crystal
structures reveal how S-adenosylmethionine and
thiamine pyrophosphate riboswitches accomplish
this task.
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to discriminate against other small mol-
ecules in order to be viable gene regulators.
Accordingly, riboswitches are exceptionally
specific and can reject even subtle varia-
tions of the natural ligand. For example,
riboswitches distinguish between mol-
ecules on the basis of the presence or
absence of functional groups (15, 18, 22),
atomic charge (23), and stereochemistry
(14, 24). This ligand selectivity has led to
several seemingly paradoxical observations
about the types of molecules that are
bound. In several cases, including the TPP
riboswitch, negatively charged phosphate
groups on the ligand are required for
optimal binding to the polyanionic RNA (15,
21, 22); this reveals another rather puzzling
facet to the extraordinary ligand specificity
displayed by riboswitches.

So how do riboswitches translate a
binding event into a conformational re-
arrangement dramatic enough to turn off a
gene? And how is a binding pocket created
that can comfortably house negatively
charged molecules that would normally be
repelled by RNA? New crystal structures of
the TPP- and SAM-sensing riboswitches
offer insights into these questions (4–6).
The TPP-responsive riboswitch is located
in the 5= untranslated region of mRNAs
involved in thiamine biosynthesis, control-
ling the expression of these genes by inhib-
iting translation, in the case of the crystal-
lized TPP riboswitch, or transcription, as has
been observed for other known TPP ribo-
switches (15). Interestingly, this riboswitch
is one of the most ubiquitous of the known
classes, with representatives identified in all

three domains of life (25). Appropriately, the
structures of both a prokaryotic (Escherichia
coli) and a eukaryotic (Arabidopsis thali-
ana) TPP riboswitch are revealed in publica-
tions from the Patel and Ban laboratories,
respectively; this allows for an evolutionary
comparison (Figure 1, panels a, c, and e) (5,
6). The Batey laboratory unveiled the struc-
ture of a SAM-responsive riboswitch, a
common bacterial regulator that modulates
the expression of genes involved in sulfur
metabolism and methionine biosynthesis
through transcription termination (Figure 1,
panels b, d, and f) (4, 16–18).

One of the most striking features of the
riboswitches is their elaborate tertiary struc-
tures, in which the RNAs adopt globular
folds that surround and bury their ligands
within their cores (Figure 1, panels c–f).
Complex RNA structures are made up of pre-
formed secondary structural elements,
including helices, loops, and junction
regions that organize into tertiary folds
through RNA–RNA stacking or hydrogen-
bonding interactions (Figure 1, panels a and
b) (26). Intriguingly, in the riboswitch struc-
tures, the ligands appear to be the catalysts
for the formation of many of the tertiary con-
tacts. Binding of the ligand in each struc-
ture occurs at the interface between two
parallel helices, creating intricate hydro-
gen-bonding and electrostatic networks
between the RNA, bound Mg2� ions, and
the small molecule (Figure 3). These interac-
tions drive the induced-fit binding mecha-
nism of the riboswitch, with the ligand
serving to juxtapose and tether separate
domains that form tertiary contacts only
upon ligand binding. The resulting compac-
tion is instrumental in the formation of a
crucial helix (P1) that turns off both ribo-
switches through the sequestration of the
SD sequence (Figure 2, panel a) or the
formation of a terminator stem (Figure 2,
panel b).

Along with helical packing, ligand binding
triggers the organization of single-stranded
regions of the RNA that would likely be dis-

Figure 1. Structures of TPP-sensing riboswitches from E. coli and A. thaliana and a SAM-sensing
riboswitch. Overall folding schemes for a) TPP and b) SAM riboswitches. Crystal structures of
E. coli and A. thaliana c) TPP riboswitches and d) a SAM riboswitch. Ligands (green) are bound
at the interface of parallel helices in all three structures. Helix P1, the ligand, and the PK are
labeled. Surface representation of e) TPP and f) SAM riboswitches reveals the significant burial
of the ligand within the globular RNA fold.

342 VOL.1 NO.6 • 341–345 • 2006 www.acschemicalbiology.orgSASHITAL AND BUTCHER



ordered in the absence of the small mol-
ecule. Many of these unpaired strands are
located at the junctions between helices
and must be folded in order for helical stack-
ing to occur (Figure 1, panels a and b). This
is especially true in the TPP-sensing ribo-
switch, in which the pyrimidine ring of the
ligand interacts extensively with a single-
stranded junction between two helices,
resulting in a helical stack that forms one-
half of the parallel helical motif that domi-
nates the structure (Figure 1, panel c).

In general, the globular structure of the
TPP riboswitch appears to form only upon
ligand binding. Structure-probing experi-
ments presented by Serganov et al. (6)
suggest that the tertiary contacts observed
in the structure only occur when the ligand is
bound. In contrast, the tertiary structure in
the SAM-sensing riboswitch is partially pre-
formed (18, 23) through a pseudoknot (PK)
interaction (27) that occurs between a loop
region of one stem-loop and the junction
region between two other helices (Figure 1,
panels b and d). In the SAM riboswitch, the
PK preserves the global architecture of the
structure, including a helical stack and a
kink-turn motif (28) (Figure 1, panel b, and
Figure 2, panel b). The partial formation of
the SAM riboswitch structure likely aids in
ligand recognition (4).

One of the most surprising aspects of the
TPP riboswitch is its ability to select for nega-
tively charged phosphate groups. Previous
studies of the TPP riboswitch revealed that
the aptamer also binds thiamine and thia-
mine phosphate, albeit with decreasing
affinity; this suggests that the presence and
the length of the phosphate functional
group are instrumental in binding specificity
(15). The structures of the TPP riboswitch
confirm this hypothesis, because the RNA
forms two binding pockets: one for the pyri-
midine ring present in all three compounds
and one for the pyrophosphate found solely
in TPP (Figure 3, panels a and b). In the first
pocket, the pyrimidine ring of thiamine-
containing compounds forms several hydro-
gen bonds with nucleotides within the ribo-
switch. Additionally, the pyrimidine ring is
sandwiched between two purines, creating a
very snug fit for the ligand (Figure 4, panel b).
However, for the two helical domains of the
riboswitch to be bridged, the pyrophosphate-
binding pocket must also be occupied.

Binding of the TPP pyrophosphate moiety
occurs in a large pocket formed at a junction
between two helices, which also coordi-
nates Mg2� ions that shield the negative
charge of the phosphate groups (Figure 3,
panels a and b). Binding of the TPP pyro-
phosphate moiety occurs in a large pocket

formed at a junction between two helices.
The helices also coordinate the Mg2� ions
that shield the negative charge of the phos-
phate groups (Figure 3, panels a and b).
The E. coli structure contains two partially
hydrated Mg2� ions, which directly coordi-
nate to the pyrophosphate and form water-
mediated hydrogen bonds between the
pyrophosphate and the RNA (Figure 3, panel
a). The A. thaliana structure also shows an
identically bound Mg2� ion (Figure 3, panel
b). The second Mg2� ion was not observed
in the A. thaliana structure, possibly be-
cause of differences in the data resolution or
the occupancy of the second ion. In both
structures, the nonbridging oxygen atoms of
the pyrophosphates hydrogen-bond to
nucleotides within the junction. The struc-
tures highlight the importance of Mg2� in
neutralizing repulsive forces between the
ligand and RNA; this process allows the
pyrophosphate to hydrogen-bond within the
binding pocket.

Like the TPP riboswitch, the SAM ribo-
switch integrates the polar functionalities
of the ligand into an extensive hydrogen-
bonding network (Figure 3, panel c). The
methionine amino acid group of SAM stacks
on top of its own adenine ring, and both the
amino acid and the adenosyl moieties of
SAM are recognized by three or four hydro-

Figure 2. Genetic control by riboswitches is achieved by the coupling of aptamer and expression platform domains. a) Translational and b)
transcriptional methods for genetic regulation are shown, as they apply to the TPP and SAM riboswitches, respectively. a) In the absence of TPP,
the riboswitch contains little tertiary structure, and helix P8* forms, leaving the SD sequence free to interact with the ribosome. Upon binding of
TPP, the aptamer domain folds into a compact, globular structure, forming helix P1. Helix P8 forms within the expression platform, sequestering
the SD, thus inhibiting translation. b) The SAM riboswitch forms a PK interaction in the absence of ligand, forming a partial binding pocket for the
ligand. An anti-terminator stem forms, portions of which are mutually exclusive with helix P1. Ligand binding stabilizes the formation of P1, thus
disrupting the anti-terminator and allowing a terminator stem to form.
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gen bonds with adjacent residues within the
nearby helix. As a result of these RNA–ligand
interactions, the molecule is held in a com-
pact conformation in which its positively
charged sulfonium ion is juxtaposed with car-

bonyl oxygens in the minor groove of helix P1
(Figure 3, panel c). This arrangement of the
ligand creates a unique electrostatic basis
for recognition of SAM over the analogous
molecule S-adenosylhomocysteine, which
lacks the positively charged sulfonium
ion (18).

The TPP and SAM riboswitches reveal a
variety of strategies with which RNA can
selectively bind small molecules. However,
information about features that are not rec-
ognized by riboswitches may also be infor-
mative. For example, the TPP riboswitch
does not recognize the TPP thiazole ring
through any specific contacts; this may
explain why pyrithiamine pyrophosphate
(PTPP) is an effective antimicrobial com-
pound (5, 6, 29). In PTPP, a pyridine ring
replaces the thiazole ring, but the com-
pound binds the riboswitch with similar
affinity to TPP and subsequently can turn
off gene expression in a vital metabolic
pathway. This example elegantly demon-
strates how understanding the structures of
bacterial-riboswitch-binding pockets can
contribute significantly to our search for
novel antimicrobial agents.

Given the ubiquity of riboswitches in bac-
teria, it is somewhat surprising how few
have been found in eukaryotes. The one

exception is the TPP riboswitch, which has
been identified in fungi and plants and
appears to retain many of the characteristics
of the prokaryotic riboswitch (25). The struc-
tures of the E. coli and A. thaliana ribo-
switches from the Patel and Ban groups
confirm this conservation, revealing very few
differences between the prokaryotic and
eukaryotic RNAs (Figure 4). The divergences
occur mainly in regions that do not contact
the ligand (Figure 4, panel a). Therefore,
ligand binding and specificity are achieved
nearly identically in the two structures
(Figure 4, panels b and c). These observa-
tions support the hypothesis that the TPP
riboswitch is a relic of an ancient “RNA
world”, in which RNA controlled all the pro-
cesses of life. The known riboswitches
appear to have survived because of the
economy that they provide the cell. Given
that this efficiency is inherent in a self-
regulating mRNA, it is tempting to speculate
that modern riboswitches may have evolved
in eukaryotes that are not present in pro-
karyotes. The multitude of additional mRNA
processing steps unique to eukaryotes
affords a variety of targets for RNA-based
genetic control. Further research into poten-
tial eukaryotic riboswitches will help to shed

Figure 3. Close-up views of ligand-binding
pockets reveal extensive hydrogen-bonding
and electrostatic interactions. a) and b) The
TPP riboswitch forms two binding pockets for
the pyrimidine ring and pyrophosphate
groups. The pyrimidine ring forms three
hydrogen bonds with two nucleotides in
both TPP riboswitch structures. a) The E. coli
pyrophosphate-binding pocket contains two
Mg2� ions (purple spheres) that coordinate
(blue dashed lines) the RNA, the ligand, and
the water molecules (blue spheres). Several
water-mediated and direct ligand–RNA
hydrogen bonds (black dashed lines) also
form to facilitate pyrophosphate binding.
b) The A. thaliana structure only contains one
Mg2� ion in the pyrophosphate-binding
region. The hydrogen bonds occur directly
between the ligand and the RNA. c) The
adenosyl and amino acid moieties of SAM
hydrogen-bond extensively with the RNA,
securing the ligand in a compact conforma-
tion. Two carbonyl oxygens in the RNA
mediate selectivity for SAM through favorable
electrostatic interactions with the positively
charged sulfonium ion (indicated by arrows).

Figure 4. A comparison of prokaryotic and eukaryotic riboswitch structures. a) Overall folding of
the E. coli (orange) and A. thaliana (purple) riboswitches. Regions with minimal divergence are
highlighted in gray. b) A close-up of the TPP pyrimidine-ring-binding pocket reveals a high
degree of similarity between the two structures. c) A close-up of the pyrophosphate-binding
pocket. The RNA does not diverge significantly, although the positioning of the pyrophosphate
moiety does. The Mg2� ion observed in the A. thaliana structure occupies the same space as one
of the Mg2� ions in the E. coli structure.
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further light onto these fascinating RNAs
and their structures.
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Identification of a Smad Phosphatase
Caroline S. Hill*
Cancer Research UK London Research Institute, 44 Lincoln’s Inn Fields, London, WC2A 3PX, United Kingdom

ABSTRACT Activation of Smad signaling path-
ways downstream of TGF-� superfamily ligands
via receptor-mediated Smad phosphorylation is
well understood, but little is known about the
phosphatases that turn off Smad activity. Now in
Cell, Feng and colleagues (Lin, X., et al. (2006)
Cell 125, 915–928) report their discovery that
PPM1A acts as a Smad phosphatase to terminate
TGF-� signaling.

M embers of the transforming
growth factor � (TGF-�) superfam-
ily of growth and differentiation

factors control many key biological pro-
cesses in embryonic development and in
the adult organism, and aberrant signaling
by these ligands is involved in several
serious human diseases, including fibrosis
and cancer. Signals are transduced from the
serine (Ser)/threonine (Thr) kinase receptors
at the plasma membrane to the nucleus by
the Smad family of signal transducers. A
crucial step in this process is phosphor-
ylation of the receptor-regulated Smads
(R-Smads) at their extreme C-termini by the
receptor complex. However, although the
details of Smad phosphorylation have been
known for 10 years (1, 2), the phospha-
tase(s) that remove these phosphates have
remained elusive. Such phosphatases
would be expected to be key regulatory mol-
ecules in these important signal-trans-
duction pathways. Now, in a recent paper in
Cell, Xin-Hua Feng and colleagues (3) have
identified PPM1A as the phosphatase that
removes the C-terminal phosphates from
the R-Smads to terminate signaling by TGF-
�-superfamily ligands.

The original concept of the TGF-� signal-
ing pathways was that they were linear and
unidirectional from the plasma membrane
to the nucleus. Ligands of the TGF-� super-
family activate their receptors by bringing
together type I and II receptors in a het-
erotetrameric complex (4). In this complex,
the type II receptor phosphorylates and acti-
vates the type I receptor, which in turn phos-
phorylates R-Smads at two serines in an
SM/VS motif at their extreme C-termini.

Smad2 and Smad3 are activated by recep-
tors for TGF-�/Nodal/Activin ligands,
whereas Smad1, Smad5, and Smad8 are
predominantly activated by receptors for the
bone morphogenetic protein (BMP) and
growth and differentiation factor subfamilies
of ligands (4). R-Smad phosphorylation
induces the formation of homomeric and
heteromeric complexes with Smad4, which
accumulate in the nucleus. There, the com-
plexes are directly involved in both tran-
scriptional activation and repression of
target genes in cooperation with other tran-
scription factors. It was deduced that signal-
ing was then terminated by degradation of
phosphorylated Smads in the nucleus in a
ubiquitin-regulated process (5).

More recently, however, it has become
clear that these pathways are more complex
and that the Smads are actually continu-
ously shuttling between the cytoplasm and
nucleus in unstimulated cells (6) and in the
presence of TGF-�-superfamily ligands (7).
When TGF-� receptor activity was blocked
by a specific small-molecule inhibitor,
SB-431542, Smad2 became rapidly dephos-
phorylated, and Smad2 and Smad4 reaccu-
mulated back in the cytoplasm (7). More-
over, in vitro studies of Smad2 export in iso-
lated permeabilized nuclei from TGF-�-
induced HeLa cells showed that the Smad2
that was exported from the nucleus was
dephosphorylated (6). These and other
fluorescence-based approaches (8) have
led to a model in which the nucleocytoplas-
mic shuttling of the Smads during signaling
allows them to continuously monitor recep-
tor activity; the duration of receptor activa-
tion is thus reflected in the time that the acti-
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vated Smad complexes remain nuclear (7).
This nucleocytoplasmic shuttling of the
Smads requires cycles of phosphorylation
and dephosphorylation. A central player in
this model is a nuclear R-Smad phospha-
tase that would remove the C-terminal phos-
phates from activated R-Smads. This would
disrupt Smad complexes and lead to Smad
export from the nucleus. If the receptors are
still active, these R-Smads would be rapidly
rephosphorylated, form complexes with
Smad4, and reaccumulate in the nucleus.
If the receptors are inactivated as a result of
signal termination, then the R-Smads would
accumulate in their dephosphorylated basal
state in the cytoplasm. Thus the Smad phos-

phatase would have a critical role both in
the termination of signaling and in its regu-
lation.

Despite an intense search for Smad phos-
phatases, their identity has remained
elusive until very recently. The first Smad
phosphatase reported was pyruvate dehy-
drogenase phosphatase, which dephospho-
rylates Smad1 in Drosophila in the deca-
pentaplegic pathway and in mammalian
cells in the BMP pathway (9). However, this
still left the Smad2 and Smad3 phospha-
tase(s) to be discovered. Now Feng and col-
leagues (3) describe PPM1A as such a phos-
phatase. PPM1A, which is well conserved
during evolution, is a member of the PPM

family of monomeric, metal-ion-dependent
protein phosphatases. These researchers
performed an overexpression screen to
search in a relatively unbiased way for the
Smad2 and Smad3 C-terminal phosphatase.
They tested 39 catalytic subunits of Ser/Thr
protein phosphatases and dual-specificity
phosphatases. The assay involved deter-
mining which of these phosphatases could
dephosphorylate Smad2 and Smad3, which
had already been phosphorylated by consti-
tutively active TGF-� type I receptors in 293T
cells. Overexpression of PPM1A clearly
decreased C-terminal phosphorylation of
Smad2 and Smad3, whereas the other
phosphatases had no effect. It was obvi-
ously important to address whether the
Smad2 and Smad3 dephosphorylation by
overexpression of PPM1A was direct, espe-
cially given that the receptors that phosphor-
ylate Smad2 and Smad3 are themselves
activated by phosphorylation. Therefore, a
phosphatase that targets the receptors and
deactivates them would have the same
effect on Smad2 and Smad3 phosphoryla-
tion as that of a phosphatase that directly
removes phosphates from the Smad. Feng
and colleagues (3) confirmed that the Smad
C-terminal phosphoserines were indeed a
substrate for PPM1A by demonstrating that
PPM1A can dephosphorylate phospho-
Smad2 in vitro. Interestingly, PPM1A can
also dephosphorylate Smad1; this suggests
that PPM1A is a general Smad phospha-
tase. The authors demonstrate an interac-
tion between PPM1A and either Smad2 or
Smad3 and show that PPM1A is predomi-
nantly nuclear; this was predicted for the
Smad phosphatase (6, 7). A current model
for the TGF-� signaling pathway in which
PPM1A has now been positioned as the
nuclear phosphatase that dephosphorylates
Smad2 and Smad3 is shown (Figure 1).

Feng and colleagues (3) also investigate
the effects on the TGF-� pathway of overex-
pressing or knocking down PPM1A. They
show in tissue-culture cells that overexpres-
sion of PPM1A reduces the ability of TGF-�

? CRM-1

Smad2
Smad4

TGF-β

Plasma membrane

Gene regulation

TF

PPM1A

Nuclear retention

Smad2

Smad4

NPC

TβR-ITβR-II

Nuclear envelope

Figure 1. A schematic representation of the TGF-� signaling pathway showing PPM1A as the
nuclear Smad phosphatase. For details, see text. The red oval denotes phosphoserines and/or
phosphothreonines. CRM-1, chromosome maintenance region 1; NPC, nuclear pore complex;
T�RI, TGF-� type I receptor; T�RII, TGF-� type II receptor; TF, transcription factor. Adapted from
ref 7.
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to cause growth arrest or to activate target
genes and, conversely, that knocking down
PPM1A promotes TGF-� signaling and
enhances TGF-� responses. Finally, they
investigate whether the actions of PPM1A
are evolutionarily conserved by testing the
effects of overexpressing zebrafish PPM1A
in early zebrafish embryos. In this case, the
pathway that would be expected to be
affected is the Nodal signaling pathway,
which signals via Smad2 and Smad3 (10).
The authors demonstrate that overexpres-
sion of PPM1A causes a fusion of the eyes
and a thinner posterior notochord; these are
consistent with a reduction of Nodal signal-
ing. PPM1A also rescued the dorsalizing
effects of the overexpression of the C-ter-
minal domain of Smad2; this suggests that
PPM1A acts downstream of Smad2 and
antagonizes its activity.

The identification of this long-sought
Smad phosphatase now raises some inter-
esting questions. Understanding the regula-
tion of PPM1A activity will be important, par-
ticularly to determine whether its activity is
altered in any disease states known to be
influenced by TGF-� signaling pathways. In
addition, is PPM1A the only C-terminal
phosphatase of Smad2 and Smad3, or are
there others? If PPM1A is a phosphatase
that dephosphorylates all R-Smads, both
those downstream of TGF-�/Activin/Nodal
receptors and those downstream of BMP
receptors, then what consequences does
this have for coordinated regulation of these
pathways? Could its activity be rate-limiting
for these pathways? PPM1A also has other
substrates, including p38 kinase, Cdk2, PI3
kinase, and Axin. It will be essential to deter-
mine whether its activity in signaling path-
ways involving these molecules could influ-
ence its activity in the TGF-�-superfamily sig-
naling pathways. Finally, the Smads are
clearly phosphorylated at others sites in
addition to those at the C-termini, and the
receptors are also highly phosphorylated.
Other phosphatases are thus likely to fine-
tune the strength and duration of TGF-� sig-

naling pathways, and it will be important to
identify them and understand their role in
TGF-� signaling.
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Yersinia Inhibits Host Signaling by Acetylating
MAPK Kinases
James B. Bliska*
Department of Molecular Genetics and Microbiology, Center for Infectious Diseases, SUNY Stony Brook, Stony Brook,
New York 11794-5222

T ype III secretion systems (TTSSs) are
specialized protein export pathways
present in several Gram-negative bac-

teria that are pathogenic for animals or
plants (1). The Yersinia spp. Yersinia pestis,
Yersinia pseudotuberculosis, and Yersinia
enterocolitica are causative agents of plague
or enteric infections in humans. These
pathogens use a TTSS to counteract devel-
opment of innate and adaptive immune
responses during infection (2). The Yersinia
TTSS delivers into host cells a set of six
effectors known as Yops (2). One of these
effectors, YopJ (known as YopP in Y. entero-
colitica) has been the subject of intense
study. YopJ functions biologically to induce
apoptosis in macrophages (3, 4) and to
inhibit cytokine production in infected host
cells (5). However, until recently, the molec-
ular function of YopJ had remained mysteri-
ous. In a recent issue of Science, Mukher-
jee et al. (6) report that YopJ has acetyl-
transferase (ATF) activity. This unexpected
finding may have important implications for
understanding how signaling pathways are
normally regulated in eukaryotic cells.

Previously, it had been established that
induction of apoptosis and inhibition of
cytokine production by YopJ was a conse-
quence of its ability to deactivate or inhibit
the mitogen-activated protein kinase
(MAPK) and nuclear factor �B (NF�B) signal-
ing pathways (5, 7, 8). Subsequently, Orth et
al. (9) showed that YopJ binds to members
of the MAPK kinase (MKK) superfamily and
blocks their ability to be activated by phos-

phorylation (9). The MKKs are activated by
phosphorylation of two serine or threonine
residues within an activation loop. An addi-
tional clue to the function of YopJ came from
the discovery that YopJ is predicted to share
secondary structure similarity with the CE
clan of cysteine proteases, which includes
the ubiquitin (Ub)-like protease family (10).
These enzymes contain a triad of residues
(His, Asp/Glu, and Cys) required for cataly-
sis, and mutational analysis of YopJ indi-
cated that these residues were also required
for biological function (10). YopJ activity was
associated with decreased global levels of
protein modification by the Ub-like protein
small Ub-related modifier (SUMO) (10). It
was thus proposed that YopJ removed
Ub-like modifications from signaling pro-
teins to inactivate MAPK and NF�B response
pathways (10). In line with this idea, it was
demonstrated that YopJ activity prevented
ubiquitination of I���, an MKK family mem-
ber that is integral to the NF�B pathway (11).
Furthermore, Zhou et al. (12) found evidence
for a broad deubiquitinylating activity in
YopJ and reported in vitro activity on an arti-
ficial Ub substrate. YopJ activity was associ-
ated with decreased deubiquitinylating of
several proteins within the NF�B signaling
pathway, including tumor necrosis factor
receptor-associated factor-6 (TRAF6) and
inhibitor of NF�B�.

Given the prevailing belief that YopJ acts
as a protease on Ub-like substrates, it was
quite surprising when Mukharjee et al. (6)
published evidence that YopJ inactivates
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ABSTRACT Pathogenic Yersinia spp. secrete
the effector YopJ (YopP) into host cells to coun-
teract cytokine production and to induce pro-
grammed cell death (apoptosis). YopJ achieves
these aims by inactivating mitogen-activated pro-
tein kinase (MAPK) and nuclear factor �B signaling
pathways. YopJ was shown to bind to members of
the MAPK kinase (MKK) family and was predicted
to have protease activity toward ubiquitin (Ub)-
like proteins. In a recent report, YopJ was demon-
strated to inactivate MKKs via acetylation of
critical serine or threonine residues. The ramifica-
tions of these exciting results are discussed in the
context of other studies implicating YopJ as a
Ub-like protease.
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MKKs by acetylation. A prototypical MKK,
MKK6, was acetylated on Ser207 and
Thr211 when co-expressed with YopJ in
Escherichia coli. Ser207 and Thr211 are the
residues that are normally phosphorylated
to activate MKK6. The authors also show
that purified YopJ acetylates purified MKK6
or MEK1, another MKK, in a reaction that
requires acetyl-CoA. Finally, in a cell-free sig-
naling system, acetylation of MKK6 by YopJ
was associated with decreased phosphory-
lation of this kinase by upstream activators.
Together, these data strongly support the
idea that YopJ acetylates activation loop
serine or threonine residues in MKKs; this
prevents phosphorylation of these residues
and activation by upstream kinases
(Figure 1). The fact that YopJ is specifically
targeted to MKKs through protein–protein
interactions (9) is an especially attractive
feature of the model (6).

These recent findings raise the interesting
question of whether YopJ is both an ATF and
a deubiquitinylating enzyme (Figure 2). In
this context, it is important to note that the
latter activity has been revealed under con-
ditions in which YopJ and its putative sub-
strates are overexpressed together in cell
lines. For example, experiments in which
proteins such as TRAF6 and I�B� were
shown to be deubiquitinylated in the pres-
ence of YopJ utilized transfection vectors to
overproduce YopJ and an epitope-tagged
form of Ub in cell lines (12). It now appears
that such experiments can give misleading
results because YopJ can inhibit protein
expression from certain commonly used

transfection vectors. In fact, Orth et al. (10)
observed that the expression of unconju-
gated epitope-tagged SUMO was decreased
in the presence of YopJ; this could explain
the global decrease in SUMOylated proteins
observed under these conditions. Other
observations also argue against the possi-
bility that the deubiquitinylating activity
linked to YopJ in cell lines is biologically
important. For example, I�B� could be ruled
out as an important target of YopJ because
earlier experiments indicated that YopJ acts
at, or above, the level of IKK� to block the
NF�B pathway (13, 14).

It is possible that under certain condi-
tions YopJ does exhibit protease activity
toward Ub. This could explain why Zhou et
al. (12) observed cleavage of a Ub substrate
by YopJ in an in vitro assay. In this case,
the substrate was Ub-conjugated at its
C-terminus to 7-amino-4-methylcoumarin,
which is a sensitive substrate for Ub hydro-
lases. In this context, it is interesting that
Mukherjee et al. (6) observed acetylation of
Lys210 of MKK6 by YopJ in E. coli. If YopJ
encountered this residue with an attached
Ub, might it first remove the Ub before the
acetyl group is added?

There is another observation in the field
that is difficult to reconcile with the idea that
YopJ specifically targets MKKs and inacti-
vates these enzymes by acetylation. Haase
et al. (15) have obtained evidence that YopP
inhibits the NF�B pathway upstream of
IKK�, at the level of the TA�1 (Figure 2).
Although Mukherjee et al. (6) showed in a
cell-free signaling system that YopJ could

block phosphorylation of IKK�, it has not
been demonstrated that YopJ directly acety-
lates IKK�. Could YopJ acetylate TAK1
instead of IKK�? Alternatively, could acetyla-
tion of IKK� by YopJ somehow affect the acti-
vation of TAK1? These important questions
must be resolved in the future.

The YopJ proteins encoded by Y. pestis
and Y. pseudotuberculosis are highly con-
served at the primary sequence level
(99–100% identical over 288 residues).
Greater sequence divergence occurs
between the YopJ and YopP proteins (�94%
identity). Interestingly, the YopP proteins
from two different serogroups of Y. enteroco-
litica (O:8 and O:9) also show sequence
divergence (94% identity) with 17 amino
acid differences between the proteins.
Because all YopJ/YopP proteins contain the
same catalytic triad (His, Glu, and Cys),
investigators in the field generally consider
them interchangeable. However, evidence
already exists that sequence differences in
YopP proteins can have important biological
consequences. Ruckdeschel et al. (16) have
shown that YopP proteins with an Arg at
position 143 (serogroup O:8) have greater
activity toward inhibiting the NF�B pathway
compared with YopP proteins with a serine
at this position (serogroup O:9). In future
experiments designed to investigate
whether these proteins function only as
ATFs, or as ATFs and deubiquitinylating
enzymes, researchers must keep in mind
that sequence differences among the YopJ/
YopP proteins could impact the outcome.

Mukharjee et al. (6) use their knowledge
of the chemistry of cysteine protease reac-
tions to suggest a model for the acetylation
reaction catalyzed by YopJ. In this model,
a thioester bond is formed between the
essential Cys172 of YopJ and the acetyl
group derived from acetyl-CoA. Subse-
quently, the thioester bond is attacked by a
hydroxyl group on a serine or threonine
residue within the activation loop of an MKK
member. A well-studied family of arylamine
N-ATFs contains a catalytic triad of Cys, His,
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Figure 1. Model of MAPK signaling pathway and inactivation by YopJ ATF activity. a) Shown is a
simplified pathway of MAPK signaling through sequential MKKK, MKK, and MAPK modules.
MKK is activated by phosphorylation (P) of serine or threonine residues in an activation loop. b)
Acetylation of MKK by YopJ. YopJ binds through protein–protein interactions to MKK and, using
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and Asp residues and may utilize a similar
mechanism (17). These enzymes are respon-
sible for acetylation of several arylamine com-
pounds, including the antimycobacterial
drug isoniazid. Histone ATFs modify protein
function by acetylation of His residues, and
this activity plays a key role in transcriptional
regulation in eukaryotes (18). However, YopJ
appears to be the first enzyme identified
that acetylates serine and threonine resi-
dues on proteins. Mukharjee et al. (6) raise
the provocative idea that YopJ mimics a pre-
viously unidentified class of eukaryotic
enzymes that regulate signaling via acetyla-
tion of Ser or Thr residues. If true, this would
once again show how the study of bacterial
virulence factors leads to important new
insights into the biology of the host cell.
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Energy Transfer between Biological
Membranes
Volkmar Braun*
Microbiology/Membranephysiology, University of Tuebingen, Tuebingen, Germany

ABSTRACT The crystal structures of two trans-
port proteins associated with a fragment of the
TonB protein have been reported for the first
time in two recent papers. TonB is implicated in
transferring energy from the cytoplasmic mem-
brane to the outer membrane of Gram-negative
bacteria. The very similar structures of the pro-
tein complexes define the mode of interactions
of TonB with active transport proteins.

T he outer membrane (OM) of Gram-
negative bacteria is ideal for studying
mechanisms of substrate transport

through membranes. The OM contains
porins through which substrates pass by dif-
fusion, specialized porins that recognize
substrates entering cells by facilitated diffu-
sion, and energy-coupled transporters.
These membrane proteins are abundant
when needed under appropriate growth
conditions, and relatively large amounts of
OMs can be isolated. The OM has unique
properties. Its outer leaflet is mainly formed
by the fatty acids bound to glycolipids
exposed at the cell surface, and its inner
leaflet is composed of a lipid covalently
bound to a lipoprotein and phospholipids,
mainly phosphatidylethanolamine. Proteins
form �-barrels in OMs. The high abundance
of the proteins, �-barrel structure, and
unique lipid environment contribute to the
isolation of these proteins in amounts and
purity that allow protein crystals to be
obtained. These crystals are of such a high
quality that they diffract to a resolution per-
mitting structures to be elucidated. In fact,
several crystal structures of all three kinds of
porins and transporters have been
determined.

The energy-coupled transporters are of
particular interest because the OM does not
contain an energy source. Energy is trans-
ferred from the cytoplasmic membrane (CM)
into the OM. The proton motive force (PMF)
of the CM drives substrate transport across
the OM. Three proteins are involved in
energy transfer from the CM into the OM:

TonB, with its N-terminus inserted in the CM
and its C-proximal regions interacting with
OM transporters; ExbB, which spans the CM
three times, with most of the protein in the
cytoplasm; and ExbD, arranged similarly as
TonB. These three proteins are required for
energy-coupled transport across the OM,
but not for transport across the CM (1).
Three principal questions have emerged:
How does the TonB–ExbB–ExbD complex
(Ton complex) respond to the PMF of the
CM? How is the energy transferred from the
CM into the OM? How do the transporters
respond to the energy input?

The crystal structures of five OM transport
proteins have been determined. Four of
these proteins transport Fe3� siderophores,
and one transports vitamin B12. Sidero-
phores are secreted by bacteria and fungi
and complex Fe3�, which otherwise forms a
virtually insoluble hydroxide precipitate. The
very low concentrations of these substrates
and their large size exclude uptake by diffu-
sion through porins at sufficient rates. The
substrates bind to the transporters with Kd

values in the nanomolar range. Extraction of
the substrates from the medium and their
concentration on the cell surface guarantee
their availability in growth-promoting
amounts.

The crystal structures of all five proteins
reveal the same basic transporter structures.
The proteins are composed of 22 antiparal-
lel �-strands that form a �-barrel (residues
161–714 in FhuA). The pore inside the
�-barrel is completely occluded by a globu-
lar domain, which has been called a cork, a
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plug, or a hatch. The latter term is the most
appropriate because it implies an active par-
ticipation of the globular domain in sub-
strate transport. The �-strands are con-
nected by rather large loops at the cell
surface and short turns in the periplasm.
The substrate-binding sites are formed by
amino acid side chains of the loops and the
hatch. The sites are located within the pro-
teins well above the cell surface (Figure 1).
The loops are flexible and move upon
binding of the substrates; they partially or
completely occlude the access of the
binding site, depending on the transporter.
This is most obvious in the FecA protein.
Binding of the substrate diferric dicitrate
induces movement of loop 7 by 11 Å and
loop 8 by 15 Å, and closure of the substrate
entry site results. The substrate can then no
longer escape into the medium; it can only
move into the periplasm. Substrate binding
occurs independent of the Ton complex, but
translocation across the OM through the
pore of the �-barrel requires energy medi-

ated by the Ton complex. Energy is also
required for the release of the substrates
tightly bound by �10 amino acid side
chains. The stereochemistry of the side
chains must be altered to weaken binding.
In addition, the hatch must move within or
out of the �-barrel so that a pore is formed
through which the substrates can move into
the periplasm.

In the June 2, 2006, issue of Science, the
crystal structures of periplasmic TonB frag-
ments bound to BtuB (2) and to FhuA (3) are
described. FhuA transports the Fe3� sid-
erophore ferrichrome, and BtuB transports
vitamin B12. These long-awaited crystal
structures provide much-needed structural
information on energy-coupled transport
across the OM of Gram-negative bacteria.
Both structures delineate the interaction of
TonB with the transporters. Of particular
importance is the so-called Ton box in the
transporters. The Ton box is located close to
the N-terminus of the transporters and inter-
acts with TonB (Figure 1). Previous results
have demonstrated that certain single
amino acid replacements in the Ton box of
FhuA and BtuB inactivate the transporters.
Amino acid replacements in Gln160 of TonB
partially restore the activities of the FhuA
and BtuB Ton box mutants. This has been
taken as evidence that these two regions
interact. This conclusion is supported by
spontaneous in vivo formation of disulfide
bridges between cysteine residues intro-
duced in the Ton box of BtuB and FecA and
cysteine residues introduced in region 160
of TonB.

In the earlier FhuA crystal structure, the
Ton box (residues 6–13) is not seen
because it is flexible. In the new crystal
structure, in which the TonB fragment (resi-
dues 33–239 were used for crystallization,
but only residues 158–235 are observed)
associates with FhuA, the FhuA Ton box
forms a parallel interaction with the �3-
strand of TonB. The �3-strand is part of a
three-stranded �-sheet that also includes
the �1- and �2-strands (Figure 2). The NMR

structure of TonB(152–239) reveals a fourth
�-strand, in antiparallel orientation, which is
replaced by the �-strand of the FhuA TonB
box (3). The crystal structure of another
TonB fragment, TonB(148–239), shows a
fold similar to that of TonB(152–239), in
which one �-strand of the three-stranded
�-sheet of one monomer forms a fourth anti-
parallel �-strand with the three-stranded
�-sheet of another monomer (4). Gln160 of
TonB is not seen in the FhuA–TonB(158–
235) structure but can be oriented such that
it forms a hydrogen bond with Thr12. In the
BtuB–TonB(153–233) structure, Gln160 is
seen and interacts with Asp6, Leu8, and
Val10 of the BtuB Ton box (residues 6–12).
The new crystal structures confirm the
earlier results of genetic suppressor analy-
ses and cysteine cross-linking experiments.
Numerous additional interactions occur
between the TonB fragments and the trans-
porters. In both structures, the TonB frag-
ments occupy approximately half of the
periplasmic surface area of the transporters.

Figure 1. Crystal structure of FhuA–
TonB(158–235)incorporated into the OM (3).
The structure of the TonB–ExbB–ExbD com-
plex is not known, and only the transmem-
brane portions are drawn in the CM. The
structure of the TonB segment that connects
the C-terminal crystal form to the transmem-
brane portion is not known and is depicted as
a dashed line.

Figure 2. Interface between the FhuA Ton
box and the TonB �-sheet. The amino acids
(carbon, white; nitrogen, blue; oxygen, red) of
the FhuA Ton box are numbered (9–15). The
TonB �-sheet consists of three �-strands, �1,
�2, and �3. T8 and T9 denote turn 8 and turn
9 in FhuA (3).
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Of particular interest in terms of function is
the position of the TonB �1-helix close to
the hatch domain; this location allows the
interaction of TonB Arg166 with Glu56 of the
FhuA hatch. This interaction might be impor-
tant for the dislocation of the hatch to open
the pore. In BtuB–TonB(153–233), Arg158
of TonB interacts with Asp6 of the BtuB Ton
box.

Crystal structures are static and show
only one form of a protein or protein
complex. They do not reveal functional
dynamics but may suggest experiments
aimed at helping scientists understand the
way proteins function. The determined
structures of TonB fragments bound to BtuB
and to FhuA do not immediately provide
solutions to the energy transfer from the CM
into the OM and to the conformational
changes that must occur for substrate trans-
port. In fact, binding of the TonB fragments
to the transporters causes only small
changes in the structures of the transport-
ers, except for the fixation of the Ton box in a
defined position. The crystal structures are
likely to reflect an inactive form of the trans-
porters, given that the substrates still
occupy their binding sites and the hatches
still close the �-barrels. Dimeric crystal
structures have been determined (4, 5), and
dimeric full-length TonB has been found
in vivo (6). Do they represent intermediary
forms in the reaction cycle underlying
energy-coupled transport? Is TonB perma-
nently associated with transporters, or does
it dissociate from the transporters and asso-
ciate with other transporters? These ques-
tions are important, given that the OM can
have several-hundred-thousand copies of
transporters yet only a few-hundred copies
of TonB. The transporters also fulfill receptor
functions that may or may not depend on
energy input via TonB. For example, FecA
transports ferric citrate but is also essential
for induction of transcription of the transport
genes (7). FhuA binding of bacteriophages
T1 and �80 requires TonB, whereas binding
of phage T5 is TonB-independent. Because

mutants of phages T1 and �80 that infect
tonB mutants can be isolated, phage DNA
uptake into cells does not require TonB;
rather, binding to FhuA requires TonB. This
was actually the first evidence of a TonB-
dependent conformational change in FhuA
at the cell surface. In addition, sensitivity of
cells to a protein toxin (colicin M) and a toxic
peptide (microcin J25) requires FhuA and
TonB. Whether FecA and FhuA fulfill such
activities through the same structural
changes is not known. Which roles the ExbB
and ExbD proteins play in energy harvesting
in the CM is also not known. The TonB–
ExbB–ExbD complex must be isolated to
determine whether the relative protein
molar amounts of 1:7:2 found in cells is the
stoichiometry of the complex. The complex
must be reconstituted in artificial lipid mem-
branes to determine whether it conducts
protons. Such experiments should also
involve artificially applied transmembrane
potentials. A reconstituted system with wild-
type and inactive mutant proteins also
would provide access to physicochemical
investigations, which are necessary to
unravel the dynamics of energy harvesting
and transfer. Finding conditions for solubili-
zation and purification of the complex and
its crystallization should be possible,
because crystal structures of membrane–
protein complexes, such as cytochrome
oxidase, have been determined. Certainly,
understanding energy-coupled transport
across the OM is a long way off, but it will be
well worth the effort.

The benefits of any future effort will not
be limited to the elucidation of how the Ton
system works. The Ton system resembles
the Tol system, which serves for the uptake
of certain phages and bacterial toxins
(colicins) and is involved in the assembly of
the OM. The membrane-spanning TolA
portion can functionally replace the mem-
brane-spanning TonB portion. The TolR and
TolQ proteins can partially substitute for the
ExbD and ExbB proteins, and vice versa.
These proteins also have sequence similari-

ties to flagellar motor proteins (MotA/ExbB/
TolQ and MotB/ExbD/TolR). For example,
replacement of a conserved aspartate
residue in the transmembrane region of
ExbD, TolR, and MotB inactivates the Ton,
Tol, and Mot functions (8). Figuring out how
the Ton system functions will also help us
understand how the Tol and Mot systems
work, and vice versa.
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Nitrosative Stress in the ER: A New Role for
S-Nitrosylation in Neurodegenerative Diseases
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N itric oxide (NO) mediates cellular
signaling pathways that regulate
a plethora of physiological pro-

cesses. In the brain, NO has been impli-
cated in neurotransmission, neuromodula-
tion, and synaptic plasticity (1). Excessive
generation of NO and NO-derived reactive
nitrogen species (RNS), however, has also
been implicated in the pathogenesis of neu-
rodegenerative disorders (NDDs), including
Alzheimer’s disease (AD) and Parkinson’s
disease (PD) (2). Subsequent findings have
demonstrated that apoptosis is a critical
process underlying these disorders (3). In a
recent issue of Nature, Takashi Uehara and
co-workers (4) elegantly demonstrate that
NO-mediated S-nitrosylation of protein
disulfide isomerase (PDI) inhibits PDI func-
tion, leads to dysregulated protein folding
within the endoplasmic reticulum (ER), and
consequently results in ER stress that pro-
motes neuronal cell death. A causal role for
this sequence of events in human NDD was
supported by the demonstration that PDI is
S-nitrosylated in the brains of patients suf-
fering from PD or AD (but not in normal
brains). Thus, the findings of Uehara et al.
(4) provide additional evidence of a role for
dysregulated protein S-nitrosylation (nitro-
sative stress) in NDD and indicate that ER
dysfunction may serve as a critical common
factor that couples NO-induced cellular
stress to neurodegeneration.

A well-established model for understand-
ing both NO-mediated neuromodulation
and neurodegeneration entails a central role

for the N-methyl-D-aspartate type of neuro-
nal glutamate receptor (NMDAR). Activation
of NMDARs drives Ca2� influx, which in turn
activates the predominant NO-synthesizing
enzyme in neurons, neuronal NO synthase
(nNOS) (5). Many proteins are S-nitrosylated
by physiological nNOS activity (6). However,
excessive activity of the NMDAR leads to
S-nitrosylation of additional proteins, includ-
ing GAPDH (7) and MMP-9 (8), that facilitate
neuronal cell death.

New studies on the NO biology of blood
vessels point to the potential importance of
mitochondrial sources of NO in signaling (9),
and the idea has been raised that increased
production of NO within mitochondria may
lead to mitochondrial dysfunction that is
characteristic of metabolic syndrome disor-
der (10), a condition that has been previ-
ously connected with oxidative mitochon-
drial injury. An analogous picture emerges in
neurobiology: NO is now being implicated in
the pathogenesis of NDD in which mito-
chondrial dysfunction is thought to play an
essential role. The connection between
mitochondrial dysfunction and NDD has
been linked previously with oxidative stress.
Indeed, the best-established laboratory
model of PD relies on inducing mitochon-
drial dysfunction with rotenone or 1-methyl-
4-phenyl-1,2,3,6-tetrahydropyridine (MPTP),
both of which inhibit mitochondrial com-
plex I (11); the generation of reactive oxygen
species (ROS) and the depletion of ATP
result. Neurons are particularly vulnerable to
decreased ATP concentrations because of
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ABSTRACT S-Nitrosylation, the covalent addi-
tion of a nitrogen monoxide group to a cysteine
thiol, has been shown to modify the function of a
broad spectrum of mammalian, plant, and micro-
bial proteins and thereby to convey the ubiquitous
influence of nitric oxide on cellular signal trans-
duction and host defense. Accumulating evidence
indicates that dysregulated, diminished, or exces-
sive S-nitrosylation may be implicated in a wide
range of pathophysiological conditions. A recent
study establishes a functional relationship
between inhibitory S-nitrosylation of the redox
enzyme protein disulfide isomerase (PDI), defects
in regulation of protein folding within the endo-
plasmic reticulum (ER), and neurodegeneration.
Further, an examination of human brains afflicted
with Parkinson’s or Alzheimer’s disease supports
a causal role for the S-nitrosylation of PDI and con-
sequent ER stress in these prevalent neurodegen-
erative disorders.
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their limited capacity to upregulate glycoly-
sis (12), and the substantia nigra is particu-
larly susceptible to oxidative injury, at least
partly because of the presence of dopa-
mine, which is readily oxidized to a reactive
quinone (13). Remarkably, inhibition of
complex 1 by rotenone or MPTP leads to not
only production of ROS but also a marked
increase in RNS (4, 14, 15). This increase
in RNA (NOS activity) may partly result
from neuronal depolarization and voltage-
dependent Ca2� influx mediated by ATP
depletion (16), but mitochondria them-
selves may also serve as sources of both
calcium and NO (derived from NOS and
nitrite) (9, 17). Note that NO itself, oper-
ating through S-nitrosylation, is a well-
characterized inhibitor of complex 1 (18).
These events would create a vicious cycle of
mitochondrial dysfunction, RNS generation,
and ultimately cell death. Thus, accumulat-
ing evidence suggests that dysregulated or
excessive protein S-nitrosylation driven by
mitochondrial regulation of NO production
(in addition to protein oxidation induced by
mitochondrial ROS production) contributes
to neuronal cell death. A prime example of
such dysregulation includes mitochondrial-
dependent S-nitrosylation of parkin, an E3

ubiquitin ligase, which leads to inhibition of
protein ubiquitinylation, defective protein
degradation, and apoptosis, all consistent
with a neurodegenerative phenotype (14)
(Figure 1).

Independent of the emerging role for NO
in neurodegeneration, a large body of work
indicates an important role for the ER in
many types of apoptosis (19). The ER serves
an essential role in the oxidative folding, gly-
cosylation, and targeting of nascent pro-
teins to proper subcellular and extracellular
destinations. In contrast to the highly reduc-
ing environments of the cytosol and mito-
chondria, the ER is characterized by a rela-
tively positive redox potential, reflected in
part by a low ratio of reduced/oxidized glu-
tathione (GSH/GSSG � 3/1), which pro-
motes protein oxidation. Strict quality-
control systems ensure that only correctly
folded proteins are exported from the ER,
while misfolded proteins are retrotranslo-
cated to the cytosol for degradation (20).
Accumulation of misfolded proteins in the
ER, however, leads to ER stress that triggers
the protective unfolded protein response
(UPR). The UPR entails the induction of
chaperone proteins, increased degradation
of misfolded proteins, and inhibition of

protein translation (21). Prolonged ER
stress can nonetheless lead to activation
of apoptosis and cell death. Several mem-
bers of the Bcl-2 family, as well as caspase-
12, reside in the ER, and these apoptotic
regulators may communicate stress signals
between the mitochondria and ER (22, 23).

That aberrant protein folding is associ-
ated with various NDDs, including PD and
AD, is well established; interest is growing in
elucidating the role of ER stress in these
pathologies (24). Experiments in pancreatic
�-cells, macrophages (25), and cerebellar
granule cells (26) have shown that NO can
induce ER stress. But what is the molecular
basis of NO-induced ER stress? And how
could it promote neurodegeneration? The
new findings of Uehara et al. (4) indicate
that PDI may hold some of the answers to
these questions.

PDIs are a diverse family of thiol/disulfide
oxidoreductases, each of which possesses
two thioredoxin (Trx) domains (27). The Trx
domains of PDI use a Cys-Gly-His-Cys
(CGHC) motif to catalyze protein folding
through two major pathways: oxidizing sub-
strate cysteine thiols to intramolecular disul-
fides and isomerizing “incorrect” disulfides.
As nascent proteins are translocated into
the ER, their reduced cysteine thiols attack
the electrophilic CGHC disulfide on PDI to
generate a transient PDI–substrate intermo-
lecular disulfide. Subsequently, a second
reduced thiol of the substrate attacks the
intermolecular disulfide to generate an oxi-
dized substrate and reduced PDI (Figure 2,
top). In the reduced form, PDIs also isomer-
ize substrate disulfides through a single
nucleophilic cysteine residue within the
CGHC motif (Figure 2, bottom). To regenerate
oxidized PDI, the ER employs a unique
flavin-dependent oxidase (Ero1) that reduces
O2 to H2O2 with concomitant oxidation of
PDI.

Uehara et al. (4) establish that PDI is
S-nitrosylated (to yield SNO-PDI) following
either mitochondrial insult (rotenone) or
NMDAR activation and that SNO-PDI is
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inhibited from performing its described
functions. In vitro, SNO-PDI is inefficient at
oxidizing reduced rhodanese or isomerizing
scrambled RNase A. Within neurons,
S-nitrosylation of PDI results in defective
folding of synphilin (a feature of PD). Further-
more, SNO-PDI induces ER stress and sub-
sequent activation of the UPR pathway. Con-
sistent with these findings, overexpression
of PDI guards against NMDAR-dependent ER
stress, polyubiquitinylation, and apoptosis.
This protection is dependent upon the
active site cysteines of PDI. Thus, Uehara et
al. (4) link two paradigmatic neurotoxic
stimuli, NMDAR activation and mitochon-
drial dysfunction, to S-nitrosylation of PDI
(Figure 1). The immediate relevance of these
findings for the etiology of human NDD was
established by the demonstration that SNO-
PDI can be detected in the brains of patients
with PD or AD, but not in normal brains.

Uehara and co-workers (4) used PDI
mutants to show that each Trx domain in PDI
can be S-nitrosylated, but the stoichiometry
and target residues were not determined. In
SNO-PDI, therefore, a single SNO or two
SNOs could be associated with each Trx
domain (Figure 1). In addition, it has been
suggested that modification by NO of pro-
teins possessing a pair of vicinal thiols (as in
the case of PDI and several other redox
enzymes) may take the form of a nitroxyl
disulfide (28) (SNO2; Figure 1); this modifi-
cation would also be consistent with the
analysis of Uehara et al. (4).

Because cellular reductants such as glu-
tathione and ascorbate are thought to par-
ticipate in SNO catabolism, the presence of
SNO-PDI in vivo raises the possibility that
the relatively oxidizing environment of the
ER may contribute to the stability of protein
SNOs. In this regard, it is of interest that a
recent report observed SNO-proteins in
association with the ER (29), suggesting that
PDI may be one of numerous substrates for
S-nitrosylation in this organelle. Preferential
stability of SNO-proteins within the ER
would be consistent with a model in which

dysregulated production of NO in NDDs
induces protein S-nitrosylation in many sub-
cellular regions; however, targets such as
SNO-PDI would be sustained in the oxidizing
environment of the ER. Further, since Ero1-
dependent oxidation of PDI is a rate-limiting
step in the redox cycle of PDI (30, 31), SNO-
PDI may be trapped in a state that can
neither participate in protein folding nor be
regenerated by Ero1. This analysis suggests
that ROS (oxidative stress) and RNS (nitrosa-
tive stress) may have substantially different
effects in the ER: ROS-dependent oxidation
of PDI would presumably generate an active
site disulfide, which remains a substrate
for Ero1 and thus functional. Nitrosative
stress may thus be a more likely cause of ER
stress.

Earlier studies have indicated that PDI can
break down S-nitrosoglutathione (32) and,
when localized to the plasma membrane,
may participate in cellular import of extracel-
lular S-nitrosothiols (33, 34). In both cases,
SNO-PDI was a suggested (short-lived) inter-
mediate. Similarly, in vitro S-nitrosylation of
the human Trx active site leads rapidly to an
intramolecular disulfide, with release of
HNO (nitroxyl) (35–37). In contrast, Uehara
et al. (4) demonstrate that the Trx domains
of PDI are stable to S-nitrosylation in vitro
and in vivo. The question is why. It is impor-
tant to note that the geometry and dihedral
strain in protein disulfides can vary substan-
tially (the reduction potential of PDI is in
fact 100 mV less negative than thioreduxin
(38)) and that the effects of S-nitrosylation

on either the geom-
etry of vicinal thiols
that serve as catalytic
disulfides or on the
global structure of
PDI have not been
studied. Thus, while
a kinetic barrier to
disulfide formation
most likely contrib-
utes to the stability
of SNO-PDI (39, 40),
a thermodynamic
explanation is not
excluded. In addition,
the SNO in PDI might
reflect the presence
of a double SNO or a
SNO2 (Figure 1), with
lower reactivity than
the single SNO. The
biochemical and cel-
lular properties that
lead to such differ-
ences in SNO protein
stability, as well as the
roles of S-nitrosylation
in the ER, are interest-
ing topics for future
investigation.
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C lostridium botulinum and the disease it causes,
botulism, have been known for centuries. This
bacterium has been studied for �100 years,

with a number of publications dating back to the early
19th century. Case studies were reported as far back as
1815; however, it was not until van Ermengem isolated
an anaerobic bacillus from contaminated meat in 1897
that the causative agent of botulism was discovered (1).
Cultivation of the bacillus and subsequent introduction
into animals led to the development of the symptoms of
botulism. The discovery that the organism produced a
toxin occurred shortly after the identification of the bacil-
lus; however, it was only in the final decade of the 20th
century that a full picture of the toxin’s structure, mech-
anism of action, and target substrates emerged (2).

Structurally, C. botulinum is a rod-shaped, Gram-
positive, sporulating anaerobic bacillus that is widely
distributed in the environment (3). Neurotoxins pro-
duced by C. botulinum are some of the most potent
naturally occurring compounds known; the lethal dose
for humans is �1 ng kg�1 of body weight (4). Their
exquisite toxicity, coupled with their highly specific
mechanism of action, renders the botulinum neurotox-
ins (BoNTs) both highly dangerous and yet quite useful
to medical science (5). BoNTs are typically associated
with food poisoning, although they also are seen as a
result of wound infections, inhalation, or as a colonizing
infection in the intestinal tract of infants (6). BoNTs
became a common public-health threat only after the
advent of food preservation in the 19th century. Modern
food-preparation practices have rendered botulism a
rare occurrence from commercially prepared foods,
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ABSTRACT Botulinum neurotoxins (BoNTs) are agents responsible for botulism,
a disease characterized by peripheral neuromuscular blockade and subsequent
flaccid paralysis. The potent paralytic ability of these toxins has resulted in their
use as a therapeutic; however, BoNTs are also classified by the Centers for Disease
Control and Prevention as one of the six highest-risk threat agents of bioterrorism.
Consequently, a thorough understanding of the molecular mechanism of BoNT tox-
icity is crucial before effective inhibitors and, ultimately, an approved drug can be
developed. In this article, we systematically detail BoNT intoxication by examining
each of the discrete steps in this process. Additionally, rationally designed strate-
gies for combating the toxicity of the most potent BoNT serotype are evaluated.
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although a small but significant number of cases occur
annually from eating canned foods.

Botulism is characterized by generalized muscle
weakness, and in more severe cases, it results in
impaired respiratory function and autonomic dysfunc-
tion. In most severe cases, this leads to respiratory
failure and death. One of the most fascinating aspects of
BoNT intoxication is that host death does not result from
target cell death and subsequent accumulated tissue
destruction. Rather, death of the host results from a sec-
ondary event (e.g., respiratory failure) that depends on
toxin-induced inactivation of neurotransmitter release
from otherwise viable nerve cells.

As previously stated, BoNT poisoning can occur acci-
dentally via food consumption; however, incident rates
are low. The major concern is its malicious use, espe-
cially in bioterrorism and biowarfare. During World War
II, the extremely high potency of BoNTs induced both the
Allied and Axis powers to evaluate these proteins as
potential biological warfare agents (7). This work for-
mally ended with the signing of the 1972 Biological
Weapons Convention. However, recent events in the
Middle East and Asia have confirmed the weaponization
of this toxin by the former Soviet Union and by the Iraqi
military before and during the 1991 Gulf War; the Japa-
nese cult Aum Shinrikyo tried to use BoNT for bioterror-
ism (8). Because of their extreme potency and lethality,

ease of production and
transport, and need for
prolonged intensive
care, BoNTs are classi-
fied by the Centers for
Disease Control and
Prevention (CDC) as
one of the six highest-
risk threat agents for
bioterrorism (Category
A agents).

Yet, food poisoning
and weapons of mass
destruction are only
two scenarios in which
BoNTs play a role.
Despite being extremely
poisonous, BoNT is a
highly effective thera-
peutic agent and valu-
able research tool (9).

At the beginning of the 20th century, it was observed
that injecting BoNT could paralyze individual muscle
groups without giving the recipient botulism (10).
Indeed, preparations of BoNT serotype A (BoNT/A) have
been approved by the U.S. Food and Drug Administra-
tion for use in treating strabismus, blepharospasm, and
hemifacial spasm (11). The use of BoNT has also been
extended to cover a wide variety of disorders, including
those that do not have a neuromuscular basis (12), such
as axillary hyperhidrosis (excessive sweating), myofas-
cial pain and tension, migraine headaches, and multiple
sclerosis. In addition, polypeptide fragments derived
from the toxin are being evaluated as potential carrier
molecules in the construction of oral and inhalation vac-
cines (13).

Molecular Mechanism of BoNT and Neurotrans-
mitter Release. BoNT has seven serologically distinct
serotypes (A–G); these proteins have a molecular weight
of �150,000 kDa (14). BoNTs are synthesized as single-
polypeptide chains, and cleavage by intra- or extracellu-
lar proteases converts them into dimers consisting of a
100-kDa heavy chain (HC) coupled to a 50-kDa light
chain (LC) by one or more disulfide bonds. The two-
chain molecule is the active form of the toxin that
poisons cholinergic transmission. Each serotype is pro-
duced as the primary toxin by a specific strain of bacte-
rium and, although they share a high degree of homol-
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Figure 1. Mechanism of action of BoNTs. (Adapted with permission from Rowland, L. P. (2002) New Engl. J. Med. 347,
382. Copyright 2002 Massachusetts Medical Society). Shown are the individual stages of BoNT intoxication, includ-
ing cell surface recognition, vesicle internalization, translocation of the LC protease into the cytosol, and proteolytic
cleavage of one of the proteins of the SNARE complex. These steps lead to inhibition of neurotransmitter-containing
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25 (yellow). BoNT/C can also cleave syntaxin (purple).
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ogy, they differ in their toxicity and molecular site of
action. BoNT intoxication (as summarized in Figure 1)
occurs through a multistep process involving each of the
toxin functional domains and can be described as the
outcome of discrete stages (15, 16).

Binding to the Target Cell and Internalization. BoNTs
bind to cholinergic nerve terminals by their HC domains
and are subsequently internalized by receptor-mediated
endocytosis. The identity of the putative receptor used
by BoNT/A has recently been reported to be the synap-
tic vesicle protein SV2 (17, 18). Additionally, a second
component of cellular recognition is thought to be due
to low-affinity interactions between the toxin and the
gangliosides (19). A double-receptor model has been
proposed whereby BoNTs also bind to both of these
receptors before internalization can occur (19). In such a
scenario, within the first step, the toxin associates with
the cell membrane and the gangliosides in a low-affinity
complex. Next, this complex migrates laterally until it
interacts with a high-affinity binding site; the latter inter-
action then allows subsequent events, such as receptor-
mediated endocytosis. Toxin binding to receptors also
appears to be serotype-specific (20, 21). The precise
identities of the receptors for each of the BoNTs have
remained elusive. However, this area of research
remains highly studied because the elucidation of these
receptors may lead to novel therapeutics for the treat-
ment of botulism.

Receptor-Mediated Endocytosis. Most researchers
presume that the process of BoNT receptor-mediated
endocytosis is basically identical to that of most ligands
that are internalized into cells (16). In fact, this may be
the case; however, it has been noted that a retrieval
phase of the vesicle recycling mechanism may also be
plausible (22). Nerves that exocytose have a vigorous
and well-developed mechanism for membrane retrieval
(23); such a recycling mechanism could be a viable
route by which the toxin can enter nerve cells. Synapto-
tagmin II, a protein that serves as a receptor for BoNT/B,
shows that vesicles are involved in this process. Synap-
totagmin has an exposed domain in the lumen of
vesicles. Thus, in the cycle, exocytosis would place syn-
aptotagmin on the exterior of the nerve cell for a brief
time, wherein toxin binding to its receptor(s) would
occur and both synaptotagmin and BoNT would be inter-
nalized during membrane retrieval. Labeled derivatives
of synaptotagmin antibodies have been used to monitor

membrane retrieval and reformation of intraneuronal
vesicles in order to support this theory (24).

Translocation. It has been proposed that a
pH-dependent structural rearrangement of the toxin
inside an acidic compartment within the cell allows for
toxin entry into the cytosol, a process common for
several other bacterial toxins (25). Thus, the substrates
for BoNTs are in the cytosol, and the LC protease must
escape the endosome. Translocation is believed to take
place wherein buried endosomal domains are exposed
as the pH decreases (16). These domains then facilitate
penetration of the lipid bilayer in a way that promotes
translocation of the active region to the cytosol. This
mechanism has been investigated via the pretreatment
of neuromuscular junctions with chloroquine, a small
molecule that can effectively and specifically raise the
endosomal pH (26). This approach represents the first
nonpeptidic approach for BoNT antagonism by prevent-
ing toxic escape from the endosome.

The notion that BoNT is internalized by pH-induced
translocaton is now widely accepted, but the exact
nature of the membrane penetration remains unclear.
Studies have been conducted that measured the
change in resistance of artificial membranes as a func-
tion of the location of the toxin in an effort to clarify this
mechanism (27). More recently, a new perspective has
taken shape in which it has been proposed that the HC
of BoNT can act both as a channel and as a chaperone
(28). Substantiation of this hyposthesis is given by the
fact that BoNT/A and -E form ion channels in phospho-
lipid bilayers and PC12 cell membranes under condi-
tions similar to those believed to exist in vivo.

Inhibition of Neurotransmitter Release. SNARE pro-
teins are involved in the fusion of synaptic vesicles with
the plasma membrane; thus, the action of BoNT is to
prevent exocytosis (29). At a more specific level, cleav-
age of SNARE proteins by BoNT inhibits the release of
acetylcholine at the neuromuscular junction; this leads
to inhibition of neurotransmission (15, 16). Cleavage of
individual SNARE proteins does not prevent SNARE com-
plex formation but results in a nonfunctional complex in
which the coupling between Ca2� influx and fusion is
disrupted (30). The role of Ca2� is fundamental to the
process of BoNT-dependent inhibition of neurotransmit-
ter release, because increasing the Ca2� concentration
in the synaptic terminal partially reverses the effect of
BoNT/A (31).
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Details defining the cleavage of the SNARE proteins
on a molecular level (Figure 2) can be traced back to the
BoNT LC, which functions as a zinc-dependent metallo-
protease (32). A highly conserved segment of 20 amino
acids located within these LCs displays the common
zinc endopeptidase motif His-Glu-Xaa-Xaa-His. Each of
the seven serotypes of BoNT cleaves one of the three
SNARE proteins [synaptobrevin (vesicle-associated
membrane protein, VAMP), SNAP-25 (synaptosomal-
associated protein of 25 kDa), and syntaxin], which are
necessary for vesicle fusion and acetylcholine release. It
has been firmly established that VAMP is the target for
BoNT/B, -D, -F, and -G. The target for BoNT/A and -E is
SNAP-25, whereas BoNT/C can cleave both SNAP-25
and syntaxin.

Therapeutic Strategies
for Treating BoNT Intoxica-
tion. Because of their excep-
tional potency and ease of
production, BoNTs are formi-
dable biothreat agents. In
particular, BoNT/A is consid-
ered the deadliest serotype,
and as such, we have
focused our discussion of
therapeutic approaches on
this specific toxin. Currently,
no approved pharmacologi-
cal treatments exist for BoNT
intoxication. Although an
effective vaccine is available
for immunoprophylaxis (33),
the development of protec-
tion is slow, and multiple
inoculations and annual
boosters are required to

produce adequate
antibody titers. Addi-
tionally, the CDC
also distributes two
equine antitoxins for
treatment of adult
botulism. Although
equine antibodies
are broadly effective,
they can cause
adverse reactions,
such as serum sick-

ness and anaphylaxis (34). Clearly, a pharmacological
intervention, especially one that would be effective after
BoNT internalization, is highly desirable. More recently,
the orphan drug Human Botulism Immune Globulin
(BIG) has been developed as a therapeutic antitoxin that
neutralizes BoNT. Notably, this is the first licensed
product for the treatment of patients suffering from botu-
lism. Although this antibody approach has proven effi-
cacy in the treatment of infant botulism (35), antibodies
are not a small-molecule therapeutic approach and thus
are beyond the scope of this article (36, 37).

Potassium Channel Blockers. Potassium channels
play crucial physiological roles in almost all types of
cells in all organisms (38). In brief, potassium channels
form a remarkably diverse group of ion channel struc-
tures; the first type of potassium channel to be
described was the classic voltage-activated channel
found in the squid. Other types of potassium channels
include hyperpolarizing voltages that are modulated by
intracellular metabolites and second messengers, tran-
sient outward currents or A-currents, and large-conduc-
tance Ca2�-sensitive, K� channels, or BKCa channels, in
which neurons are characterized by calcium-activated
potassium currents that contribute to re-polarization
and firing. BKCa channels exist as a complex of two dif-
ferent subunits, the pore-forming � subunit and a �

regulatory subunit. BKCa channels are generally
believed to be tetraethylammonium (TEA)-sensitive, and
they are therapeutic targets for BoNT poisoning.

The best-known K� channel blocker for botulism poi-
soning is 3,4-diaminopyridine (3,4-DAP) (Figure 2) (39).
3,4-DAP is highly effective in antagonizing muscle
paralysis after BoNT/A exposure in vitro and is the least
toxic of the currently available K� blockers. After a rat
diaphragm muscle was paralyzed by BoNT/A exposure,
3,4-DAP induced a rapid and pronounced increase of
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twitch tensions (39). 3,4-DAP continued to work, and
compared with the control, little or no decrease was
seen for �8 h after its addition. Combining in vivo and
in vitro recording techniques, Adler and co-workers (40)
studied the actions of 3,4-DAP in the rat extensor digito-
rum longus muscle after local inhibition of neuromuscu-
lar transmission by BoNT. The results showed that 3,4-
DAP markedly potentiated twitch tensions in BoNT/A-
intoxicated muscle. The sensitivity of the extensor digi-
torum longus muscle to 3,4-DAP did not diminish with
time or with repeated application. Because a major
obstacle to the clinical use of 3,4-DAP is its brief dura-
tion, other investigations have attempted to deliver the
compound via osmotic minipump infusion (41). It was
also found that, for muscle function to be maintained,
the drug must be delivered continuously for the entire
period of BoNT intoxication.

3,4-DAP is an impressive compound for BoNT treat-
ment; however, several problems have been associated
with its use. First, its efficacy is primarily limited to
BoNT/A. Second, while it seems to be very beneficial for
increasing muscle strength, it only provides limited
improvement for respiratory muscles, and no spontane-
ous ventilation has been seen. Third, it has toxicity
issues, and seizures have been noted with its use,
mainly from its penetration across the blood–brain
barrier. To surmount some of these difficulties, research-
ers combined 3,4-DAP with neostigmine and TEA
bromide (39). Researchers had hoped that combining
3,4-DAP and TEA, both of which are K� channel block-
ers, would reduce the dose of 3,4-DAP needed and its
toxic effects. Furthermore, this combination would have
produced a greater Ca2� influx than was attainable with
either inhibitor alone. Accordingly, the increased Ca2�

entry should have resulted in an enhanced acetylcholine
release. However, inhibition rather than enhancement
was observed; this suggests that the postsynaptic
inhibitory action of TEA on the nicotinic ion channel was
sufficient to counteract any beneficial action of TEA on
transmitter release. Although TEA was unsuccessful, this
concept of “combinatorial” channel blockers is still
believed to be valid for the treatment of BoNT poisoning.
The second combination therapy of neostigmine and
3,4-DAP was considered viable, because neostigmine
would increase the persistence of acetylcholine by
inhibiting the activity of acetylcholinesterase in periph-
eral tissues. However, this combination was insufficient
to restore neuromuscular transmission.

The efficacy of potassium channel blockers in antago-
nizing the action of BoNT/A is generally attributed to
their ability to enhance the influx of Ca2� as a result of
inhibiting voltage-dependent K� currents. Substances
that can increase intracellular Ca2� can partially over-
come the paralysis due to BoNT poisoning. Continued
efforts to optimize agents such as 3,4-DAP to increase
their efficacy and reduce their toxicity are thus consid-
ered of significant interest. However, debate exists
about the viability of this approach in the treatment of
BoNT intoxication; for a potassium channel blocker to be
effective, it must be administered over a period of weeks
or months.

Antagonists of Toxin Binding to Target Cells. The
initial step in the mechanism of BoNT poisoning is the
binding of the toxin to the cellular membranes of target
neurons. Thus, blocking the interaction between BoNT
and the cognate cellular receptor can inhibit nerve
paralysis. Monoclonal antibodies have been investi-
gated in this role and have been reviewed elsewhere
(36, 37). Two approaches can be envisioned to accom-
plish the goal of antagonizing toxin–cell interactions:
molecules that can coat the toxin with a small molecule
and interfere with its ability to interact with a cell, and
molecules that bind to the cellular receptor, thus block-
ing toxin binding. In the former case, polysiaylated gan-
gliosides such as GT1b were observed �30 years ago to
be potential receptors for BoNT/A (42, 43) and more
recently were shown to inhibit BoNT/A binding to synap-
tosomes (44) and to quench BoNT/A fluorescence (45).
In the instance of molecules that compete with BoNT for
the cellular binding site, lectins from two sources, one
derived from animals and the other from plants (Limax
flavus and Triticum vulgaris, respectively, both of which
possess affinity for sialic acid), could serve as competi-
tive antagonists of all BoNT serotypes as well as tetanus
toxins (46). In the context of BoNT/A, the amount of time
necessary to cause neuromuscular paralysis in mouse
phrenic-nerve hemidiaphragm preparations was in-
creased from 78 to 128 min. Importantly, this study was
the first to report on a small molecule that could poten-
tiate the activity of all BoNT serotypes.

Antagonists of pH-Dependent BoNT Translocation.
The lethal effects of BoNT involve the inhibition of synap-
tic transmission at the skeletal neuromuscular junction.
Despite variations in the SNARE protein targets of differ-
ent BoNT serotypes, a common point in the action of
each of these toxins is the encapsulation of the holo-
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toxin in an endocytotic vesicle that then undergoes
acidification. This acidification is needed for BoNT to
induce muscle failure; agents that inhibit acidification
delay the onset of the paralysis in vitro and lengthen the
time the toxin is susceptible to neutralization with anti-
sera (47). Thus, endocytotic vesicle acidification is a
logical point at which to inhibit the activity of BoNT
serotypes.

Simpson (48) has reported that ammonium chloride
and methylamine produce concentration- and time-
dependent antagonism of the onset of neuromuscular
blockade caused by BoNT/A–C. These amines exerted
their effects only when they were added before the toxin
was introduced or �10–20 min later. At concentrations
that produce antagonism of BoNT-induced paralysis
onset, these amines did not inactivate toxin molecules
nor did they produce irreversible changes in tissue func-
tion. Presumably, the amines did not inhibit BoNT from
binding to its receptor(s) and did not reverse neuromus-
cular blockade; rather, they acted solely to antagonize
internalization of the toxins.

Acidification of endocytotic vesicles depends on a
vesicular H�-ATPase that acts as a proton pump to
accumulate protons from the cytoplasm into the lumen
of a vesicle. In 1994, Simpson (49) reported that bafilo-

mycin A1, an inhibitor of this
ATPase, is a universal antag-
onist of BoNTs (Figure 2).
This compound produced a
concentration-dependent
blockage of neuromuscular
transmission without affect-
ing nerve- or muscle-action
potentials. Application of
proton ionophores can also
deplete this pH gradient
without affecting ATP hydro-
lysis. Sheridan (50) pre-
sented evidence that two
monocarboxylate polyether
ionophores, nigericin and
monensin (Figure 2), increase
membrane permeability to
H� and K�, or H�, Na�, and
K�, respectively, and block
endosomal acidification by
acting as proton shunts to
neutralize pH gradients.

Nanomolar concentrations of both compounds were
able to block BoNT effects at neuromuscular junctions
up to 3-fold times more than unprotected muscles.
Unfortunately, higher concentrations of these antibiotics
also blocked synapses. More recently, concanamycin A
(Con A) has also been examined as an inhibitor of endo-
somal acidification (Figure 2) (51). Interestingly, Con A
prevented SNAP-25 cleavage in pretreated cultures or
those treated up to 15 min after toxin exposure, whereas
the addition of the compound 40 min later was not
protective.

Groups have also examined several clinically used
antimalarial drugs (aminoquinolines) for their effective-
ness in antagonizing BoNT/A-induced neuromuscular
blockade (52). These studies concluded that these com-
pounds may produce their protective efficacy through
the blockade of endosomal acidification. Alternatively, it
has been suggested that, because these drugs block
channel formation, they may be a key element in
LC release from the endosome. Lastly, Adler and
co-workers (53) have investigated drug combinations for
additive or synergistic effects. Here, quinacrine and the
metal chelator N,N,N=,N=-tetrakis(2-pyridylmethyl)-
ethylenediamine (TPEN), when added together, pro-
tected up to 100% more than either drug alone.

Inhibition of the BoNT Metalloprotease LC. As
detailed earlier, BoNT impairs neuronal exocytosis
through specific proteolysis of the SNARE proteins.
SNARE assembly into a low-energy ternary complex is
thought to be intimately involved with membrane fusion
and thus neurotransmitter release (54). The site-specific
SNARE hydrolysis is catalyzed by the BoNT LC, which
comprises a unique group of endopeptidases. Thus,
another possible therapy for the inhibition of BoNT neu-
rotoxicity is to limit the metallopeptidase activity of the
BoNT LC.

Current research efforts to identify BoNT protease
inhibitors have concentrated only on BoNT/A and -B, pri-
marily because of their potent toxicity and extended
duration. Two approaches can be envisioned for inhibi-
tor development, peptide sequences/peptidomimetics
based upon the native SNARE protein substrate or small
organic molecules that specifically bind to the toxin and
inactivate it. Several effective inhibitors based upon
peptide scaffolds have been reported (55–57); how-
ever, these molecules are unlikely to become leads for
new pharmaceuticals because of their short in vivo life-
times. Initial efforts in this area focused on the use of
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Clostridium botulinum: A rod-shaped, spore-

forming bacterium that is widely distributed in
the environment. The neurotoxin secreted by
this bacterium, BoNT, is among the most toxic
species known.
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lipid domain and a carbohydrate domain that
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ethylmaleimide sensitive factor attachment
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mediate vesicle fusion in mammalian and
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paralysis.
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heavy-metal chelators that possessed cell permeability
as potential therapeutic targets. In particular, TPEN has
been extensively studied for its ability to antagonize the
catalytic action of BoNT in mouse phrenic-nerve hemidi-
aphragm preparations and in a mouse model (42, 58,
59). However, TPEN does not possess any inherent
specificity for BoNT over other metalloproteins; this may
preclude its use in a clinical setting because of various
side effects that could result from chelation of other criti-
cal metals.

Other studies targeted toward the identification of
low-molecular-weight, small-molecule inhibitors of
BoNT/A include screening of the National Cancer Insti-
tute Diversity Set and a series of 4-aminoquinolines that
were originally identified to prolong the time required for
BoNT/A to block neuromuscular transmission (Figure 3)
(60). Interestingly, several compounds possessing
�50% inhibition (at 20-�M concentration) were identi-
fied. From these lead “hits”, modeling studies predicted

common pharmacophore scaffolds;
however, these initial leads have yet to
yield any new compounds of greater
potency. An in silico screen of 2.5 million
compounds has also been conducted
recently in an effort to isolate BoNT/A-
selective inhibitors. After extensive
structure-guided modification of the
selected scaffolds, an inhibitor with a Ki of
12 �M was found (61). This inhibitor was
designed to display competitive kinetics
by chelating the active site zinc atom
through a hydroxamic acid moiety.

The success of this study validates the
use of the cationic dummy atom approach
(CaDA) to develop BoNT inhibitors by molec-
ular dynamics simulations. However, a
key conclusion in that article, that effective
BoNT inhibition requires a length of 10
atoms, is not supported by our own studies
on BoNT metalloprotease inhibitors.

Recently, we have initiated a multifac-
eted research program aimed at identify-
ing novel small-molecule inhibitors of the
BoNT/A LC metalloprotease. Given the
presence of a critical zinc ion in the LC
active site, we speculated that the hydrox-
amate zinc-binding functionality, when
coupled to a suitable scaffold to impart

specificity, would provide potent BoNT/A inhibitors. Our
initial studies reported that arginine hydroxamic acid, a
single modified amino acid, could modestly inhibit
BoNT/A in a high-throughput FRET-based assay devel-
oped for the screening of compound libraries (Ki �

60 �M) (62). The native SNAP-25 cleavage site is
between Gln197 and Arg198; thus, inhibition by argin-
ine derivatives was not entirely unexpected. However, it
was surprising that little difference in inhibition effi-
ciency was observed between the D- and L-isomers of
arginine hydroxamic acid.

In a further study, the in situ preparation of a library of
hydroxamic acids has been described (63). Here, 150
commercially available carboxylic acids were converted
to hydroxamic acids in a facile two-step procedure to
allow for rapid lead identification. On the basis of the
initial screen, 4-chlorocinnamic hydroxamate displayed
an IC50 of 15 �M and was considered a promising lead
for further development. A small series of compounds
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were synthesized to explore the structure–activity rela-
tionships of this lead. Amazingly, substitutions of the
chloro substituent were not tolerated, whereas a 2,4-
dichloro-substituted compound was found to be the
most potent nonpeptidic inhibitor of BoNT to date (Ki �

0.30 	 0.01 �M) (Figure 3). Not surprisingly, in light of
the hydroxamate zinc-binding functionality, this com-
pound was found to be a competitive inhibitor of
BoNT/A. It is important to note that the inhibitors in this
study contradict the previously articulated hypothesis
that in order to be an effective inhibitor of BoNT, a small
molecule must have a length of �10 carbon atoms (61).

Before any BoNT/A LC inhibitor can advance to
animal models of BoNT intoxication, efficacy in cellular
models must be shown. We recently reported the first
demonstration of a BoNT/A LC inhibitor that shows pro-
tection from SNAP-25 cleavage in a cellular model (64).
Quite surprisingly, this compound is simply a protected
amino acid used in peptide synthesis, Fmoc-D-Cys(Trt)-
OH (Figure 3). Kinetic analysis of this compound re-
vealed that it also competitively inhibits BoNT/A (Ki �

18 �M). Computational docking studies found that the
predicted binding constant for the inhibitor (10 �M) was
in close agreement with the experimentally determined
value. Structurally, this model also revealed that a sig-
nificant amount of binding energy can be attributed to
burying the Fmoc group in a hydrophobic pocket, while
the carboxylic acid moiety was positioned in close prox-
imity to several positively charged residues. Interest-
ingly, while competitive inhibition was observed, the
docking model predicted no interaction between the
active site zinc-binding residues and the inhibitor. In
light of the potency of this compound combined with its
ready availability, it was next tested in a cellular model
of BoNT intoxication. At a concentration of 30 �M,
almost total protection of SNAP-25 cleavage was
observed in Neuro-2a cells, whereas complete protec-
tion was seen when the compound was added to cells
at a concentration of 60 �M. The discovery of potent LC
protease inhibitors of the BoNTs could be a crucial step
in rescuing nerve activity after toxin internalization.
However, to date, research has yet to advance any non-
peptide molecules from enzymatic assays into the corre-
sponding cellular and animal models.

Therapeutics with an Undefined Mechanism of
Action. Theaflavins are unique active ingredients pro-
duced when green tea ferments into black or oolong tea.
Nishimura and co-workers (65, 66) have reported how

the thearubigin fraction, complex phenols formed
during fermentation by polymerization of theaflavins, of
Camellia sinensis extract protected against the effects of
BoNT/A, -B, and -E in mouse phrenic-nerve diaphragm
assays. In a series of studies aimed at elucidating the
mechanism of action of thearubigin, the binding of 125I-
labeled BoNT/A, -B, or -E to rat cerebrocortical synapto-
somes was inhibited by these polyphenols. The authors
suggest that the thearubigin fraction attenuated the
effects of BoNT via simple binding to the toxin. Although
which molecule or molecules in the thearubigin fraction
are responsible for the loss of toxin activity is unknown,
such fractions are made up of a plethora of polyphenols,
and multiple compounds are likely involved.

Limonoids are tetranortriterpenoids with a 4,4,8-
trimethyl-17-furanylsteroid skeleton derived from
euphane or tirucallane triterpenoids, and they generally
have an intense, bitter taste (67). Limonoids from the
Melia toosendan tree have been found to be effective
anthelmintics (68); a major limonoid constituent in M.
toosendan is the compound toosendanin (Figure 4),
which appears to have multiple modes of action in
insects (69).

Interest in the application of limonoid natural prod-
ucts in pest management remains high. Although this
area of research remains fertile, a series of reports
detailing the activity of toosendanin on neurotransmitter
release in motor-nerve terminals have emerged over the
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past 2 decades. In total, these studies have indicated
that toosendanin is a selective presynaptic blocker that
inhibits quantal release of acetylcholine (70). In contrast
with BoNT, the blocking effect of toosendanin has
always been preceded by a facilitator phase that
depends on the presence of Ca2� in the medium. It is
noteworthy that, during the facilitatory period, the toler-
ance of the neuromuscular junction toward BoNT was
enhanced significantly (71).

Further studies investigating the mechanism of
toosendanin provided evidence that it causes a
decrease in, and ultimately the disappearance of, Ca2�

sensitivity, thus, inhibiting the voltage-dependent
potassium current in neuroblastoma glioma cells (72).
Toosendanin was also shown to induce submicroscopic
changes in the neuromuscular junction, namely, a
reduction in the number of synaptic vesicles and an
increase in the width of synaptic cleft (73). Furthermore,
toosendanin inhibits the delayed rectifier potassium
channel by intracellular and/or extracellular addition (74).

Toosendanin is membrane-permeable; thus, its
modulation of ion channels may be due to its ability to
span membrane bilayers and alter channel integrity. The
relevance of this finding is that BoNT is capable of
forming ion channels in artificial bilayers and in PC12
cell membranes (75). In addition, treatment of synapto-
somes with toosendanin imparted resistance to BoNT/
A-mediated proteolytic cleavage of SNAP-25. This pro-
tective effect did not result from inhibition of the endo-
peptidase activity; thus, interference must result from
disruption of the BoNT LC before it becomes a functional
protease (76). Along this line of investigation, BoNT

translocation and channel formation are known to corre-
late (16). Taken together, the effects of toosendanin on
BoNT might be achieved by interfering with the LC trans-
location. However, the precise mechanism of BoNT
antagonism by toosendanin remains unclear.

Conclusion and Outlook. BoNTs are one of the dead-
liest agents of bioterrorism. Consequently, specific phar-
maceutical agents are urgently needed to treat BoNT
intoxication. Although an investigational pentavalent
toxoid and a horse polyclonal serum are currently avail-
able from the CDC and a recombinant vaccine is under
development, post-exposure vaccination is virtually
useless because of the rapid onset of the toxin. A drug
for the prevention or treatment of botulism would be
exciting, yet no small molecule has advanced to even
phase I clinical trials. Future work in this area will likely
be driven by several factors, including the development
of robust high-throughput assays for the rapid identifica-
tion of compound efficacy in cellular models and the
complete elucidation of the molecular mechanism of
BoNT intoxication. Furthermore, by analyzing natural
products such as toosendanin that protect against
BoNT-induced paralysis, researchers may also uncover
novel molecular scaffolds for BoNT inhibitors. In total,
this area of research epitomizes the importance of con-
ducting studies at the interface of chemistry and biology;
only by having a firm understanding of the chemical and
biological processes at play can an efficient route for the
development of new therapeutics be charted.
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K inases are crucial nodes in the sig-
naling network and emerging drug
targets of the 21st century (1). High-

throughput screening with various kinase
targets (2, 3) has been an effective ap-
proach for the identification of new leads for
drug development and pharmacological
probes for mechanistic studies. We sought
to develop a new method for live-cell, high-
throughput screening that is generally appli-
cable to most, if not all, kinase targets within
the kinome (Figure 1, panel a). This live-cell-
based screening method should be ideally
suited for examining dynamic responses of
endogenous kinase targets, for evaluating
drug candidates that ultimately perform
within cellular environments, and for identi-
fying compounds with unique mechanisms
of action (3). Furthermore, such a method
may be extended to follow multiple compo-
nents of kinase-mediated signaling path-
ways to screen for pathway modulators. In
this context, we chose to focus on protein
kinase A (PKA) (4, 5) and the cyclic adeno-
sine monophosphate (cAMP)/PKA pathway
downstream of many G-protein coupled
receptors (GPCRs), which represent one
of the largest classes of current drug tar-
gets (6).

Dynamic tracking of specific kinase activ-
ity in living cells can be provided by a class
of genetically encoded reporters based on
FRET (7, 8), which offers sensitive ratiometric
fluorescence readout, precise molecular tar-
geting, and high spatiotemporal resolution

compared to other fluorescent kinase
sensors (9). A general modular design for
such kinase activity reporters based on a
phosphorylation-dependent conformational
switch has been successfully applied to
many serine/threonine and tyrosine
kinases, with many more under develop-
ment (8). Although these FRET-based report-
ers are powerful tools for monitoring kinase
activities in single-cell imaging, their tre-
mendous value cannot be fully realized
without a high-throughput compatible assay
platform. To extend the application of these
live-cell imaging tools to high-throughput
screening, we tested the ratiometric readout
of A-kinase activity reporter (AKAR) (10), in a
high-throughput plate reader format. This
assay format, when combined with the use
of kinase activity reporters, is expected to
allow simple, fast, and convenient high-
throughput reading of dynamic kinase
activities with high spatiotemporal resolu-
tion. Promising results were obtained using
a recently reported version of the AKAR
reporter, AKAR2 (11) (not shown), although
the Z= factor (12), which compares the assay
dynamic range to data variation, is �0.5,
making this particular reporter unsuitable
for high-throughput screening.

We rationalized that further improvement
of sensor dynamic range would be neces-
sary for application of AKAR in high-
throughput format, as such assays are often
affected by cell–cell heterogeneity and loss
of sensitivity for averaged signals. By opti-
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ABSTRACT Protein kinases, as crucial sig-
naling molecules, represent an emerging class of
drug targets, and the ability to assay their activi-
ties in living cells with high-throughput screen-
ing should provide exciting opportunities for
drug discovery and chemical and functional
genomics. Here, we describe a general method
for high-throughput reading of dynamic kinase
activities using ratiometric fluorescent sensors,
and showcase an example of reading intracel-
lular activities of protein kinase A (PKA) and the
cyclic adenosine monophosphate (cAMP)/PKA
pathway downstream of many G-protein coupled
receptors (GPCRs). We further demonstrate the
first compound screen based on the ability of
compounds to modulate dynamic kinase activi-
ties in living cells and show that such screening
of a collection of clinical compounds has suc-
cessfully identified modulators of the GPCR/cAMP/
PKA pathway.
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mizing the change in distance (11) and ori-
entation (13) between donor-acceptor fluo-
rophores (M. Allen, J. Zhang, Johns Hop-
kins, unpublished data), we generated an
improved version that doubled the response
amplitude of AKAR2 (Supplementary
Figure 1). This reporter, AKAR3, was tested in
a 96-well plate format. As in single-cell
imaging (Figure 1, panel b), addition of
�-adrenergic agonist isoproterenol (ISO) to
HEK-293 cells expressing AKAR3 in 96-well
plates induced an increase in yellow-to-cyan
emission ratio of 22.1% � 0.7% (n � 3), fol-
lowed by a slight decrease (Figure 1, panel
c). When cells were treated with adenylyl
cyclase activator forskolin (Fsk), sustained
responses were observed with an average
emission ratio change of 25.7% � 0.7%
(n � 3). As negative controls, addition of
buffer or 2% dimethyl sulfoxide (DMSO) gen-
erated minimal changes in emission ratios.
This 96-well plate assay was sensitive and
reproducible, with an S/N ratio of 30.3, a Z=
factor of 0.84, and a coefficient of variation
(CV) of 1.8% for the Fsk-stimulated response.

CV measures the variability around the mean
in relation to the size of the mean and, along
with the Z= factor, provides statistical evalua-
tion of the assay.

Kinase activities are often spatially com-
partmentalized (14), and compounds target-
ing spatiotemporal regulation of kinases
could be new classes of modulators. To
provide specific readout of compartmental-
ized PKA activities, we took advantage of the
genetic targetability of such activity report-
ers and introduced a C-terminal nuclear
export signal (NES) to AKAR3. In the plate
reader assay using AKAR3-NES (Figure 1,
panel d), cytosolic PKA activity was recorded
without contamination of nuclear activity,
which has slower kinetics (10) due to diffu-
sional translocation of the catalytic subunit
from cytosol to nucleus. As a result, ISO
stimulated a larger increase in emission
ratio followed by a more rapid decrease than
that in the AKAR3 assay (Figure 1, panel d).
The maximum signal for the assay also
improved, showing a ratio change of 37.8%
� 3.2% (n � 3). Thus, sensor targeting has

led to increased temporal and spatial reso-
lution. This technique could be used to
reveal how individual signaling microdo-
mains, such as kinase-containing signaling
complexes (14), are affected by drugs or
other perturbations. This adds another level
of capacity to these nonimage-based, high-
throughput assays.

To follow the activity of the signaling
pathway and to assay related drug targets in
parallel, we further sought to develop a live-
cell-based, high-throughput assay for cAMP,
a second messenger that is generated via
activation of Gs-coupled GPCRs and exerts
its effects by activating PKA and other effec-
tors (4). Similar approaches for improve-
ment were applied to create a reporter that
more than doubled the response of previous
Indicator for cAMP Using Epac (ICUE) (15),
which generates a decrease in FRET upon
binding of cAMP (Supplementary Figure 2).
When tested in plate reader format, this
improved version ICUE3 showed consistent
responses to ISO, which were inhibited by
cotreatment with �-adrenergic antagonist
propranolol (Pro) (Figure 2, panel a). A
maximum response of 24.1% � 2.7% was
obtained with Fsk stimulation in the pres-
ence of 100 �M 3-isobutyl-1-methyl-
xanthine (IBMX), a phosphodiesterase (PDE)
inhibitor (Figure 2, panel b). This ICUE assay
leaves room for improvement with a Z=
factor of 0.51, an S/N ratio of 17.8, and a CV
of 12%. Possible sources of the variation
and reduced signal are transfection effi-
ciency and expression variability. Indeed,
experiments using a stable cell line showed
significant improvement of the assay, indi-
cated by a maximum response of 43.3% �

2.3% (n � 3) and a Z= factor of 0.78. Thus,
a live-cell, high-throughput cAMP assay
was developed as a functional assay for
Gs-coupled GPCRs (6), demonstrating both
the assay platform and sensor improvement
strategy could be generally applicable.

The development of activity assays for the
cAMP/PKA pathway allowed for parallel
kinetic profiling of a panel of agonists and

Figure 1. A high-throughput activity assay based on the improved AKAR. a) Scheme of using
live-cell, high-throughput assays based on FRET reporters (e.g., AKAR) for drug screens,
pharmacological profiling, and functional genomics studies. b) A representative time course of
emission ratio (yellow/cyan) change of AKAR3, indicated by pseudocolor images. A HEK-293 cell
expressing AKAR3 was stimulated with 1 �M ISO, followed by 50 �M Fsk, and Calyculin A, a
phosphatase inhibitor. c) Representative data from five independent runs in 96-well format
showing emission ratio (yellow/cyan) changes of AKAR3 in HEK-293 cells treated with ISO, Fsk,
and 2% DMSO. d) Representative data from three independent runs showing emission ratio
(yellow/cyan) changes of AKAR3-NES in HEK-293 cells treated with indicated drugs. The inset
shows a representative fluorescence image of cells expressing AKAR-NES. Error bars represent
standard deviation (n � 3).
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antagonists, revealing their differential
effects on PKA activity and cAMP dynamics.
ISO-induced responses can be inhibited by
10 �M Pro (Figure 2), which had no effect on
Fsk-stimulated responses. Supplementing

IBMX sustained responses and increased
their amplitude, indicating PDEs play an
important role in switching off cAMP/PKA
signaling in this cell system. Addition of
H89, a PKA inhibitor, diminished the Fsk-
stimulated response of AKAR3 but not that
of ICUE3 (Figure 2, panels b and d). Interest-
ingly, H89 increased the ICUE3 response,
similar to the effect caused by combination
of Fsk and IBMX (Figure 2, panel b). Con-
firmed by single-cell imaging (not shown),
this finding suggests that disruption of a
feedback loop possibly involving PKA-
dependent activation of PDE and/or inhibi-
tion of adenylyl cyclase (16) could directly
contribute to enhanced cAMP accumulation.
Thus, use of these assays allows parallel
evaluation of key targets in the same signal-
ing pathway and should facilitate under-
standing of complex drug effects.

Upon development of these live-cell,
high-throughput activity assays, a new col-
lection of Food and Drug Administration-
approved drugs and other clinically relevant
compounds, the Johns Hopkins Clinical
Compound Library (17), became available,
which lent itself to the first compound
screen based on the ability of compounds to
modulate dynamic kinase activities in living
cells. Such screening could identify clinical
compounds that activate or inhibit PKA
by affecting GPCR/cAMP/PKA signaling
pathway, which may provide new insight
into their clinical effects and point to new
opportunities of developing more effective
drugs that capitalize on their abilities to
modify the activity of this pathway.

In the primary screening, 160 com-
pounds, a subset of the library (see Support-
ing Information), were added to AKAR3-
expressing HEK-293 cells in individual wells
of 96-well plates to a final concentration of
10 �M after a base line reading. Time
courses were recorded to monitor any fluo-
rescence changes upon drug addition and
to identify hits that activate PKA as potential
agonists. A standard agonist, for example
ISO, was then added to all wells, and
changes in emission ratios were calculated
to identify compounds that inhibit such
changes as potential antagonists. Screening
using ICUE stable cells was performed in
96-well plates in a similar fashion (see Sup-
porting Information). Of note, both agonists
and antagonists could be identified in one
primary screening, and some kinetic infor-
mation can be obtained that facilitates early
and direct characterization of hits.

Most drugs caused no stimulation or inhi-
bition of AKAR responses (Figure 3). In some
cases, abnormal fluorescence changes were
observed upon addition of compounds to
the cells, which correlated with their fluores-
cent or colorimetric properties or toxicity.
Potential agonists (Figure 3, panel a) were
identified and individually evaluated.
Three compounds that stimulated AKAR
responses on their own without generating
abnormal fluorescence changes in indi-
vidual channels were identified as ISO, rito-
drine, and epinephrine. Unsurprisingly, ISO,
a general �-adrenergic agonist, was identi-
fied as an agonist from the library. Also a
well-known adrenergic agonist, epinephrine
activates both �-adrenergic receptors (�-AR)
and �-adrenergic receptors. In �2AR-
expressing HEK-293 cells, 10 �M epineph-
rine stimulates cAMP production and PKA
activation, as confirmed by single-cell
imaging experiments (Figure 3, panel c). On
the other hand, �2AR-specific agonist rito-
drine stimulated a moderate and gradual
response in HEK-293 cells expressing
AKAR3, when tested in single-cell imaging
(Figure 3, panel d). This small response

Figure 2. High-throughput activity assays for
cAMP and PKA in pharmacological profiling.
a) and b) Representative data from five inde-
pendent runs showing emission ratio
(cyan/yellow) changes of ICUE3 in HEK-293
cells treated with indicated drugs. 1 cycle �
92 s. c and d) Representative data from five
independent runs showing emission ratio
(yellow/cyan) changes of AKAR3 in HEK-293
cells treated with indicated drugs, ISO, Fsk,
IBMX, Pro. 1 cycle � 64 s. Error bars
represent standard deviation (n � 3).
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could be enhanced by blocking PDE activity
with IBMX (Figure 3, panel d), while IBMX
alone did not generate any such responses
in HEK-293 cells (not shown). Importantly all
three known agonists among the 160 drugs
were identified as positive hits in the screen.

One compound potently inhibited the
ISO-stimulated responses in both AKAR and
ICUE assays and was identified to be Pro,
the general �-adrenergic antagonist previ-
ously used in our profiling experiment. Inter-
estingly, epinephrine was also identified as
a hit in the antagonist category, indicating

that, after inducing a transient response
(Figure 3, panel c), continuous presence of
epinephrine decreased the cell response to
subsequent stimulation by ISO. An addi-
tional potential antagonist was identified
from the ICUE assay, and the inhibitory
effects by this compound, bilirubin, were
verified in single cell imaging experiments.
The ISO-stimulated ICUE response was in-
hibited by 40% by 1 �M bilirubin (Figure 3,
panel e), and the inhibition was more than
60% by 10 �M bilirubin. Although bilirubin
has been shown to be a protective antioxi-

dant, very high levels can lead to its accu-
mulation in the brain, causing kernicterus
(18). The ability of bilirubin to inhibit PKA in
vitro at tens of micromolar concentration
was suggested to play a role in the neuro-
toxic effects of bilirubin in patients of ker-
nicterus (19). Our results suggest an alterna-
tive mechanism of inhibition of PKA by bil-
irubin, that is, through inhibition of cellular
cAMP production. It is of interest to note the
ICUE assay may be more sensitive for identi-
fying potential antagonists, while the AKAR
assay is more sensitive for agonists, as an
amplification step is incorporated in the
AKAR assay when a single active PKA mol-
ecule phosphorylates multiple AKAR
substrates.

In summary, we have developed a new
method for live-cell, high-throughput
screening based on measurement of
dynamic activities of signaling molecules,
particularly protein kinases. Furthermore, a
compound screen based on the ability of
compounds to modulate dynamic kinase
activities in live cells was performed using a
collection of clinical compounds, from
which known and new modulators of the
GPCR/cAMP/PKA signaling pathway were
identified. This method captures many of
the crucial elements of high-throughput
assays. However, further optimization, min-
iaturization, and automation would be nec-
essary to achieve higher throughput.

This new screening method should
complement, yet offer unique advantages
over, existing methods including purified
target-based biochemical screens and end-
point focused phenotypic screens. Such
activity-based screens, which can be com-
bined with phenotypic screens (20), should
allow direct measurement of dynamic cellu-
lar activities of defined targets, or the activ-
ity of a signaling pathway when used con-
currently. Compared to in vitro assays (2),
living cells are used as reaction vessels with
targets of interest, cofactors, and regulators
present at endogenous levels in their
natural cellular environment, where spatio-

Figure 3. Clinical compound screen. a) Normalized emission ratio (yellow/cyan) from cells
expressing AKAR3 treated with individual library compounds, compared to the negative control
in which only buffer was added and the positive control in which ISO (250 nM) was added
(agonist screen). b) Normalized emission ratio (yellow/cyan) from cells expressing AKAR3 first
treated with individual library compounds for �15 min then stimulated by ISO (250 nM) (antag-
onist screen). The positive control in which only ISO was added and the negative control in
which only buffer was added are shown as labeled. The asterisks indicate responses of positive
hits, minus signs label false positives, including fluorescent or colored compounds, cytotoxic,
or unconfirmed hits by the secondary assay. c) Representative time courses of emission ratio
(yellow/cyan) change of cells expressing AKAR3 treated with 10 �M epinephrine followed by
50 �M Fsk in single-cell imaging experiments. Error bars represent standard deviation (n � 3).
d) Representative time courses of emission ratio (yellow/cyan) change of cells expressing
AKAR3 treated with 50 �M ritodrine followed by 100 �M IBMX in single-cell imaging experi-
ments. Error bars represent standard deviation (n � 2). e) Representative time courses of
emission ratio (cyan/yellow) change of cells expressing ICUE pretreated with bilirubin (1 �M
and 10 �M) for 15 min, followed by ISO stimulation in presence of IBMX. Error bars represent
standard deviation (n � 22, 9, and 10).
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temporal control of signaling activities can
be specifically followed. With the complexity
of live systems maintained, the quality of
the screening process should be increased,
enabling discovery of compounds with
unique mechanisms of action (3).

It is our expectation that these simple yet
powerful activity assays based on FRET
reporters should find immediate application
in high-throughput screens for pharmaco-
logical reagents and drug candidates, as
well as in parallel tracking of multiple physi-
ological and pharmacological events at sub-
cellular locations in living cells in chemical
and functional genomics studies. Further-
more, this assay platform should be gener-
ally applicable to most kinases in the
kinome, as various kinase activity sensors
could be engineered using the general
design, improved in a similar fashion and
adapted to this assay format. The successful
bridging of high-throughput technology with
dynamic live-cell activity measurement has
thus laid a foundation for high-capacity
mechanistic studies and multifaceted drug
discovery processes targeting protein
kinases.

METHODS
Gene Construction. Different variants of fluores-

cent protein were PCR-amplified and incorporated
into AKAR2 and AKAR2 T391A to replace the origi-
nal enhanced cyan fluorescent protein or Citrine
(11). Cytoplasmic targeting of AKAR3 was achieved
by genetically adding a nuclear export signal (NES)
LPPLERLTL at the C-terminal end (21). ICUE con-
structs containing new fluorescent protein variants
were created using the same method as above. All
constructs were initially generated in pRSET B (In-
vitrogen), then subcloned into pcDNA3 (Invitrogen)
after a Kozak sequence for mammalian expres-
sion, except for AKAR3 NES, which utilized 3=
restriction sites in pcDNA3 to introduce the NES.

Cell Culture and Imaging. HEK-293 cells were
plated onto sterilized glass coverslips in 35-mm
dishes and grown to �50% confluency in DMEM
(10% fetal bovine serum (v/v) at 37 °C with 5%
CO2). Cells were transfected with calcium phos-
phate and allowed to grow for 12–24 h before
imaging. After a wash with Hanks’ balanced salt
solution (HBSS), cells were maintained in buffer in
the dark at 20–25 °C and treated with various
reagents as indicated. Cells were imaged on a
Zeiss Axiovert 200M microscope with a
40�/1.3NA oil-immersion objective lens and

cooled CCD camera as previously described (22).
Briefly, dual emission ratio imaging used a
420DF20 excitation filter, a 450DRLP dichroic
mirror, and two emission filters (475DF40 for cyan
and 535DF25 for yellow). The ratios of yellow-to-
cyan (AKAR) or cyan-to-yellow (ICUE) emissions
were then calculated at different time points and
normalized by dividing all ratios by the emission
ratio before stimulation, setting the basal emis-
sion ratio as 1.

Live Cell Plate Reading. HEK-293 cells were
transfected with AKAR3 or ICUE3 using calcium
phosphate at 40% confluency and allowed to grow
for 40 h. Cells were then trypsinized and plated in
a Costar 3603 96-well plate (Corning) at a density
of 150,000 cells per well. After incubation for
another 24 h, cells were washed once with HBSS
and left in 150 �L of HBSS at 20–25 °C. Fluores-
cence reading was taken on FLUOstar OPTIMA fluo-
rescence microplate reader (BMG Labtechologies,
Inc.) using a 420DF20 excitation filter and two
emission filters (470DF40 for cyan and 535DF25
for yellow). A baseline was established in three
cycles, each consisting of a full plate reading of
yellow intensity, followed by a reading of cyan
intensity. Each cycle lasted between 64 and 92 s.
Cells were then treated with ISO, Fsk, H89, Pro
(Sigma), and IBMX (Sigma) as indicated. Readings
were taken in additional cycles. FRET change was
calculated as the percent increase of emission
ratios (yellow-to-cyan for AKAR and cyan-to-yellow
for ICUE) over baseline for each well during a given
cycle. To assess the efficacy of our assay, several
statistical parameters were calculated including Z=
factor, CV, and S/N ratio (12). The Z= factor reflects
both dynamic range and variation with the follow-
ing equation in which 	
 and 	– are the standard
deviations of the positive and negative control
samples, respectively, and �
 and �– are the
average responses for the positive and negative
controls, respectively.

Z = � 1 � ��3�� � 3���⁄��� � ����

CV is defined as the standard deviation of a set
of responses divided by the mean of the set.
Finally, signal-to-noise ratio was calculated for the
assay as the difference between the mean positive
control signal and mean negative control signal
divided by the standard deviation of the negative
control responses.

Live Cell Clinical Compound Screen. HEK-293
cells transiently expressing AKAR or stably
expressing ICUE were trypsinized and plated in a
Costar 3603 96-well plate (Corning) at a density of
150,000 cells per well. After incubation for 24 h,
cells were washed once with HBSS and left in 190
�L of HBSS at 20–25 °C. Fluorescence readings
were taken as described above with each cycle
lasting 90 s. Following baseline acquisition, cells
in each experimental well were treated with a com-
pound from the Johns Hopkins Clinical Compound
Library to a final concentration of 10 �M. Control
cells were treated with 10 �L of 10% FBS in a solu-
tion of phosphate-buffered saline (PBS) at pH 7.4,
the solution used to dissolve library compounds.
Readings were taken for 10 cycles spanning a time

of �15 min, after which cells in experimental wells
and positive controls were treated with 0.25 �M
ISO (AKAR) or 0.25 �M ISO plus 100 �M IBMX
(ICUE), while negative control cells received
0.5% (v/v) DMSO in HBSS. Ten final cycles were
then performed. FRET responses were calculated
as described above. Negative control (10% FBS,
0.5% DMSO) and positive control (10% FBS,
0.25 �M ISO) curves were generated. Agonist hits
were defined as compounds eliciting responses
that are larger than 6 times of standard deviation
above the baseline or 50% of the positive control.
Antagonist hits were defined as compounds that
decreased the ISO-stimulated response by 50% or
by 6 times of the standard deviation. Hits identi-
fied based on only one extreme outlier data point
in the entire time course were considered false
positives. From the plate-reading data, individual
channels (yellow and cyan) of all hits were also
examined for abnormal changes upon addition of
library compounds. An example of detection of a
compound with inherent yellow fluorescence is an
increase in yellow emission upon excitation with
little or no change in cyan emission. Fluorescence
or colorimetric properties of compounds were
further verified by comparing to literature data or
through direct fluorescence measurement. Such
hits were labeled as false positives.

Fluorescence Microscopy-Based Secondary
Screen. Fluorescence microscopy-based second-
ary screen was used to examine the remaining
hits. HEK-293 cells expressing AKAR or ICUE were
followed via fluorescence microscopy before and
after treatment with these compounds at a final
concentration of 10 �M. Compounds that caused
cell rounding, blebbing, lift-up, or severe shrinkage
were considered cytotoxic and labeled as false
positives. Compounds that did not affect emission
ratio dynamics either before or after treatment with
ISO (agonist and antagonist secondary screen,
respectively) were also labeled as false positives.
Those that do antagonize or agonize in both
primary and secondary screens were labeled as
true positives.
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Photoactive Analogues of the Haloether
Anesthetics Provide High-Resolution Features
from Low-Affinity Interactions
Jin Xi†, Renyu Liu†, Matthew J. Rossi‡, Jay Yang§, Patrick J. Loll‡, William P. Dailey¶, and Roderic G. Eckenhoff†,*
†Department of Anesthesiology & Critical Care, and ¶Department of Chemistry, University of Pennsylvania, Philadelphia,
Pennsylvania 19104, ‡Department of Biochemistry & Molecular Biology, Drexel University College of Medicine,
Philadelphia, Pennsylvania 19102 and §Department of Anesthesiology, Columbia University, New York, New York

T he molecular targets for the volatile inhaled
anesthetic targets remain uncertain, both in iden-
tity and number. Site-directed mutagenesis and

electrophysiology has allowed insight into anesthetic
binding sites in some putative targets (1, 2), while pho-
toaffinity labeling with halothane (1-bromo-1-chloro-
2,2,2-trifluoroethane), an extensively used inhalational
anesthetic, has allowed selection of candidate targets
from complex mixtures (3, 4). Photolabeling has also
provided for residue-level localization in the nicotinic
acetylcholine receptor (5, 6) and the GPCR rhodopsin
(7), together with estimates of stoichiometry. Halothane
decomposes to bromine atom and chlorotrifluoroethyl
radical on exposure to short UV light, which then adduct
into nearby regions of proteins. Halothane photolabel-
ing has been a powerful approach to discover both sites
and targets, but is limited by the requirement for 250 nm
illumination, photoselectivity for adduction sites, the
creation of two reactive moieties, and the extreme
expense of the radiolabeled product.

We have previously reported on a diazirine-based
analogue of halothane, finding that it had anesthetic
activity and photoincorporated into specific proteins (8).
Attempts to radiolabel this molecule through a base-
catalyzed exchange were not successful, and using radio-
labeled precursors was not considered cost-effective
due to the low efficiency of the reactions. Further, like
halothane, this diazirine compound is a haloalkane
anesthetic, and haloalkanes are no longer used in
the United States because of their toxicity profiles.
Haloethers represent a much more relevant class of
compounds, since all current clinical anesthetics fall
into this class, including the three most commonly used
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ABSTRACT The difficulty in obtaining binding target and site information for
low-affinity drugs, like the inhaled anesthetics, has limited identification of their
molecular effectors. Because such information can be provided by photoactive ana-
logues, we designed, synthesized, and characterized a novel diazirnyl haloether
that closely mimics isoflurane, the most widely used clinical general anesthetic.
This compound, H-diaziflurane, is a nontoxic, potent anesthetic that potentiates
GABA-gated ion channels in primary cultures of hippocampal neurons. Calorimetric
and structural characterizations show that H-diaziflurane binds a model anesthetic
host protein with similar energetics as isoflurane and forms photoadducts with
residues lining the isoflurane binding site. H-diaziflurane will be immediately
useful for identifying targets and sites important for the molecular pharmacology of
the inhaled haloether anesthetics.
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agents: sevoflurane
(fluoromethyl 2,2,2-
trifluoro-1-(trifluoro-
methyl)ethyl ether),

isoflurane (1-chloro-2,2,2-trifluoroethyl difluoroethyl
ether), and desflurane (1-fluoro-2,2,2-trifluoroethyl di-
fluoroethyl ether). Growing evidence argues against the
unitary nature of anesthetic mechanisms, so it appears
likely that different targets and binding sites transduce
anesthesia from the haloalkanes as compared to the
ethers (9, 10). Thus, photoactive reagents for the ethers
are essential to complement those presently available
for the haloalkanes (8), alcohols (11), or injectable drugs
(12, 13). Accordingly, we sought to develop and test a
photoactivatable compound to mimic haloether anes-
thetic activity. We have produced such a compound and
show that it binds in a crystallographically identified
isoflurane binding site in a naturally occurring protein.

RESULTS AND DISCUSSION
Two candidate diazifluranes were designed and syn-

thesized (Figure 1). Both are colorless volatile liquids,
with similar physicochemical parameters as isoflurane
(Table 1). Spectroscopic data are given in the experi-
mental section. Both F- and H-diaziflurane were found to
produce reversible immobilization of tadpoles (Figure 2).
Even when exposed to the highest concentration achiev-
able in pond water for both compounds, all animals
were found to recover completely with no detectable
untoward effects up to 24 h later.

The F-diaziflurane compound was a more potent
immobilizing compound (Figure 2), and exhibits a higher
affinity for apoferritin (Table 2; Figure 3) than
H-diaziflurane, but mass spectroscopic analysis of
UV-exposed apoferritin/F-diaziflurane mixtures revealed
no evidence for photoadduction, so we did not pursue
characterization of this molecule further. The lack of

photoadduction is probably due to excessive stabiliza-
tion of the carbene by the attached fluorine, with result-
ant internal rearrangement being favored over adduc-
tion. Substitution of hydrogen at this position allowed
protein adducts to be detected by MS. Two tryptic frag-
ments of apoferritin L-chain were found to have a �162
Da mate only in the UV plus H-diaziflurane sample
(Figure 4). These fragments were MS–MS-sequenced to
detect adducts at the residue level. The 1052 Da frag-
ment (890 � 162) starts at L19 and ends at R25.
Sequencing in both directions places the adducted
residue at L24 (see Supplementary Figure 1). The 1864
Da fragment (1702 � 162) starts at A26 and ends at
R39. Sequencing in both directions places the adducted
residue at S27 (see Supplementary Figure 2). Both of
these residues line the previously identified (14) isoflu-
rane binding cavity in the ferritin L-chain.

Interestingly, the single change of atom on the diazir-
nyl carbon lowered the immobilizing potency by almost
10-fold (Figure 2) and the apoferritin binding affinity by
almost 20-fold (Figure 3). The potential basis for this
effect is twofold. First, the fluorine makes the F-diazi-
flurane molecule more hydrophobic (Table 1), and there
is a well-known correlation between hydrophobicity and
anesthetic potency (Overton/Meyer rule). At the same
time, the fluorine increases the (calculated) molecular

Figure 1. Space-filling representation of H-diaziflurane
(left), F-diaziflurane (right), desflurane (top middle) and
isoflurane (bottom middle).

TABLE 1. Photolabel properties

Compound MW Adduct MW �320a Water sol. Octanol/Water Dipoleb

F-diaziflurane 208 180 167 0.5 mM �800 1.84 D
H-diaziflurane 190 162 110 2.0 mM 400 0.90 D
Isoflurane 185 N/Ac 0 20 mM 120 2.0 D

a�320 � extinction coefficient at 320 nm. bDipole moments were calculated using
ab initio molecular orbital theory at the geometry-optimized B3LYP/6-31G* level
of theory. cN/A, not applicable.

Figure 2. Immobilizing potency of F- (F), H-diaziflurane (H),
and isoflurane (I) in Xenopus tadpoles. Each point is the
mean of three groups of 10 animals. Curves are least
squares regressions to variable slope Hill relationships.
EC50 values were F-diaziflurane, 0.07 mM, 95% CI � 0.06–
0.08 mM; isoflurane, 0.24 mM, 95% CI � 0.20–0.28 mM;
H-diaziflurane, 0.75 mM, 95% CI � 0.73–0.76 mM.
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dipole from 0.9 (H-diaziflurane) to 1.8 D (F-diaziflurane).
A degree of polarity is thought to be important for
improving interactions within protein cavities (15).

The advantage of using diazirine chemistry for photo-
labeling is readily apparent in our ability to obtain high-
resolution structural information on the adduction site;
the long UV illumination does not impair crystallization
or significantly alter resolution. We used two different
crystals to collect two complete diffraction data sets and
carry out two independent structure determinations for
apoferritin labeled by H-diaziflurane. The crystals of pho-
tolabeled apoferritin proved to be isomorphous with
those of the previously reported apoferritin–isoflurane
complex (14), and the structure of the protein molecule
does not appear to have been perturbed by the labeling
process. Specifically, the rms differences in � carbon
positions between our two structures and the apofer-
ritin–isoflurane complex are 0.1 Å or lower, which is on
the same order as the expected errors in the refined

structures. The variation of
B-values with residue number is
essentially identical for all three
structures.

Electron density was noted in
the same cavity where the
binding of isoflurane and halo-
thane has previously been
observed (15). This cavity is
centered on a crystallographic
twofold symmetry axis that
relates two ferritin monomers,
and so ligands bound in this
site must exhibit twofold disor-
der. Thus, even if every ligand
binds in the site in exactly the
same orientation, the electron
density map will show a twofold
averaged view, reflecting the
presence of both that orienta-
tion and its symmetry-related
conformer. The maximum occu-
pancy for any ligand is therefore
50%, and if multiple orienta-
tions are present, the occu-
pancy for each orientation will
drop accordingly. Clear electron
density was observed in the

cavity and had an elongated shape that matched well
the backbone of H-diaziflurane (Figures 5 and 6). No
clear electron density was seen to bridge the protein and

Figure 3. Isothermal titration calorimetry (ITC) of F- (left) or H-diaziflurane (right)
into apoferritin. Both raw (top) and derived (bottom) data are shown, and the
parameters of a single-class binding site fit are given in Table 2.

TABLE 2. Photolabel/apoferritin binding parameters from ITCa

Compound n
K,
M–1

�H
cal mol–1

�S
cal mol–1 °K�1

F-diaziflurane 3.6 � 0.1 1.4E5 � 8.63 –1.3E4 � 300 –20
H-diaziflurane 4.3 � 0.3 7.7E4 � 5.6E3 –1.2E4 � 1.1E3 –20
Isoflurane 6.4 � 0.2 1.50E4 � 1.4E3 –6200 � 280 –2.0

aValues refer to interaction with the apoferritin 24-mer, single class binding model.

Figure 4. Mass spectra of trypsin-digested apoferritin L after either UV (left) or UV �
H-diaziflurane (right) exposure. Note the appearance of two new peaks (red asterisks)
in the lower spectra at 1052 and at 1864. These represent single adductions of the
parent peptides 890 and 1702. No apoferritin adducts were detected with UV � F-
diaziflurane. Tryptic peptide coverage for the two photolabels was 40–45%. Data
were obtained with a 4700 Proteomics Analyzer (Applied Biosystems) via MALDI-TOF/
TOF with 4000 series Explorer software (Applied Biosystems) for data collection, and
Data Explorer software (Applied Biosystems) for data analysis.
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the ligand electron density found in the cavity, and thus,
the precise position of the covalent attachment site for
the adduct cannot be conclusively obtained from the
electron density map. The attachment site was modeled
as the Ser-27 side chain, which allowed for the genera-
tion of a model that fits well to the electron density, dis-
plays good geometry, and agrees with the mass spectro-
metric data. However, the MS data also suggested
adduction to the Leu-24, so we constructed a geometri-
cally reasonable model in which the adduct is attached
to the carbonyl oxygen of Leu-24. This latter model fits
the electron density reasonably well, but not as well as
when Ser-27 is used as the attachment point, explaining
our choice of Ser-27 in the final refinement. It is not
certain why no density is seen to bridge the body of the
adduct with the protein; however, it is reasonable to
surmise that the lack of density
is due to the existence of more
than one adduction site in the
cavity, which leads to nonover-
lapping orientations of the “busi-
ness end” of the photolabel.
When combined with less than
fully efficient photoincorporation
(perhaps �50%) and the inher-
ent twofold disorder of ligands in
this cavity, this heterogeneity
could easily cause the electron
density at the point of attach-
ment to fall well below detect-
able levels. H-diaziflurane’s
ability to photoadduct to these
two residues may indicate a rela-
tive lack of photoselectivity

(although both bonds may be to
oxygen). This is a desirable feature in
a photolabel, in that it gives confi-
dence that binding sites are being
reliably reported. It is of interest,
however, that we could not detect
adduction to Tyr-28. Tyrosines and
other aromatics are well-known to be
preferred photochemical targets.
Halothane, for example, generates a
carbon-centered free radical on 250
nm irradiation, which appears to
prefer either tyrosine or tryptophan in
the nicotinic acetylcholine receptor

(6), serum albumin (16), and in a model four-helix
bundle protein (17). The lack of tyrosine labeling in the
apoferritin L-chain may relate to a steric hindrance to
ligand movement within the cavity. It is not yet clear if
there are residues that the UV-generated carbene will
not react with, but apoferritin may be a good candidate
for the mutagenesis necessary to find out.

Despite being of lower potency and of lower affinity
for a model anesthetic-binding protein, the H-diazi-
flurane exhibits an important molecular activity associ-
ated with general anesthetics. H-diaziflurane increased
the peak magnitude of the GABA-gated chloride current
in a concentration-dependent manner (Figure 7), with an
EC50 of �350 	M (isoflurane EC50 is 200–300 	M). At
greater concentrations, this photolabel appeared to
evoke a current in the absence of GABA, as has also

Figure 5. Stereo image of 2Fo – Fc electron density in the vicinity of the H-diaziflurane binding site.
Elemental color code: oxygen, red; nitrogen, blue; fluorine, teal. One ferritin chain is colored yellow,
and the symmetry-related chain is colored gray. The presumptive principal site of attachment of the
photolabel is the � oxygen of Ser-27 and is indicated by a black arrow. The secondary attachment
site, the carbonyl oxygen of Leu-24, is indicated by a red asterisk. An Fo � Fc omit map can be found
in the Supplementary Figure 3. Figures 5 and 6 and Supplementary Figure 3 were prepared using
PyMOL (http://pymol.sourceforge.net/).

Figure 6. The binding cavity for H-diaziflurane. a) The binding site viewed from the
same perspective as Figure 5. The molecular surface of the cavity is shown, colored
according to the atom types forming the surface. The adduct is shown in a space-
filling representation. b) View from the bottom of the cavity, looking outward toward
the surface of the protein. Here the adduct is shown in a stick representation. In
both panels a and b, only one of the two symmetry-related adduct positions is
shown for the sake of clarity.
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been reported for other volatile anesthetics (18),
resulting in an apparent decrease in the potentia-
tion of GABA-evoked current, probably due to
cross desensitization.

It should be possible to further optimize H-diazi-
flurane’s structure in a way that recovers the
dipole moment, increases hydrophobicity, and
retains the hydrogen on the diazirine carbon. One
possibility is monochlorination of the methylene
group. This will make it more like isoflurane and,
at the same time, acidify the hydrogen on the
2-carbon, improving its ability to undergo exchange
reactions with either deuterium or tritium for label-
ing purposes. Radiolabeling is especially useful in
combination with Edman degradation to identify
drug binding sites in complex membrane proteins
not well-suited to MS approaches, such as the nico-
tinic acetylcholine receptor (6). Of relevance here
is our finding that a backbone atom (leucine car-
bonyl oxygen) is adducted by H-diaziflurane, and the
Protein Data Bank (PDB) clearly shows that backbone
atoms contribute to the surface of many cavities. It is
probable that adduction of such atoms will impede the
Edman chemistry and result in an under-reporting of
labeled residues in these proteins. It is less clear whether
such an adduction would influence MS sequencing.

In summary, the combined measurements show that
H-diaziflurane (a) is a nontoxic, reversible, immobilizing
compound in Xenopus tadpoles; (b) produces effects on

mammalian GABA-gated channels that are not different
from inhaled anesthetics; (c) binds in the same specific
apoferritin site as isoflurane, interacting with the same
residues; and (d) photoadducts to these same residues.
H-diaziflurane is therefore a satisfactory photolabel
mimic of the haloether anesthetics and should be useful
to identify their sites of action within molecular targets
and, with minor modifications, to identify molecular
targets in complex mixtures, such as synaptic
membranes.

METHODS
Materials. Equine apoferritin was obtained from Sigma. All

other chemicals were of reagent grade or better and were
obtained from Sigma or Aldrich. CAUTION: All diazirines and
diazo compounds are potentially explosive and should be
treated with care. All new compounds exhibited IR and high-
resolution mass spectra consistent with the assigned structures.
Final purified products were �98% pure by gas chromato-
graphic (GC) analysis using a 30 m dimethylsilicone capillary
column and flame ionization detection.

Synthesis of Compound 1 (H-Diaziflurane) and Compound 2
(F-Diaziflurane). The preparation of diazirine 1 is shown
(Scheme 1). (2,2,2-Trifluoroethoxy)-2,2-difluoroacetic acid (3)
was prepared according to the literature procedure (19). Esteri-
fication of 3 using ethanol under Dean-Stark conditions yielded
ethyl ester 4 in 69% yield. Reduction of 4 with DiBAL-H in
toluene followed by condensation of the crude aldehyde with tert-
butyl amine produced imine 5 in 40% yield. Treatment of 5 with
hydroxylamine-O-sulfonic acid in triethylamine/ethanol produced
diaziridine 6 in modest yield. Conversion of 6 to diazirine 1 was
accomplished using N-bromosuccinimide according to our previ-
ously developed conditions (8).

The preparation of diazirine 2 started by conversion of ethyl
ester 4 to amide 7 (Scheme 2). Dehydration of 7 using P2O5 pro-
duced nitrile 8 in good yield. Treatment of 8 with ammonia gave
the intermediate amidine that was directly converted to bromo-
diazirine 9 using Graham’s procedure (20). Replacement of
bromide in 9 by fluoride in 2 was accomplished using tetrabu-
tylammonium fluoride (TBAF).
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Figure 7. H-diaziflurane
potentiates GABA-evoked
current in voltage-clamped
hippocampal neurons in
primary culture. a) GABA (5 �M)
was applied by pressure pulse
(20 psi � 50 ms) every 45 s
(arrows), and the diaziflurane
was applied by bath perfusion.
The current magnitude returned
to the control level 10 min after
initiation of drug washout. b)
Summary of H-diaziflurane
effects on GABA-evoked current
(mean 	 SEM). The points are
fit to a Hill equation of variable
slope. (EC50 � 280 	 80 �M,
slope � 6.1 	 13). Numbers in
parentheses are the number of
cells recorded.
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Preparation of (2,2,2-Trifluoroethoxy)-2,2-difluoroacetic acid

(3). This compound was prepared from chlorodifluoroacetic acid,
trifluorethanol, and aqueous potassium hydroxide in 60% yield
according to the literature procedure (19).

Preparation of Ethyl (2,2,2-Trifluoroethoxy)-2,2-difluoroacetate
(4). A mixture of 172 g (0.89 mol) of acid 3, 1 L of benzene, and
82 mL (65 g, 1.4 mol) of anhydrous ethanol was heated under
reflux for 24 h, while water was collected in a Dean-Stark trap. A
total of 19 mL of water was collected. The benzene was removed
by careful distillation, and the product was fractionated through
a Vigreux column to yield 137 g (69%) of clear colorless oil, bp
138–140 °C. 1H NMR (CDCl3): 
 4.36 (q, JH-H � 7.1 Hz, 2H), 4.27
(q, JH-F � 8.0 Hz, 2H), 1.36 (t, JH-H � 7.1 Hz, 3H). 13C NMR: 

158.9 (t, JC-F � 41 Hz), 122.3 (q, JC-F � 277 Hz), 114.0 (t, JC-F �
274 Hz), 63.9, 61.2 (qt, JC-F � 38Hz, 6 Hz), 13.6. 19F NMR: 

–74.9 (t, JH-F � 9 Hz, 3F), –81.4 (s, 2F). HRMS (CI�): m/z calcd
for C6H8F5O3 (M � H), 223.0393; found, 223.0394.

Preparation of (2,2,2-Trifluoroethoxy)-2,2-difluoroacetamide
(7). An ice-cooled 500 mL 3-neck flask was filled with 68.8 g
(0.31 mol) of ester 4, 230 mL of anhydrous ether, and a stir bar.
One joint was fitted with a reflux condenser attached to an oil
bubbler, one neck was sealed, and one neck had a glass disper-
sion tube. Gaseous anhydrous ammonia was slowly bubbled
into the stirred solution over the course of 2 h. The mixture was
allowed to warm to RT, and the solvents and excess ammonia
were removed in vacuo leaving a mass of white crystals, 58.6 g
(98%), mp 54 °C. 1H NMR (DMSO-d6): 
 8.31 (bs, 1H), 8.13
(bs,1H), 4.66 (q, JH-F � 8.8 Hz, 2H). 13C NMR: 
 160.1 (t, JC-F � 36
Hz), 123.0 (q, JC-F � 277 Hz), 115.1 (t, JC-F � 275 Hz), 60.8 (qt,
JC-F � 36 Hz, 6 Hz). 19F NMR: 
 –72.6 (t, JH-F � 9 Hz, 3F), –80.0 (s,
2F). HRMS (CI�): m/z calcd for C4H5F5NO2 (M � H), 194.0240;
found, 194.0240.

Preparation of (2,2,2-Trifluoroethoxy)-2,2-difluoroacetonitrile
(8). Crude acetamide 7 (58 g, mol) was added to a 1 L round-
bottom flask along with a stir bar and 57.6 g (0.203 mol) of
P2O5. A short-path distillation apparatus was attached. The flask
was slowly heated in an oil bath to 180 °C, and product was col-
lected in the range of 55–65 °C. Redistillation gave 36.7 g (0.21
mol) of clear colorless liquid in 69% yield, bp 60 °C. The nitrile 8
is hygroscopic. 1H NMR (CDCl3): 4.31 (q, JH-F � 7.7 Hz, 2H). 13C
NMR: 
 121.5 (q, JC-F � 277 Hz), 108.9 (t, JC-F � 259 Hz), 108.7 (t,
JC-F � 58 Hz), 62.4 (qt, JC-F � 39, 4 Hz). 19F NMR: 
 –61.0 (q, JF-F

� 2 Hz, 2F), –74.7 (tt, JH-F � 8 Hz, JF-F � 2 Hz, 3F). HRMS (CI�):
m/z calcd for C4HF5NO (M � H), 174.00; found, 174.01.

Preparation of 2,2-Difluoro-2-(2,2,2-trifluoroethoxy)bromo-
diazirine (9). A 250 mL 3-necked, round-bottom flask was filled
with 4.0 g (23 mmol) of (2,2,2-trifluoroethoxy)-2,2-difluoro-
acetonitrile (8) and a stir bar. A dry ice/acetone-cooled gas con-
denser was attached to the center neck, one joint was closed,
and the third was attached via safety traps to a cylinder of
ammonia. The flask was cooled to –78 °C, and ammonia was
slowly condensed into it. After the volume in the flask had
approximately tripled, the addition was stopped, and the

cooling bath was removed. The solution was allowed to reflux for
1.5 h. The gas condenser was removed and attached to another
flask, and the ammonia was allowed to distill from the reaction
flask and collect in the second flask. Once all the ammonia had
evaporated, the solid yellow mass of crystals was dried in vacuo
to leave 4.2 g (21.9 mmol, 95%) of yellow crystalline solid, mp
44 °C. The amidine was used without further purification for the
preparation of diazirine 9.

A 5-L 3-necked, round-bottom flask containing a stir bar was
filled with 100 mL of DMSO, 10.2 g (11.7 mmol) of dry LiBr, and
4.2 g (21.9 mmol) of crude amidine. One neck of the flask was
fitted with a 500 mL pressure-equalizing dropping funnel con-
taining a solution of 40 g (0.39 mol ) of NaBr dissolved in 180
mL of 12% sodium hypochlorite. A glass stopper was added to
the third neck of the flask. A vacuum adapter was connected to
the third neck and led through a series of three traps main-
tained at –40, –78, and –196 °C to a mechanical vacuum pump.
The system was evacuated, and once the pressure of the system
reached 0.1 Torr, the stir bar was started and the sodium hypo-
bromite solution was added to the flask over the course of
�1 min. The products were continuously pumped through the
train of U-traps for the next 20 min, then the reaction was
stopped. Volatile material from the –78 °C trap was transferred
under vacuum onto a small amount of P2O5 to remove any water.
Transfer of volatile material from this flask into a gas storage
bulb gave 0.98 g (16%) of clear colorless liquid. Final purifica-
tion of 9 used preparative GLC. 1H NMR: 
 4.23 ppm (q, JH-F � 6.3
Hz ); 19F NMR: 
 –75.1 (m, 3F), –75.9 ppm (m, 2F)

Preparation of 2,2-Difluoro-2-(2,2,2-trifluoroethoxy)fluoro-
diazirine (2). Solvent was evaporated from 10 mL of 1 M TBAF in
THF to leave a powdery white solid. Five milliliters of 1,2-
dichlorobenzene was added to the flask along with a Teflon-
coated magnetic stir bar, and the mixture was stirred to dissolve
the solid. A high vacuum was applied to the flask, and the
remaining water and tetrahydrofuran (THF) were removed and
trapped in a dry ice-cooled trap. A solution of 5 mL of dichloro-
benzene and bromodiazirine 9 (0.9 g, 4 mmol) was added to the
ice-cooled flask. The mixture was allowed to stir for several
hours and then was refrigerated overnight. The next day, the
mixture was fractionated through a train of three U-traps cooled
to –35, –78, and –196 °C under high vacuum. Clear colorless
liquid (0.4 g, 48%) was collected in the –196 °C U-trap. The
product was purified by preparative GC using a 1/4 in. � 10 feet
column of 10% SF-96 on Chromasorb W. 1H NMR: 
 4.3 (dq, JF-F

� 2.8Hz, JH-F � 8 Hz); 13C NMR: 
 122.22 (q, JC-F � 277 Hz),
117.9 (qd, JC-F � 265, 40 Hz), 68.7 (d, JC-F � 277 Hz), 61.6 (qt,
JC-F � 38, 5 Hz); 19F NMR: 
 –74.9 (tt, JH-F � 8 Hz, JF-F � 2 Hz, 3F),
–80.4 (dq, JF-F � 7 Hz, JF-F � 2 Hz, 2F), –170.4 (t, JF-F � 7 Hz).

Preparation of tert-Butyl-(2,2-Difluoro-2-(2,2,2-trifluoroeth-
oxy)ethylidene) Amine (5). A solution of 21.0 g (95 mmol) of ester
4 and 100 mL of anhydrous ether was cooled with stirring to –78
°C under a nitrogen atmosphere. A solution of 75 mL (0.11 mol)
of 1.5 M DiBAL-H in toluene was added dropwise via a syringe
over the course of 20 min. The solution was stirred for an addi-
tional 2 h at –78 °C and was allowed to warm and stir at 0 °C for
30 min. After it was recooled to –78 °C, the mixture was
quenched with 4 mL of methanol. After warming to RT, the
mixture was slowly added with good stirring to 300 mL of a 5%
HCl solution. The resulting mixture was extracted with three 100
mL portions of ether. The ether was dried over sodium sulfate
and carefully evaporated under reduced pressure below RT until
most of the ether had been removed. Freshly distilled tert-butyl
amine (15 mL, 290 mmol) was added, and the mixture heated to
reflux for 2 h. Careful distillation through a short-path apparatus
yielded 9.0 g ( 40%) of clear colorless liquid imine 5, bp
138–140 °C. 1H NMR (CDCl3): 7.49 (t, JH-F � 4.4 Hz, 1H), 4.30 (q,
JH-F � 8 Hz, 2H), 1.26 (s, 9H). 13C NMR: 
 146.8 (t, JC-F � 35 Hz),
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123.0 (q, JC-F � 277 Hz), 118.5 (t, JC-F � 265 Hz), 61.0 (qt, JC-F �
37, 6 Hz), 59.0, 29.1. 19F NMR: 
 –74.9 (t, JF-F � 8 Hz, 3F), –79.3
(bs, 2F). HRMS (CI�): m/z calcd for C8H12F5NO (M � H),
234.0917; found, 234.0923.

Preparation of 1-tert-Butyl-3-(Difluoro-(2,2,2-trifluoroethoxy)-
methyl)diaziridine (6). A 100 mL round-bottom flask was filled
with 2.4 g (10 mmol) of imine 5, 5 mL of anhydrous triethyl-
amine, and 9 mL of absolute ethanol. The solution was cooled in
an ice bath, and 2.4 g (21 mmol) of hydroxylamine-O-sulfonic
acid was added in one portion with good stirring. The mixture
was stirred in an ice bath for 2 h, then placed in a freezer over-
night. The next day, solvent was removed under aspirator pres-
sure below RT. The resulting white slurry was extracted with
ether (3 � 25 mL). The combined ether extracts were evaporated
to leave 1.2 g (�50%) of clear colorless oil sufficiently pure for
the next reaction. An analytical sample was purified by prepara-
tory GC using a 1/4 in. � 10 ft column of 10% SF-96 on Chroma-
sorb W. 1H NMR (CDCl3): 7.50 (t, JH-F � 4 Hz, 1H), 4.30 (q, JH-F �
8 Hz, 2H), 1.26 (s, 9H). 19F NMR: 
 –80.3 (m, 3F), –84.8 (m, 2F).
HRMS (CI�): m/z calcd for C8H14F5N2O (M � H), 249.1026;
found, 249.1016.

Preparation of 3-(Difluoro-(2,2,2-trifluoroethoxy)methyl)-3H-
diazirine (1). To a solution of 1.0 g (4 mmol) of crude diaziridine 6
in 3 mL of 1,2-dichloroethane was added 0.7 g (4 mmol) of
N-bromosuccinimide in one portion. The mixture was stirred at
RT for 4 h. The volatile material was evaporated under high
vacuum and collected in a U-trap cooled to –78 °C. Product 1
was purified by preparatory GLC using a 1/4 in. �10 ft column of
10% SF-96 on Chromasorb W to give a volatile, clear, colorless
liquid (250 mg, �30 %). 1H NMR (CDCl3): 4.18 (q, JH-F � 7.7 Hz,
2H), 1.63 (t, JH-F � 7.7 Hz, 1H). 13C NMR: 
 122.0 (q, JC-F � 277
Hz), 119.8 (t, JC-F � 262 Hz), 60.8 (qt, JC-F � 38, 4 Hz), 20.7 (t, JC-F

� 44 Hz). 19F NMR: 
 –75.0 (tt, JH-F � 8 Hz, JF-F � 2 Hz, 3F), –76.6
(tt, JH-F � 8 Hz, JF-F � 2 Hz, 2F).

Physical Properties: Water Solubility and Hydrophobicity.
Octanol water partition coefficients were used to estimate hydro-
phobicity. Excess F- and H-diaziflurane were solubilized in water
with vigorous vortexing and brief sonication. After centrifuga-
tion at 1000g for 10 min, the solution was loaded into 10 mL
gas-tight Hamilton syringes. Absorbance at 330 nm of an aliquot
was recorded to allow calculation of maximal water solubility
(after using methanolic solutions to calculate extinction coeffi-
cients), and then exactly 1 mL of octanol was drawn into the
syringe and mixed by rotation for an hour. The octanol–water
mixture was allowed to completely separate for another hour,
and then absorbance of the water phase was measured again.
Molar partition was calculated by multiplying the difference in
water absorbance by the ratio of water-to-octanol volume, and
dividing by the ending water absorbance.

Isothermal Titration Calorimetry. Briefly, titrations were per-
formed at 20 °C using a Microcal, Inc. VP ITC. The thermody-
namic parameters for the binding of F- and H-diaziflurane to
equine apoferritin at 20 °C were determined by ITC using a
Microcal, Inc. VP ITC (www. microcalorimetry.com). The ITC con-
sists of a matched pair of sample and reference vessels (1.43 m)
enclosed in an adiabatic enclosure and a rotating stirrer-syringe
for titrating aliquots of the ligand solution into the sample
vessel. The sample cell contained 0.008 	M sample of protein,
and the reference cell contained water. Saturated photolabel
(0.4 mM F-diaziflurane or 2.0 mM H-diaziflurane) was loaded in
the syringe (volume � 0.28 mL) for injecting into the sample.
Four separate titrations were performed, including three con-
trols, ligand into buffer, buffer into protein, and buffer into
buffer, which were then used to correct the experimental titra-
tion, ligand into protein. Origin 5.0 (Microcal Software, Inc.) was
used to fit thermodynamic parameters to the heat profiles.

Photolabeling. Small aliquots of pH 7 phosphate buffer con-
taining 4 mg mL–1 apoferritin with and without saturated F- or
H-diaziflurane were placed in a 1 mm path length quartz cuvette
and exposed to 305 nm light (Rayonet RPR-3000 lamp: emission
from 280 to 320 nm) at 2 mm distance for 5 min. Control
samples received only UV irradiation. The UV-treated apoferritin
was then passed through an HPLC C-18 analytical column to
separate the labeled apoferritin H and L subunits, which were
then resuspended in 0.1% TFA. Small aliquots of UV-treated
samples L-chain were trypsinized and examined with MALDI–
TOF for a shift in trypsin fragment molecule weight (MW) that
would indicate covalent incorporation of the adduct (�180 Da
for F-diaziflurane; �162 Da for H-diaziflurane). After identifica-
tion of adducted fragments, MALDI-TOF/TOF approaches were
used to sequence the fragment in an effort to identify the
adducted residues.

Crystallization. Aliquots of H-diaziflurane-labeled apoferritin
were washed by repeated centrifuge filtration, and then used to
grow large, single crystals in hanging drop experiments, as pre-
viously described (14), except that these hanging drops were in
standard multiwell plates. Labeled apoferritin crystals took
several weeks to grow to full size and were stable thereafter for
months. Approximately 3-month-old crystals were mounted in
nylon loops, cryoprotected by passing them rapidly through
30% (w/w) glycerol in reservoir buffer, and flash-cooled in liquid
nitrogen.

Diffraction Data Collection and Processing. Two complete dif-
fraction data sets were collected from two crystals at beamline
X6A of the National Synchrotron Light Source. Crystals were
maintained at 100 K in a stream of cold nitrogen gas during data
collection. Data processing was carried out using d*TREK (21)
(details are given in Supplementary Table S1). Structures were
refined independently for the two data sets. In each case,
protein coordinates from PDB file 1XZ1 were used as a starting
model for the refinements. Initial models containing protein
atoms only were used for automated water placement and
refinement using Arp-Warp and Refmac (22, 23). Cadmium ions
in the lattice were identified as peaks in the anomalous differ-
ence density maps. Ligands were placed into difference maps
using XtalView (24), and refinement of the complex structure
was completed using Refmac. Stereochemical restraints for
H-diaziflurane were derived from the Dundee PRODRG server
(http://davapc1.bioch.dundee.ac.uk/programs/prodrg/).
Refinement details are shown in Supplementary Table S1. The
two independent refinements converged to essentially identical
structures, with an rms deviation in C� positions � 0.036 Å.
Coordinates for the complex from the crystal 1 refinement have
been deposited in the PDB, accession number 2GYD.

Tadpole Studies. Xenopus tadpoles were used to examine the
anesthetic potency of both F- and H-diaziflurane. Ten tadpoles
were placed in 20 mL sealed glass vials containing pond water
and increasing concentrations of the compounds, presolubilized
by vigorous shaking/sonication of pondwater with aliquots of
neat compound. Volumes were adjusted to minimize gas
volume in the vials. Tadpoles were observed for the loss-of-
righting reflex for 5 min, and then immediately transferred into
large containers of fresh pondwater and carefully observed for
recovery. The tadpoles were then observed intermittently for
24 h. Control experiments verified an absence of effect of the
manipulations on tadpole activity in the absence of added com-
pound. Percent immobile at each concentration were fitted to
variable slope Hill plots. Further control studies were able to
reproduce the expected EC50 for isoflurane of �0.25 mM.

GABAA Receptor Electrophysiology. E18 hippocampi preserved
in Hibernate E solution were obtained from BrainBits and imme-
diately plated onto poly-D-lysine-coated 10 mm glass coverslips
following the vendor’s suggested protocol. Experiments were
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performed on neuronal cultures after 10–14 d in vitro, and only
with H-diaziflurane. A coverslip with neurons was placed inside
a recording chamber continuously perfused with an external
medium (in mM: 140 NaCl, 2.8 KCl, 1 CaCl2, 1 MgCl2, 10 dex-
trose, 10 HEPES, pH 7.3 with NaOH and 1 	M TTX), and whole
cell patch clamp recordings were obtained using a 1.5 mm glass
capillary microelectrode with a resistance of 2–3 M� when filled
with an internal solution (in mM: 140 CsCl, 4 NaCl, 2 MgCl2,
10 K-EGTA, 10 HEPES, 2 Na-ATP, pH 7.2 with CsOH). The holding
potential was fixed at –60 mV thus giving an inward flowing,
GABA-evoked current. GABA (5 	M) diluted in the external
medium was applied by pressure injection (20 psi � 50 ms)
from a pipet placed �1 cell diameter from the patched neuron.
This concentration of GABA corresponds to approximately an
EC15 in this preparation; thus, the agonist concentration was
well below saturation, a condition required to detect the
increase in the current magnitude due to other allosteric modu-
lators. A compound application interval of 45 s prevented cumu-
lative desensitization and a decline in the response amplitude.
Data acquisition and compound application were controlled by
pClamp v9.0 (Molecular Devices).

Accession codes: Structure factors and final coordinates have
been deposited in the RCSB PDB with ID code 2GYD.
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T he outer membrane (OM) is a defining feature of
Gram-negative bacteria. It is located outside the
peptidoglycan cell wall and it functions as a

barrier to protect these organisms from toxic agents in
their environment. This membrane is a lipid bilayer, but
it is asymmetric, containing phospholipids in the inner
leaflet and glycolipids such as lipopolysaccharide (LPS)
in the outer leaflet. Integral OM �-barrel proteins func-
tion as porins to allow passage of small hydrophilic mol-
ecules across the barrier. Numerous lipoproteins are
localized to the OM as well (1).

All of the molecular components of the OM are syn-
thesized in the cytoplasm or the inner leaflet of the inner
membrane (2). Somehow these components are trans-
ported across the aqueous periplasmic space that
separates the inner and outer membranes and then
assembled in the OM bilayer. Since the OM delimits the
cell, its biogenesis occurs in direct contact with the
external environment on one side and the bacterial
periplasm on the other, both of which lack an obvious
energy source such as ATP. Although it has long been of
interest to understand how the OM is built and its
integrity maintained during cell growth and division,
identifying factors involved in OM biogenesis has
proven difficult (2).

We recently described a genetic technique called
chemical conditionality to probe OM biogenesis. In
chemical conditionality, one starts with a mutant strain
which has a defective OM with a compromised barrier
function (i.e., increased permeability) and which there-
fore is more sensitive to toxic small molecules such as
antibiotics. This mutant strain is used in selections that
demand resistance to toxic small molecules in order to
isolate suppressors with improved OM barrier function;
these suppressor mutations are in genes that specify
factors involved in OM biogenesis (3). Using this
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ABSTRACT A key function of biological membranes is to exclude toxic small
molecules while allowing influx of nutrients. Cells achieve this by controlling the
composition of different types of proteins and lipids within the membrane by a pro-
cess called membrane biogenesis. We have recently proposed a strategy to iden-
tify genes involved in membrane biogenesis in Gram-negative bacteria such as
Escherichia coli by selecting for suppressors of mutations that render the outer
membrane (OM) leaky. We predicted that different small molecules could select dif-
ferent suppressors because mutations that answer a specific selection will correct
the membrane permeability defect to different degrees depending on the struc-
ture of the small molecule. We have tested this hypothesis by selecting for resis-
tance to bile acids in an imp4213 strain, which contains a compromised OM owing
to a defect in lipopolysaccharide biogenesis. We report here that a suppressor
mutation in yaeT, which specifies an essential protein involved in the assembly of
�-barrel proteins in the OM, confers resistance to a specific subset of bile acids in
the imp4213 strain. YaeT is conserved from bacteria to man because it is involved
in OM biogenesis in mitochondria and chloroplasts. These results demonstrate
that structurally different toxic small molecules select different, and highly specific,
genetic solutions for correcting membrane-permeability defects. The remarkable
chemical specificity of the imp4213 suppressors provides insights into the molec-
ular nature of the OM permeability barrier.
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approach, we identified YfgL, a component of the cellu-
lar machinery that assembles �-barrel OM proteins
(OMPs) in Gram-negative bacteria such as Escherichia
coli (Figure 1) (3, 4). Starting with a strain carrying the
imp4213 mutation (5), which alters Imp, the OMP that
assembles LPS at the OM (6, 7), yfgL was identified by
selecting for secondary mutations that partially sup-
press the OM permeability defects conferred by
imp4213. In particular, yfgL was identified by selecting
for resistance to the glycolipid derivative of vancomycin,
chlorobiphenyl vancomycin (3, 8).

Results obtained with chemical conditionality were
striking in two respects. First, there existed a continuum
of suppressors that ameliorated the permeability de-
fects conferred by imp4213 to varying degrees (3). For
example, intragenic suppressors carrying a second
mutation in the imp4213 gene confer resistance to all
antibiotics tested, including vancomycin, chlorobiphe-
nyl vancomycin, and erythromycin, and the mixture of
bile salts present in the common laboratory media Mac-
Conkey agar. These intragenic suppressors appear to
restore the OM barrier to nearly wild-type effectiveness.
At the other end of the continuum, some of the suppres-
sor mutations obtained by selection for resistance to
bile salts confer resistance to bile salts only. These sup-
pressor strains remain sensitive to vancomycin, chloro-
biphenyl vancomycin, and erythromycin because the
suppressor mutations restore the barrier function of the
OM to a limited degree. The yfgL suppressors restore the
barrier function of the OM to an intermediate degree,
lying in the middle of the continuum; they confer resis-
tance to chlorobiphenyl vancomycin and bile salts, but
not vancomycin or erythromycin.

The second striking aspect of the results was the
remarkable chemical specificity exhibited by the yfgL
suppressors (3). The imp4213 strains carrying the yfgL

suppressors were resistant to chlorobiphenyl vanco-
mycin, but they remained sensitive to vancomycin (8).
Heretofore such chemical specificity has been observed
only with mutations that alter the drug target. However,
yfgL mutations do not alter the drug target; they prevent
access of the drug to its target by altering the OM perme-
ability barrier (3).

We predicted that we might identify genes that
specify additional components of the OM assembly
machinery by looking for imp4213 suppressors that
expand the continuum. If so, we were interested in
whether such suppressors would exhibit the same
remarkable chemical specificity as the yfgL suppres-
sors. Therefore, we examine here an uncharacterized
imp4213 suppressor isolated on MacConkey agar (3).
This medium contains a crude mixture of bile salts, yet
many pure bile salts of closely related chemical struc-
tures are readily available. Here, we show that the chem-
ical conditionality approach revealed another compo-
nent of the OM �-barrel assembly machinery, YaeT, and
that the yaeT suppressor also exhibits remarkable
chemical specificity. These results demonstrate that
small molecules can be exquisitely sensitive probes of
OM structure, and so different small molecules can
serve as reagents to discover different genes involved in
the assembly of the membrane.

RESULTS AND DISCUSSION
Chemical conditionality is a chemical genetics

approach that uses toxic small molecules in selections
employing strains with permeability defects to create
particular chemical conditions that demand specific
suppressor mutations which decrease membrane per-
meability (3). Thus, chemical conditionality exploits the
fact that toxic molecules must first cross a membrane
before reaching their intracellular target (3). When apply-
ing chemical conditionality, one searches for mutations
that inhibit or decrease the efficiency of this entry step
with the idea that such mutations will be in genes
encoding factors involved in the membrane biogenesis.
Here, we show that different suppressors obtained
using chemical conditionality exhibit chemical specific-
ity because the entry of each chemical into the cell is
determined by its physicochemical properties.

We found that a previously isolated mutation that
suppresses sensitivity of imp4213 cells to the mixture of
bile salts present in MacConkey agar (3) maps to yaeT
(see Methods). This suppressor allele, which we named

Figure 1. Imp and the YaeT–lipoprotein complex. The �-
barrel protein Imp assembles LPS in the OM, while the
YaeT complex assembles OMPs. The YaeT complex is
composed of the �-barrel protein YaeT and the three
lipoproteins YfgL (labeled “L”), YfiO (labeled “O”), and
NlpB (labeled “B”). The five periplasmic POTRA domains
of YaeT are shown as ovals. Recently, it has been shown
that YfgL is not required for the association of YfiO and
NlpB with YaeT but that YfiO and NlpB do require each
other to form a stable complex with YaeT (17). The dotted
lines denote genetic interactions between Imp and YfgL
and YaeT.
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yaeT6, carries a 6-bp in-frame insertion (agaaac) be-
tween codons 218 and 219 of yaeT. In the wild-type
yaeT coding sequence, the agaaac sequence is repeated
in tandem, while in the mutant allele, this sequence
appears three times in tandem. Therefore, it is likely that
this mutation arose as a replication error caused by DNA
polymerase slippage (9). At the protein level, the sup-
pressor mutation resulted in an in-frame insertion of
Gln–Lys after amino acid 218 of YaeT, in a region pre-
dicted to be part of a large periplasmic domain that
encompasses the first 482 amino acids (10). YaeT, a
homologue of Omp85 (10) that is essential for the
assembly of OMPs (4), contains five periplasmic POTRA
(for polypeptide-transport-associated) domains that
have a predicted chaperone-like function (Figure 1) (11).
POTRA domains, which are conserved among the
Omp85 family members, are composed of three
�-strands and two �-helices (11). The two additional
amino acids encoded by the yaeT6 allele are located
three residues upstream of the first predicted �-helix of
the third POTRA domain of YaeT, suggesting that they
might alter YaeT function in OMP assembly.

YaeT is part of an OM multiprotein complex that con-
tains the three OM lipoproteins, YfgL, YfiO, and NlpB
(Figure 1) (4). Therefore, chemical conditionality identi-
fied two factors, YaeT and YfgL, which are involved in
OM biogenesis and are part of the same multiprotein
complex. Despite this, there is an important difference
between the suppressor quality of the yfgL and yaeT6
alleles that we isolated using chemical conditionality (3).
While both yaeT6 and yfgL alleles suppress sensitivity of
imp4213 cells to MacConkey agar, only yfgL mutations
suppress sensitivity to chlorobiphenyl vancomycin (8).

The Remarkable Chemical Specificity of the yaeT6.
Previously, we showed that yfgL mutations increase
imp4213 resistance to chlorobiphenyl vancomycin but
not to vancomycin (8), because this sup-
pressor mutation decreases the perme-
ability of the OM to the former compound
but not the latter (3). We tested whether
the yaeT6 allele would also exhibit such
remarkable specificity for small mol-
ecules. Since yaeT6 confers resistance to
MacConkey agar and this medium is a
mixture of bile salts, we compared the
effects of yaeT6 on the susceptibility of
imp4213 strains to a variety of purified
bile salts.

MacConkey agar (12) contains two types of bile salts,
sodium cholate (3�,7�,12�-trihydroxy-5�-cholanic
acid) and sodium deoxycholate (3�,12�-dihydroxy-5�-
cholanic acid), which differ by the presence of a single
hydroxyl group (Figure 2, panel a). Wild-type strains of
E. coli are resistant to bile salts and, therefore, can grow
on MacConkey agar. In contrast, cells carrying the
imp4213 allele cannot grow in this medium (5).

Strains carrying imp4213 are sensitive to sodium
deoxycholate (5), but we did not know how this muta-
tion affects growth in the presence of sodium cholate.
Therefore, we first examined whether imp4213 cells are
also sensitive to sodium cholate by determining the
minimal inhibitory concentration (MIC) values of purified
sodium cholate or sodium deoxycholate for imp+ and
imp4213 strains in Luria-Bertani broth at 37 oC. As
expected, the wild-type imp+ strain was resistant to high
levels of both sodium cholate and sodium deoxy-
cholate, while the imp4213 mutant was especially sen-
sitive to sodium deoxycholate (Table 1). The MIC differ-
ence between imp� and imp4213 strains for sodium
deoxycholate was �200. The imp4213 allele also
increased sensitivity to sodium cholate, but only by a
factor of 8 compared with the imp� strain (Table 1).

To determine whether the pronounced increase in
sensitivity to sodium deoxycholate was specific to this
bile salt or whether it reflected a general increase in
permeability for bile salts that have similar physical
properties, we tested the sensitivity of imp4213 cells to
a regioisomer of sodium deoxycholate, sodium che-
nodeoxycholate (3�,7�-dihydroxy-5�-cholanic acid;
Figure 2, panel a). Both sodium deoxycholate and
sodium chenodeoxycholate differ from sodium cholate
in that they only have two hydroxyl groups; however, the
location of one of these hydroxyl groups differs between
the two isomers (Figure 2, panel a). As a result, sodium

TABLE 1. Sensitivity to bile salts of wild-type and
imp4213 strains

Strain

MIC (mg mL–1)

Cholate Deoxycholate Chenodeoxycholate

imp+ 67 �67 �67
imp4213 8.3 0.3 0.5
imp4213 yfgL8 8.3 4.2 33.35
imp4213 yaeT6 8.3 8.3 16.7
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cholate has a lower partition coefficient (X Log P: 2.818)
(13) than dihydroxy bile salts do (X Log P: 3.992) (13).
We found that in imp4213 cells the MIC was marginally
higher for sodium chenodeoxycholate than for sodium
deoxycholate, but it was still �100-fold lower than in
wild-type (Table 1). Thus, the imp4213 allele increases
sensitivity to all three bile salts tested, but it renders
cells 15- and 20-fold more sensitive to sodium chenode-
oxycholate and sodium deoxycholate, respectively, than
to sodium cholate.

We next determined how the MIC values for imp4213
cells changed in the presence of suppressor mutations
that we obtained by selecting for growth on MacConkey
plates. Both suppressor strains imp4213 yfgL8 and
imp4213 yaeT6 exhibited the same sensitivity to sod-
ium cholate as their parent imp4213 strain, but they
were much more resistant (�14-fold) to both sodium
deoxycholate and sodium chenodeoxycholate (Table 1).
Thus, both the yaeT6 and yfgL suppressor mutations
exhibit extraordinary specificity for dihydroxy bile salts
compared with the trihydroxy bile salt sodium cholate
(Figure 2, panel a).

Previously, we arranged toxic small molecules in a
continuum that corresponds to the degree to which

membrane integrity had been restored by the sup-
pressor mutation (3). The unrefined mixture of “bile
salts” present in MacConkey agar was positioned to the
left of the continuum, as resistance to this mixture
appeared to demand the lowest level of restoration.
Resistance to vancomycin, which requires the highest
level of restoration, was positioned on the right. Here,
we have refined and expanded this continuum (Figure 2,
panel b). The use of purified bile salts has revealed that,
while sodium deoxycholate and sodium chenodeoxy-
cholate are indeed located on the leftmost end of the
continuum, sodium cholate is actually located on the
rightmost end together with vancomycin. The only muta-
tions that increase resistance to compounds located at
the rightmost end are intragenic suppressors in imp
(data not shown) (3).

yaeT6 Does Not Alter the Levels of YfgL in the YaeT
Complex. Since YaeT is an essential protein in E. coli (4,
14, 15), yaeT6 cannot be a complete loss-of-function
allele. However, it can be either a partial loss-of-function
or a gain-of-function allele. These possibilities can be
distinguished by diploid analysis. Complementation
tests were performed using an imp4213 strain that
carried yaeT6 at the native yaeT chromosomal locus and
a wild-type yaeT allele expressed under the control of an
inducible promoter (PBAD) in trans from either a multi-
copy number plasmid (pBAD18-yaeT) or a single-copy
locus near the att site [��att-lom)::blaPBAD yaeT araC]
(4). In both cases, induction of wild-type yaeT with arabi-
nose restored sensitivity to MacConkey agar of the
imp4213 strain, demonstrating that the yaeT6 allele is
recessive, as the phenotypes conferred by this mutant
allele cannot be observed when the mutant gene and a
wild-type yaeT gene are co-expressed. Thus, since yaeT6
is recessive and yaeT is essential, the yaeT6 allele
cannot be a null (i.e. total loss-of-function) but rather a
partial loss-of-function allele.

A partial loss-of-function allele could result from
decreased levels of YaeT, if the two-amino acid insertion
decreased the stability, targeting, or folding efficiency of
YaeT6. However, immunoblot analysis revealed that the
steady levels of YaeT6 are similar to those of wild-type
YaeT (data not shown). Since yaeT6 does not change
levels of YaeT, it is likely to affect its activity and/or inter-
action with other proteins. Because YaeT exists in a
complex with YfgL and loss-of-function mutations in yfgL
suppress certain imp4213 defects (3, 4), it is possible
that yaeT6 could suppress by altering the YaeT–YfgL
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interaction so as to reduce the amount of this lipopro-
tein in the complex, which in turn might destabilize YfgL.
We therefore monitored the levels of YfgL present at
steady state and in the YaeT complex in yaeT6 cells.

Immunoblot analysis demonstrated that the pres-
ence of the yaeT6 allele does not change the cellular
steady-state levels of YfgL when compared to those
found in yaeT+ cells in either the imp+ or imp4213 back-
grounds (Figure 3, panel a). In addition, when His-
tagged YfgL was purified in a Ni2� column, the amount
of YaeT, NlpB, and YfiO that co-purified was the same in
yaeT+ and yaeT6 cells (Figure 3, panel b). Therefore, sup-
pression by the yaeT6 allele is not caused by the disso-

ciation of YfgL from the YaeT–lipoprotein complex or by
alterations in the composition of this complex.

yaeT6 Does Not Render YfgL Nonfunctional. Although
the levels of YfgL in the YaeT complex are not changed
by the yaeT6 suppressor, it is possible that this mutation
renders YfgL nonfunctional. Alternatively, yaeT6 could
be suppressing in an YfgL-independent manner. Since
the loss of YfgL function leads to decreased OMP levels
(3, 4, 16), if yaeT6 rendered YfgL nonfunctional, we
would expect that the yaeT6 allele would cause the
same phenotypes as loss-of-function alleles of yfgL. To
assess the effect of yaeT6 on OMP levels, we assayed
the levels of two OmpAs, OmpA and LamB, by immuno-
blot using the levels of the periplasmic maltosebinding
protein (MBP) as a loading standard. We found that the
yaeT6 allele reduced the levels of LamB and OmpA
reproducibly by �10% in imp4213 cells (Figure 4,
panels a and c). In contrast, the loss of YfgL function
reduced LamB levels 33% and OmpA 14% in imp4213
cells (3). Likewise, in an imp+ background, the yfgL allele
causes a greater reduction in OMP levels than yaeT6.
While the presence of the yaeT6 allele results in a 10%
reduction in LamB levels, a yfgL null allele reduces them
by 30% (Figure 4, panels b and c). These data show that
the yaeT6 allele does not render YfgL nonfunctional;
therefore, suppression of imp4213 by yaeT6 does not
involve the loss of YfgL function.

Synthetic Phenotypes of yaeT6. We previously
reported two synthetic interactions between imp and

Figure 3. The yaeT6 allele does not alter YfgL levels nor
the composition of the YaeT–lipoprotein complex. a)
Steady-state levels of YfgL in cells were analyzed by
immunoblot using YfgL antiserum. The levels of YfgL
remain unchanged in the presence of the yaeT6 allele in
both imp4213 and wild-type imp backgrounds. The strains
used from left to right are NR698, NR810, NR842, and
NR850, and their respective relevant genotypes are shown
above the lanes. b) Ni-affinity purification of His-tagged
YfgL shows that YaeT6 does not change the composition
of the YaeT–lipoprotein complex. The strains used from
left to right are NR842, NR847 (pTW006), NR850, and
NR853 (pTW006); their relevant genotypes are shown
above the lanes, and the presence of the pTW006 plasmid
is indicated with a “�” below the lanes. The bands cor-
responding to the members of the YaeT–lipoprotein com-
plex are labeled. The size of the molecular markers (MW
lane) is shown in KDa. c) The composition of the YaeT
complex is not changed in the presence of YaeT6 and the
His-tagged YfgL lipoprotein. The third POTRA domain of
YaeT is shown in dark blue to represent the change caused
by the yaeT6 mutation.
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yfgL. First, imp4213 and yfgL are a conditional synthetic
lethal pair (i.e. under certain growth conditions, the
double mutant is not viable). In this case, an imp4213
yfgL double mutant is viable only under slow growth con-
ditions (3). Second, loss-of-function alleles of yfgL de-
crease the permeability of the OM of imp4213 cells, but
they increase it in imp+ cells (3).

Unlike yfgL and imp4213, the yaeT6 and imp4213
alleles are not a synthetic lethal pair under any condition
tested (Table 2); introduction of the yaeT6 allele into
imp4213 cells can be easily accomplished under normal
growth conditions, and it does not require additional
mutations. Furthermore, the imp4213 yaeT6 double
mutant can grow as well as its parent imp4213 in all con-
ditions tested, as long as the growth medium does not
contain small toxic molecules. Thus, while yfgL and
imp4213 are a synthetic conditional lethal pair, yaeT6
and imp4213 are not, corroborating that YfgL is func-
tional in yaeT6 cells. Moreover, these findings also indi-
cate that slowed growth is not required for conferring
resistance to bile salts to imp4213 cells.

After replacing the imp4213 allele with wild-type imp,
we assayed the barrier function of the OM in a strain car-
rying only the yaeT6 allele by determining its sensitivity
to various antibiotics. The presence of the yaeT6 allele
increases the sensitivity (i.e., permeability) to all com-
pounds tested to levels similar to those of a strain carry-
ing a yfgL null allele (Table 3). Thus, in an imp+ strain,
yaeT6 compromises the integrity of the OM, which mani-
fests as increased permeability to small molecules, but
in imp4213 cells, the yaeT6 allele decreases the perme-
ability of their OM. This synthetic interaction between
imp and yaeT6 is similar to that reported previously
between imp and yfgL (3) (Table 2). These synthetic phe-
notypes reflect the fact that Imp and the YaeT–lipopro-
tein complex perform distinct but related functions in
OM assembly (4, 6, 10).

We previously described synthetic growth pheno-
types between pairs of alleles of yfgL, nlpB, and yfiO that
supported the biochemical data showing that all three
lipoproteins were part of a functional complex (4). In a
similar vein, although cells carrying the yaeT6 allele do
not exhibit any growth defects, introduction of either a
null allele in yfgL or nlpB or a partial loss-of-function
mutant allele in yfiO led to double mutants that are to
various extents mucoid, heterogeneous in size, and
slow-growing. The least severe defects were observed in
the yaeT6 nlpB mutant, while the most severe defects
resulted in the yaeT6 yfiO strain. In fact, the growth
defects in the yaeT6 yfiO strain were so severe that we
could not work with this strain. This perhaps is a conse-
quence of the fact that both YaeT and YfiO are essential
proteins in E. coli (4, 16, 17).

We also found that the severity of the growth defects
in the yaeT6 nlpB and yaeT6 yfgL double mutants corre-
lated with the effects that these allele combinations
have on OMP levels and membrane integrity. As
described above, the yaeT6 allele causes a mild reduc-
tion in LamB (Figure 4). This decrease in OMP levels was
similar to that of an nlpB null allele (Figure 4, panel b),
and in the yaeT6 nlpB double mutant, the effects of
these mutations appeared additive (Figure 4, panel b).
In contrast, the levels of LamB were greatly reduced in
the yaeT6 yfgL::kan double mutant when compared to
each single mutant (Figure 4, panels b and c). This
change in LamB levels is not likely the result of
decreased synthesis, because the levels of the MBP,
which is another member of the maltose regulon, were
not affected (Figure 4, panel b). Likewise, the presence

Figure 4. Effect of the yaeT6 allele in OMP levels. a) Levels of OMPs LamB and OmpA
and the periplasmic protein MBP were analyzed by immunoblot, and their relative
levels are shown below the lanes. The presence of the yaeT6 allele causes a slight
reduction in OMPs in both imp4213 and wild-type imp backgrounds. The strains
used from left to right are NR698, NR810, NR842, and NR850, and their respective
relevant genotypes are shown above the lanes. b) All single mutants of the YaeT
complex cause a reduction in the OMP levels. The effects of the yaeT6 and nlpB
mutations appear additive. However, the yaeT6 and yfgL alleles exhibit a synthetic
phenotype, since the reduction in OMP levels in the double mutant is much greater
than the sum of the effect of each individual allele. The strains used from left to
right are NR842, NR846, NR847, NR850, NR851, and NR853, and their respective
relevant genotypes are shown above the lanes. c) Scheme representing the com-
position of the YaeT complex and the relative levels of LamB in different mutant
backgrounds (from data shown in panel b).
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of the yaeT6 allele increased the defects in membrane
integrity caused by nlpB and yfgL null alleles; again, the
increase in sensitivity to various antibiotics appeared
additive in the double mutants (Table 3). Thus, there is a
correlation between growth defects, decrease in OMP
levels, and membrane integrity. These defects are milder
in the single mutants and, when the double mutants are
compared, they are less severe in the yaeT6 nlpB double
mutant than in the yaeT6 yfgL double mutant. This is in
agreement with previous findings showing that muta-
tions in yfgL confer stronger phenotypes than nlpB
mutations (4).

All these data indicate that, although YaeT, YfgL, YfiO,
and NlpB are part of a complex, these proteins are not
functionally equivalent. Both YaeT and YfiO are essen-
tial, while YfgL and NlpB are not (4, 16). Combining

mutant alleles of yaeT and
yfiO causes the most
severe phenotypes, and
the loss of NlpB causes
milder phenotypes than
the loss of YfgL. Moreover,
although both yaeT6 and
yfgL suppress the sensitiv-
ity to MacConkey agar con-
ferred by imp4213, these
two alleles exhibit different
interactions with imp4213
and different degrees of
suppression (Table 2).

Previously, we consid-
ered the possibility that

proper OM integrity requires an appropriate balance
between LPS and OMP assembly (3, 4). This could
explain why mutations in yfgL could decrease mem-
brane permeability in imp4213 cells but increase it in
imp+ cells. In the first case, balance is restored, while
in the latter, balance is offset in the opposite direction.
At first glance, finding that yaeT6 is a suppressor of
imp4213 appears to further support this model. How-
ever, a more detailed comparison between yfgL and
yaeT6 reveals that this model is not correct, and it pro-
vides insight into the mechanism of suppression.

The fact that a yfgL– allele causes a greater reduction
in OMP levels than the one caused by yaeT6 seems to
correlate with the former allele being a stronger sup-
pressor of imp4213 than the latter (i.e., only yfgL
increases resistance to chlorobiphenyl vancomycin).

TABLE 2. Summary of phenotypes discussed in this study

Phenotypesa yaeT6 yfgL8 nlpB- yfiO::kanb

Conditional synthetic lethality with
imp4213

� � � �

Suppressor of imp4213 � �� � �

Decreased OMP levels � �� � ��

Increased OM permeability in imp+ � �� 	 ��

Synthetic phenotypes with mutant alleles
in yaeT, yfgL, yfiO, or nlpB

� � � �

aWhen appropriate, the relative strengths of phenotypes are indicated with “�” and “�”
signs. As indicated in the text, some of these phenotypes are taken from previous studies
(3, 4). byfiO::kan is a partial loss-of-function allele (4).

TABLE 3. Sensitivity of imp� yaeT6 strains to antibiotics

Strain

Zone of inhibition (mm)a

Bac Nov Em Rif

yadG::camb 
6 (8) (9) 10
yadG::cam yaeT6 8 10 13 13
yadG::cam yfgL::kan 9 12 14 13
yadG::cam nlpB::kan (8) (9) 8 8 (11)
yadG::cam yaeT6 yfgL::kan 12 (21) 15 10 16 (22)
yadG::cam yaeT6 nlpB::kan 13 13 13 (15) 13 (21)

aThe number in parenthesis indicate that the zone was not totally clear but hazy. Bac � bacitracin, Nov � novobiocin, Em �
erythromycin, and Rif � rifampin. bThe yadG allele does not alter the sensitivity to toxic compounds. It is used as a marker
linked to yaeT6.
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However, mutant alleles in the genes for two other com-
ponents of the YaeT–lipoprotein complex, NlpB and
YfiO, also decrease OMPs to levels comparable to yaeT6
and yfgL, respectively, yet they do not suppress any of
the defects caused by imp4213 (4). Thus, the reduction
of OMP levels alone cannot explain suppression of
imp4213. It is worth noting, however, that the severity of
reduction in OMP levels caused by both suppressing
and nonsuppressing mutations in the genes encoding
the members of the YaeT–lipoprotein complex corre-
lates strongly with increased permeability caused by
these mutations in imp+ cells. In wild-type (imp�)
cells, decreases in OMP levels alone can explain the
increased permeability caused by defects in the YaeT–
lipoprotein complex (see below).

Probing OM Composition through Chemical
Specificity. The genes identified by chemical condition-
ality, yfgL and yaeT, both specify components of a mul-
tiprotein complex required for the assembly of OM �-
barrel proteins (4). Since loss of YfgL function sup-
presses imp4213 (3), it is not surprising that a mutant
form of another member of the YfgL complex, namely,
YaeT6, can also suppress imp4213 defects. What we do
not understand is why defects in the machinery that
assembles OMPs suppress a mutation, imp4213, which
causes defects in LPS assembly.

Normally, the OM of E. coli is an asymmetric bilayer
where the LPS resides in the outer leaflet and phospho-
lipids in the inner leaflet (18). LPS and phospholipids do
not mix (19, 20), so exclusion of phospholipids from the
outer leaflet allows LPS molecules to become highly
compacted, and this makes the OM an effective barrier
against both hydrophobic and large hydrophilic com-
pounds; small hydrophilic molecules (
600 Da) can
enter the cell through porins (21, 22).

Alterations to LPS, caused either by mutation or the
addition of chelators such as EDTA, allow phospholipids
to flip into the outer leaflet of the OM (23–27). Because
these two lipids do not mix, the misplaced phospholip-
ids segregate into domains forming patches of phos-
pholipid bilayer (19, 20, 25, 26). These phospholipid
bilayer domains allow passage of toxic molecules
across the OM in two ways (see Supplementary
Figure 1). First, hydrophobic molecules can now enter
the cell by diffusion through these patches. In addition,
because the boundaries between LPS and phospholip-
ids are disordered, transient “cracks” may allow the
passage of not only hydrophobic molecules but also

large hydrophilic compounds such as vancomycin (28).
Moreover, we suggest that hydrophobic and amphi-
pathic molecules like chlorobiphenyl vancomycin may
partition into these phospholipid patches, increasing
their local concentration in the phospholipid bilayer
and, therefore, also near the cracks. In fact, increasing
the hydrophobicity of vancomycin derivatives by the
addition of hydrophobic substituents, such as chlorobi-
phenyl groups, increases their binding to phospholipid
bilayers (29). We propose that the increase in local con-
centration of these molecules likely increases their
passage through the cracks.

There is general agreement that the increased perme-
ability caused by imp4213 is the result of the presence
of phospholipids in the outer leaflet (see Supplementary
Figure 1) (3, 28). A model has been proposed to explain
the reason yfgL suppresses imp4213, conferring resis-
tance to chlorobiphenyl vancomycin but not vancomycin
(28). According to this model, both molecules enter
imp4213 cells through the transient cracks in the OM.
However, because of its aromatic, hydrophobic compo-
nent, chlorobiphenyl vancomycin enters as micelles,
while the hydrophilic vancomycin enters as a soluble
monomer. The lowering of OMP levels in the OM of
imp4213 cells caused by yfgL mutations results in nar-
rower OM cracks that exclude the large chlorobiphenyl
vancomycin micelles but not vancomycin.

We agree that the basis for the differential suppres-
sion of chlorobiphenyl vancomycin but not vancomycin
sensitivity by the yfgL mutation reflects the difference in
the hydrophobicity of these two compounds. However,
we disagree with the micelle model. Although strongly
affected by solution components, the concentration of
chlorobiphenyl vancomycin that we use is at least
10-fold below the concentration at which it dimerizes
(30). More importantly, this model cannot explain our
results using purified bile salts.

Cells carrying imp4213 are more sensitive to dihy-
droxy bile salts, such as sodium deoxycholate and
sodium chenodeoxycholate, than to their trihydroxy
counterpart, sodium cholate. Both the yfgL− and the
yaeT6 suppressors increase resistance to the dihydroxy
bile salts without altering the susceptibility to the trihy-
droxy bile salt. The aggregation number, which reflects
the size of micelles, is lower for sodium chenodeoxy-
cholate than for sodium cholate (at concentrations
�8 mg mL�1), but higher for sodium deoxycholate (31).
If the relative size of micelles and of OM cracks deter-

The genes identified by chemical conditionality specify

components of a multiprotein complex required for the

assembly of OM �-barrel proteins.
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mined resistance, as proposed in the micelle model
(28), then we would not predict that both sodium deoxy-
cholate and sodium chenodeoxycholate behave simi-
larly, yet they do.

We argue that the most relevant difference between
the dihydroxy bile salts and sodium cholate is hydro-
phobicity. The presence of an additional hydroxyl group
in sodium cholate results in a lower partition coefficient
(X Log P: 2.818) than for sodium deoxycholate and
sodium chenodeoxycholate (X Log P: 3.992) (13). As a
result, the dihydroxy bile salts partition to membranes
more efficiently than sodium cholate. Moreover, in vitro,
the rate of bilayer flip-flop is much higher for the dihy-
droxy bile salts than for sodium cholate (32). We believe
that these differences form the basis for suppressor
specificity.

We suggest that both the yfgL– and yaeT6 mutations
cause a reduction in the phospholipid content of the
outer leaflet of imp4213 cells, albeit to different levels
(see Supplementary Figure 1). This reduction would
affect sensitivity to molecules differentially according to
their hydrophobicity. Reducing the phospholipid con-
tent in the outer leaflet reduces the surface area of
phospholipid bilayer patches and, thereby, the local
concentration at the cell surface of hydrophobic and
amphipathic compounds that partition to these
patches. Consequently, this reduction decreases the dif-
fusion of small hydrophobic compounds, such as the
dihydroxy bile salts through phospholipids patches, and
of amphipathic compounds such as chlorobiphenyl van-
comycin, through phospholipids patches or membrane
cracks. This decrease in the size of phospholipids
patches would have a more modest effect on the sensi-
tivity to hydrophilic molecules like vancomycin. Reduc-
tions in the amount of outer leaflet phospholipids will
cause a larger decrease in surface area of the patches
than in their perimeter (cracks). This may explain why
decreasing phospholipid content in the outer leaflet
causes a more dramatic decrease in dihydroxy bile salt
sensitivity than in chlorobiphenyl vancomycin sensitiv-
ity. In other words, we propose that the continuum of
suppressors is simply a reflection of the phospholipid

content of the outer leaflet, which affects penetration of
hydrophobic and amphipathic molecules through the
OM. Since these strains still have a permeable OM, we
cannot accurately measure the phospholipid content in
the outer leaflet of the OM, as the probes used routinely
to measure phospholipids can enter the periplasmic
space and thereby also label the inner membrane phos-
pholipids.

We think that phospholipid content of the outer
leaflet also explains the permeability defects caused by
mutations in the genes specifying the YaeT–lipoprotein
complex in imp+ strains. As noted above, there is a
direct correlation between the increase in permeability
and the defect in OMP assembly caused by these muta-
tions. Since phospholipids fill the void in the outer
leaflet created by the lack of OMPs in the OM (26), the
greater the defect, the higher the amount of phospho-
lipid bilayer in the OM.

How the yfgL– and yaeT6 mutations may reduce the
phospholipid content of the outer leaflet of imp4213
cells is not known. In fact, we know almost nothing
about the mechanism(s) of phospholipid transport to,
and assembly, in the OM. It is possible that the yfgL–

and yaeT6 mutations suppress imp4213 by directly
affecting this mechanism(s). Although we do not under-
stand how the YaeT complex assembles OMPs in the
OM, one of the models proposes that YaeT is a scaffold
for OMPs insertion into the OM at the YaeT–lipid inter-
face (33). This model requires rearrangement of OM
lipids for OMP insertion as does the “molten discs”
model for in vitro insertion of OMPs in lipid bilayers (34).
Therefore, it is plausible that the YaeT complex could
coordinate OM lipid rearrangement to mediate OMP
insertion in the OM, and this could explain why the yfgL–

and yaeT6 alleles affect phospholipid levels in the outer
leaflet of the OM. Alternatively, these suppressor alleles
could decrease the amount of phospholipids in the
outer leaflet indirectly, for example, by inducing a stress
response or by increasing the LPS-assembly activity of
Imp4213. Until we fully understand how Imp, YaeT, and
YfgL function in OM biogenesis, we cannot distinguish
between these models.

METHODS
Bacterial Strains and Growth Conditions. Strains used are

listed (see Supplementary Table 1). Luria-Bertani (LB) broth and
agar, lactose MacConkey agar, and M63 minimal agar were pre-

pared as described previously (35). All liquid cultures were
grown under aeration at 37 oC, and their growth was monitored
by measuring the optical density at 600 nm (OD600). When
needed, tetracycline and kanamycin were used at a concentra-
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tion of 25 �g mL�1. Chloramphenicol and ampicillin were used
at a concentration of 15 and 10 �g mL�1, respectively, for
strains carrying the imp4213 allele, and of 20 and 125 �g mL�1,
respectively, for those carrying the imp wild-type allele. When
necessary, strains were converted to ara� by selecting on arabi-
nose minimal media. In complementation tests, expression of
yaeT was accomplished by using arabinose MacConkey plates.

Bile Salt Resistance Selection and Genetic Mapping. Spontane-
ous bile salt-resistant mutants were obtained by selecting for
growth of NR701 on lactose MacConkey agar (3). P1 transduc-
tion was used for strain construction and genetic mapping as
described previously (35). To map the yaeT6 allele, we used bac-
teriophage P1 mapping as follows. We generated a P1 lysate
from a pool of mutants carrying randomly inserted mini-Tncam
cassettes in the chromosome of our wild-type strain MC4100
(36). This pool of mutants was used as a donor of wild-type
alleles in P1 transductions where the recipient was the bile salt-
resistant imp4213 suppressor strain. We then screened for
transductants that had lost the ability to grow on MacConkey
agar that was conferred by the suppressor mutation and found
that a yadG::cam allele was �20% linked to the suppressor
mutation. We demonstrated that the suppressor mutation linked
to yadG is sufficient to confer bile salt resistance to imp4213
cells, since we could confer bile salt resistance when we back-
crossed the suppressor mutation-linked yadG::cam insertion
(donor) with a strain only carrying the imp4213 allele (recipient).

Detailed mapping using additional markers in the yadG
region showed that the suppressor mutation mapped to minute
4.2 of the chromosome. DNA sequence of this region revealed
that the suppressor mutation is a 6-bp insertion (agaaac)
between codons 218 and 219 of yaeT, so the suppressor allele
was named yaeT6.

Sensitivity to Toxic Compounds. Sensitivity to bile salts was
assayed by the ability or inability to grow onto lactose Mac-
Conkey agar. Sensitivity to bacitracin, novobiocin, erythromycin,
and rifampin was measured using BBL Sensi-Discs Antimicrobial
Susceptibility Test Discs (BBL) as previously described (3) and
reported as the diameter (in mm) of the zone of inhibition of
growth around each 6-mm disc. Data shown is representative of
three independent experiments. Sensitivity to chlorobiphenyl
vancomycin and vancomycin of strains carrying the imp4213
allele was determined by assessing growth on LB agar con-
taining either compound at a final concentration of 4 �g mL�1

for chlorobiphenyl vancomycin or 2 �g mL�1 for vancomycin.
To measure the MICs to purified bile salts, all sodium cholate,

sodium deoxycholate, and sodium chenodeoxycholate (Sigma
Aldrich) were dissolved into water and added to the appropriate
wells of a 96-well plate containing a 1:1000 dilution of overnight
culture in LB broth. After 1:2 serial dilutions were performed, the
96-well plate was incubated overnight at 37 oC. Growth was
determined by OD600. Data shown are representative of three
independent experiments.

Immunoblot Analysis. One-milliliter samples were taken from
overnight LB broth cultures. For standardization, samples were
pelleted (16,000g for 5 min) and resuspended in a volume (in
mL) of SDS sample buffer equal to OD600/10. Prior to electro-
phoresis, samples were boiled for 10 min, and equal volumes
were loaded onto 10% polyacrylamide (w/v) gels containing
SDS (37). Proteins were transferred to nitrocellulose membranes
(Schleicher & Schuell), and Western blot analysis was performed
as previously described (3). When appropriate, polyclonal sera
raised against YfgL, LamB, and MBP (from our laboratory collec-
tion) were used as primary antibodies at a dilution of 1:7000;
1:10,000; and 1:20,000; respectively. These antisera also rec-
ognize OmpA. Donkey anti-rabbit IgG horseradish peroxidase
conjugate (Amersham Pharmacia Biotech) was used as second-
ary antibody at a 1:8000 dilution. For visualization of bands, the

ECL antibody detection kit (Amersham Pharmacia Biotech) and
Biomax film (Kodak) were used. When indicated, ImageJ 1.34s
software was used to quantify the relative intensity of the bands.

Purification of the YaeT Complex. Cells were grown in 0.5 L of
LB broth to OD600 �0.6 and harvested by centrifugation at
5000g for 10 min. Cells were lysed in 5 mL of BugBuster reagent
(Novagen) in the presence of lysozyme (100 �g mL�1) and
DNase I (50 �g mL�1) by shaking at RT for 20 min. After ultracen-
trifugation at 100,000g for 30 min (Beckman SL7), the superna-
tant was transferred to a new test tube, and imidazole was
added to 20 mM. The entire cell lysate was loaded twice onto a
column packed with 0.5 mL of NTA–Ni resin (Qiagen) that had
been equilibrated with 20 mM Tris-HCl, pH 7.4, 150 mM NaCl,
0.1% Triton X-100 (v/v), and 20 mM imidazole. The column was
washed with 10 mL of equilibration buffer and eluted with 5 mL
of 20 mM Tris-HCl, pH 7.4, and 200 mM imidazole. The eluted
the sample was concentrated in an Amicon Ultra device (Milli-
pore) by centrifugation at 5000g for 30 min. Ten microliters of
the concentrated sample was used for SDS-polyacrylamide gel
electrophoresis (SDS-PAGE), and proteins were visualized using
Coomassie blue stain. Their identity was confirmed either by
immunoblot analysis or mass spectrophotometry.
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Teaching a Chemical Biologist

T he rising interest in interdisciplinary sciences such as chemical biology has generated
a unique set of challenges for educators. How do we stimulate interest in multiple
areas of science without overwhelming the students? Do we start teaching students

chemical biology when they are undergraduates or wait until graduate school? Which sci-
ence—chemistry or biology—should serve as the foundation for more in-depth studies in a
graduate program? How do we take students with diverse scientific training and help them
appreciate both the chemistry and the biology of cellular processes? Institutions around the
world have met these challenges by adding new courses, revamping existing ones, or com-
pletely changing their undergraduate and graduate curricula. Starting in this issue of ACS
Chemical Biology and continuing next month, we place chemical biology education In Focus
in a series of commentaries from scientists who are successfully changing how we train the
next generation of students. We expect that these articles will provide insight, guidance, and
fresh ideas for other educators who are developing chemical biology courses or programs at
their institutions.

We begin our In Focus series with a commentary on the Chemical Biology for Sopho-
mores! lecture course and lab. This course, funded by a Howard Hughes Medical Institute
Professors Award to Alanna Schepartz (Yale University), began in 2004. Joshua Kritzer, who
helped teach the course with Schepartz, notes that “training the next generation of chemi-
cal biologists thus requires an undergraduate education that values a wide exposure to a
variety of interrelated fields, from cancer evolution to robotics, from immunology to image
analysis.” To do this, the Yale course relies heavily on inquiry-based instruction, a teaching
technique in which students construct their own knowledge by solving problems in an open-
ended, self-directed manner rather than through a prescribed set of exercises for which the
outcome is known. The Yale lecture course and lab use many inquiry-based techniques,
such as conducting in-class discussions on specific research papers and having each stu-
dent write a review on a topic of interest to him or her. Kritzer notes in his commentary (p 411)
that integrating inquiry-based techniques in the lecture course and lab allows the professor
to teach the fundamental concepts in chemistry and biology that the students can use to
explore the innovative areas of chemical biology.

The University of Dortmund in Germany, founded as an engineering school, is taking a dif-
ferent and bold approach to chemical biology education by restructuring its B.Sc., M.Sc., and
Ph.D. curricula. These changes have transformed the traditional German Diplom in order to
promote student exchange within the international community of chemical biologists. The
university has capitalized on its close ties and collaborations with the Max Planck Institute
for Molecular Physiology to facilitate the integration of chemistry and biology into one set of
courses. As Arndt, Niemeyer, and Waldmann discuss in their commentary (p 407), “In
essence, any program like ours must make sure that true benefits are offered, both for the
undergraduate and graduate students and for the faculty.” With this in mind, the Dortmund
B.Sc. curriculum provides a solid foundation in chemistry that includes basic molecular and
cellular biology as well as bioorganic chemistry. The M.Sc. program prepares the students for
job opportunities or for continued doctoral studies by including courses with more problem-
solving exercises and student presentations. Students who wish to pursue a Ph.D. can apply
to the new International Max Planck Research School in Chemical Biology, whose objective
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is “to advance the application of chemistry to biochemistry and cellular biology on the gradu-
ate level by fostering emerging scientists from biochemistry, biophysics, and chemistry.”
Arndt and colleagues also discuss how they overcame the practical and intellectual pitfalls
that they faced when they redesigned the curriculum, and highlight how these extensive
changes have benefited the students and faculty.

These are just two examples of the wide array of innovative choices we can make to effec-
tively teach chemical biology. Successful programs find ways to appeal to students from
diverse scientific backgrounds, providing them with ample opportunity to tailor their educa-
tion to their particular interests without compromising their basic understanding of chemis-
try and biology. The challenges are unique to each program but can be resolved with cre-
ative pedagogical changes. Successful solutions for one institution can be adapted and
shaped to fit another program’s set of challenges.

Next month, we will focus on other programs (the University of Michigan, Vanderbilt Uni-
versity, the University of Wisconsin at Madison, McGill University in Canada, Keio University
in Japan, and Tokyo Medical and Dental University in Japan) that have revamped their gradu-
ate curricula to meet their needs. We recognize that many universities are offering a wide
range of diverse undergraduate and graduate programs in chemical biology (see our WIKI for
a growing list). We invite you to write an In Focus piece: describe what approaches your insti-
tution has taken to teach and engage students interested in multidisciplinary science. We
also invite you to participate in our Wiki discussion on education. We look forward to pub-
lishing more pieces in this series about training the next generation of chemical biologists.

Evelyn Jabri
Executive Editor

ACS Chemical Biology Strives to Serve Its Authors and Readers
At ACS Chemical Biology, we continue to improve the value of our print and online journal to our authors, readers, and the
entire chemical biology community. We strive to offer features and functionalities to our authors to highlight their work
and share it with a broader audience. Commencing with this issue, we will introduce a new section in the print journal
and offer enhanced links to related content on our website.

In our ongoing efforts to promote junior members of the chemical biology community, we have developed a new section
called ‘Introducing our Authors’. This new part of the journal will appear next to the ‘In this Issue’ section and will high-
light the lead author of the manuscripts published in ACS Chemical Biology. We provide a brief background of the scien-
tists and their personal perspectives and insights into what it is like to work on their projects. Our readers will now be
able to put a face with a name and meet new members of the chemical biology community.

We’re always looking for improved ways to alert our readers to relevant and interesting content. In addition to the notes
in our Table of Contents, we now list related documents at the bottom of our web pages. We expect these links to
enhance the discoverability of our content and ensure that your manuscripts are widely read and cited.
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Arrested Development
Mitosis is a highly complex process in which 
a cell duplicates its genome and divides it 
between two daughter cells. Several small-
molecule inhibitors of mitosis exist; in addition 
to their potential as anticancer agents, they 
have been valuable molecular tools to help 
scientists understand this complicated process. 
However, small-molecule inhibitors for many 
biological activities essential for mitosis have 
not been identified. Using a chemical genetics 
screen, Rundle et al. (p 443) discover a plant 
metabolite that causes prolonged mitotic arrest 
with an unusual phenotype. 

The compound, ent-15-oxokaurenoic 
acid (EKA), is a diterpenoid that when incubated 
with cells halts mitosis at a stage resembling 

prometaphase, where condensed 
chromosomes are scattered 
across abnormally formed mitotic 
spindles. The authors determined 
that EKA blocks chromosome 
movement by preventing associa-
tion of centromeric protein E, a 
kinesin-like motor protein involved 

in chromosome congression, with kinetochores, 
the protein structures that link chromosomes 
to microtubules from the mitotic spindle. In 
an effort to understand how EKA treatment 
brings about this phenotype, the researchers 
synthesized a cell-permeable, biotinylated 
EKA derivative and used it in affinity chroma-
tography experiments to identify proteins that 
interact with EKA. Six EKA-binding proteins were 
isolated, including RanBP2, a protein whose 
depletion by small interfering RNA causes cells 
to arrest at prometaphase. Immunofluorescence 
experiments revealed that a substantial fraction 
of EKA colocalizes with RanBP2 at the nuclear 
envelope in interphase cells and at the base of 
mitotic spindles in mitotic cells. The similar phe-
notypes elicited by EKA treatment and RanBP2 
depletion strongly suggest that EKA causes 
mitotic arrest by inhibiting RanBP2 function.

Inhibiting Aggregation

Sacrificial Proteins
Bacteria have a notorious talent for developing resistance 
to antibiotics. A particularly inventive method for evading 
the activity of a structural subclass of the enediyne anti-
biotics was recently discovered, wherein a bacterial protein 
is sacrificed in the process of inactivating the antibiotic. The 
naturally occurring enediyne antibiotics exert their activity 
through oxidative damage to DNA, but when bacteria send 
in the resistance protein CalC, the enediyne wields its destructive forces on the pro-
tein instead, sheltering the DNA while CalC is proteolyzed. Singh et al. (p 451) now 
elucidate the NMR structure of CalC alone as well as bound to the enediyne caliche-
amicin (CLM), exposing insightful molecular details of the self-sacrifice mechanism of 
enediyne resistance.

Analysis of the closest structural homologues revealed that CalC is a member of 
the steroidogenic acute regulatory related lipid transfer (START) protein superfamily. 
Despite the wide range of organisms and cellular activities in which START proteins 
function, they all contain a conserved hydrophobic binding cavity that dictates sub-
strate specificity. CLM is strategically positioned in this cavity in CalC such that the 
DNA binding portion of the molecule is buried and the enediyne warhead is pre-
cisely situated to abstract the a-hydrogen of CalC Gly113. The proteolytic self-
sacrificing process is thus triggered. Intriguingly, the broad distribution of START 
domains located throughout human cells present the possibility that proteins con-
taining START domains may also facilitate the intracellular transport of CLM to its site 
of action, the nucleus.

Alzheimer’s disease (AD) is the most 
common form of dementia and affects 
millions of people around the globe. The 
molecular basis for the disease is under 
intense investigation, and substantial 
evidence suggests that aggregation of the 
peptide Aβ42, a cleavage product of the 
amyloid precursor protein, plays a key role 
in the pathology of the disease. Identifi-
cation of clinically useful inhibitors of 
Aβ42 oligomerization has been hindered 
by the structural complexity of Aβ fibrils 
and the lack of effective screens for Aβ 
aggregation inhibitors. Now, Kim et al. 
(p 461; see the accompanying Point of 
View by Gazit) present a high-throughput 
fluorescence-based screen for small-
molecule inhibitors of Aβ42 aggregation.

The screen is cleverly designed to 
couple inhibition of Aβ42 aggregation with 
an increase in fluorescence. A protein con-
struct containing the Aβ42 peptide fused 

to GFP was created and placed 
under an inducible promoter 

for expression in Escherichia coli. 
In the absence of an inhibitor, protein 
expression results in Aβ42 aggregation, 
which prevents GFP from folding into its 
native, fluorescent structure. A library of 
~1000 molecules based on a triazine 
scaffold was screened, and compounds 
that caused an increase in fluorescence 
were identified as potential Aβ42 aggre-
gation inhibitors. Biochemical aggregation 
experiments and electron microscopy 
analysis of one of the hits confirmed that 
the compound prevented Aβ42 fibril 
formation; this provided independent 
validation of the assay. In addition to 
facilitating the search for potential drugs 
for AD, this innovative screen could be 
applied to finding therapeutics for other 
aggregation-associated diseases, such as 
Huntington’s and prion diseases.
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Ph.D., 2003, with Prof. Michel Roberge

Postdoctoral work: Queensland Institute 
of Medical Research, Brisbane, Australia, 
2004–2005, with Prof. Martin Lavin 

Nonscientific interests: Outdoor fitness, 
travel, music, literature

A major interest of mine is the use of cell-based screening of natural 

products to identify new chemicals that affect cell-cycle progression. 

I find it attractive that these chemicals can serve as tools to 

study biological mechanisms and that they may have therapeutic 

potential. My work has identified a structural class of compounds 

that arrest cells at an early stage of mitosis. It was an exciting 

step forward for us to be able to chemically modify the compound 

described in this paper in a way that allowed the identification of its 

binding partners and the visualization of its binding sites within the 

cell. This paper illustrates a chemical genetics approach to studying 

the complex pathways in mitosis specifically, but the strategy may 

be applied to protein target identification in other systems as well. 

(Read Rundle's article on p 443.)

Natalie T. Rundle

Current position: University of Wisconsin, Madison, 
School of Pharmacy, Department of Pharmaceutical Sci-
ences, Assistant Scientist in Prof. Jon S. Thorson’s group

Education: Tata Institute of Fundamental Research, Mum-
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Postdoctoral work: Memorial Sloan-Kettering Cancer 
Center (MSKCC), New York, 1998, with Prof. Dinshaw J. 
Patel; Universiteit Utrecht, Bijvoet Center for Biomolecular 
Research, the Netherlands, 2003, with Prof. Rob Kaptein; 
University of Wisconsin, Madison, Center for Eukaryotic 
Structural Genomics (CESG), 2005, with Prof. John L. 
Markley 

Nonscientific interests: I love spending time with my 
teenage daughter and keeping up with her day-to-day life

Most of my work focuses on the structure 

determination of biological macromolecules using 

NMR spectroscopy. Presently, I am working on 

protein engineering to tailor enzymes involved 

in biosynthetic pathways. The structural studies 

of CalC and its relationship to steroidogenic 

acute regulatory protein related transfer (START) 

domain proteins could implicate a new role for 

CalC. Apart from structural studies, I am also 

interested in using NMR as a tool to understand 

enzyme mechanisms, protein engineering, and 

diversification of natural products. (Read Singh's 

article on p 451.)
Shanteri Singh

Current position: Princeton University, 
Department of Chemistry, Ph.D. candidate 
with Prof. Michael H. Hecht

Education: Seoul National University, 
Department of Chemistry, B.S., 1998
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Woojin Kim

The molecular cascade leading to Alzheimer’s disease (AD) initiates 

with the misfolding, oligomerization, and aggregation of the 

Alzheimer’s β-amyloid (Aβ) peptides. Inhibition of this pathway is 

an attractive target for intervention, but finding compounds that 

will inhibit aggregation is challenging. To meet this challenge, we 

developed a high-throughput screen by fusing Aβ to GFP.  In this 

fusion, the folding and fluorescence of GFP are blocked by Aβ 

misfolding and aggregation. Compounds that inhibit Aβ misfolding 

and aggregation relieve this blockage, enable GFP folding, and are 

readily identified as green fluorescent “hits”. Because the screen is 

sensitive, fast, and inexpensive, we expect that it will facilitate rapid 

progress in the search for lead compounds that can be developed 

into drugs that prevent AD. (Read Kim's article on p 461.)

Published online August 18, 2006  •  10.1021/cb600344g CCC: $33.50
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Spotlight
A Light in the 
NAmPRTase Tunnel
Nicotinamide phosphoribosyltransferase 
(NAmPRTase) is an important enzyme in 
the biosynthesis of nicotinamide adenine 
dinucleotide (NAD+), a molecule intimately 
involved in biochemical redox reactions 
during vital processes such as glycolysis 
and the citric acid cycle. Interestingly, 
depletion of NAD+ levels in tumors through 
inhibition of NAmPRTase activity has dem
onstrated encouraging anticancer effects. 
Because NAmPRTase catalyzes the conversion of free nicotinamide to nicotin
amide mononucleotide (NMN), which is a key step in the salvage pathway of 
NAD+, inhibitors of the enzyme may have potential as cancer drugs. Khan et al. 
(Nat. Struct. Mol. Biol. 2006, 13, 582–588) and Wang et al. (Nat. Struct. Mol. 
Biol. 2006, 13, 661–662) now report the crystal structures of free NAmPRTase, 
NAmPRTase bound to NMN, and NAmPRTase bound to the inhibitor FK866. The 
structures provide insights into the substrate specificity and the mechanism of 
the enzyme and jumpstart the rational design of novel NAmPRTase inhibitors.

The structure of NAmPRTase revealed that it belongs to the dimeric class 
of type II phosphoribosyltransferases, which include nicotinic acid phospho
ribosyltransferase (NAPRTase) and quinolinic acid phosphoribosyltransferase 
(QAPRTase). The proteins can each be organized into three domains composed 
of a mixture of bstrands and ahelices, and all three proteins possess an 
extensive dimer interface. However, it is a few key structural differences among 
these enzymes that ultimately expose the basis for their substrate specificity. 
NAmPRTase is quite a bit larger (~100 amino acids) than either NAPRTase or 
QAPRTase, and distribution of these additional residues over the structure, along 
with differences in domain orientations, has a dramatic impact on the activesite 
environment of NAmPRTase.

Structures of NAmPRTase bound to NMN and FK866 revealed that the active 
site of the enzyme is located at the dimer interface. In fact, the nicotinamide 
ring of NMN participates in πstacking interactions with a phenylalanine from 
one monomer unit and a tyrosine from the other monomer unit. The basis for 
the substrate specificity centers at an aspartate residue, which is not present in 
NAPRTase or QAPRTase and which takes part in a direct hydrogen bond with the 
amide group of NMN. The importance of the aspartic acid residue in defining 
the substrate specificity of NAmPRTase was also confirmed by mutagenesis and 
kinetic studies. The significance of the dimerization of NAmPRTase is reinforced 
upon examination of the binding of the inhibitor FK866. At the dimer interface, 
FK866 binds in a tunnel, with some resemblance to the binding of NMN. Notably, 
structural and kinetic data indicate that FK866 is a tightbinding competitive 
inhibitor of NAmPRTase, in contrast to previous reports that FK866 inhibits 
NAmPRTase via a noncompetitive mechanism. The unique presence of the tunnel 
confers specificity of FK866 for NAmPRTase over NAPRTase and QAPRTase, 
because FK866 is exquisitely shaped to partake in favorable interactions upon 
slithering into place. The information gained from these structures will contribute 
significantly to furthering our understanding of the enzyme’s mechanism and role 
in biology. EG

Actin Arginylated
Protein arginylation is a posttranslational modifi
cation in which an arginine residue is transferred to 
the Nterminus of a protein by the enzyme arginine
transfer RNA protein transferase (Ate1). Ate1 knockout 
mice are embryonic lethal, having severe defects in 
cardiovascular development and angiogenesis, but the 
molecular basis of and the proteins affected by post
translational arginylation have remained ambiguous for 
>40 years. Toward understanding the biological role of 
Nterminal arginylation, Karakozova et al. (Science 2006, 
313, 192–196) decipher the biochemical and cellular 
effects of bactin arginylation.

A combination of 2D gel electrophoresis and mass 
spectrometry on samples derived from embryonic fibro
blasts was used to confirm that bactin is arginylated 
in vivo. To determine how the physical properties and 
biological function of actin are affected by arginylation, 
the authors compared embryonic fibroblasts from wild
type mice and mice deficient in Ate1 (Ate1–/–). In vitro 
biochemical examination revealed that bactin derived 
from Ate1–/– cells was as stable and interacted with the 
same profile of proteins as bactin from wildtype cells. 
However, in contrast with the single bactin filaments 
that are formed in normal cells, actin from Ate1–/– cells 
formed filamentous aggregates, hindering the ability of 
Ate1–/– cells to move as proficiently as wildtype cells. In 
addition, Ate1–/– cells had defects in spreading, lamella 
formation, and intracellular localization of bactin. On 

the basis of these 
results and the crystal 
structure of actin, the 
authors propose that 
arginylation of actin 
coats the filaments 
with a positive 
charge that 
prevents aggrega
tion, contribut
ing to proper 

functioning of the protein. The 
importance of Ate1 in embryonic 

development highlights the need to understand 
the biological role of Ate1 function and the conse
quences of perturbing this protein. These results not 
only shed light on the role of Nterminal arginylation in 
actin function but also pave the way toward understand
ing the global role of Nterminal arginylation. EG

Reprinted with permission from Science

Reprinted with permission from Nature Structural & Molecular Biology
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Worming Our Way into New Antibiotics
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Understanding Fate
The process of cell differentiation is driven 
by complex spatial and temporal signaling 
mechanisms. Systematic exploration of 
the molecular factors that contribute to the 
fate of a cell will help scientists navigate 
the murky waters of cellular differentiation. 
To this end, Soen et al. (Mol. Syst. Biol., 
published online July 4, 2006, doi:10.1038/
msb4100076) present a microarray-based 
method for investigating the phenotypic 
effects of exposing neural precursor cells 
to different combinations of extracellular 
signaling molecules.

A microarray was generated of defined 
combinations of 13 recombinant signal-
ing molecules, many of which have been 
implicated in neuronal cell differen-
tiation. Bipotent neural cells capable of 
differentiating into neurons or glial cells 
were allowed to attach to the microarray 
surface and were incubated under condi-
tions favorable for differentiation. Analysis 

of neural and glial cell 
differentiation markers 
on each cell enabled the 
effects of the molecular 
microenvironments to be 
assessed. The researchers 
determined that different 
combinations of signal-
ing molecules resulted 
in four distinguishable 
outcomes relating to the 
differentiation state of 
the cells. Whereas certain 
mixtures of signaling 
factors promoted differ-
entiation toward glial 
cells, others nudged cells 
toward becoming neurons. 
Interestingly, some combinations appeared 
to decrease both differentiation markers, 
in essence retracting the cells into an 
“undifferentiated-like” state that coincided 

with an increased proliferative 
phenotype. Still other mixtures 
increased both differentiation 
markers, with the cells classified 
as being in an indeterminate 
state of differentiation. Analy-
sis of the relationships within 
mixtures of signaling factors 
pointed to additional subtleties, 
including sometimes unexpected 
dose–response and kinetic 
profiles and the ability of certain 
molecules to have dominant 
effects over others. This power-
ful method can be adapted to 
the investigation of additional 
molecular factors with a variety 
of cell types, enhancing our 

understanding of the molecular environment 
involved in cell differentiation and progress-
ing the exciting prospect of manipulating the 
fate of a cell. EG

Reprinted with permission from Molecular Systems Biology

The growing number of infections caused by bacteria resistant 
to known antibiotics is a worldwide health concern. However, 
the critical need for new antibiotics has been plagued by the 
limitations of traditional screens. Typical screens are unable 
to recognize toxic molecules, compounds with poor pharma
cokinetic properties, or molecules 
that cannot penetrate the multidrug
resistance barrier of Gramnegative 
bacteria. In addition, most in vitro 
screens barely resemble the biological 
systems they are attempting to repli
cate, and this calls into question their 
relevance. Moy et al. (PNAS 2006, 103, 
10414–10419) now report an innovative, 
highthroughput, liveanimal antibiotic screen using the nem
atode Caenorhabditis elegans and the human pathogenic bac
teria Enterococcus faecalis.

E. faecalis is a human opportunistic bacterium that, like many 
human bacterial pathogens, also infects the nematode intesti
nal tract. When C. elegans are infected with E. faecalis, half the 
worms die within 5 days, but antibiotic treatment upon infection 

can rescue the worms from death. On the basis of this system, 
a screen was developed to identify novel antimicrobials that 
could cure nematodes infected with E. faecalis. Infected worms 
were transferred to a liquid medium in 96well plates, and 6000 
synthetic molecules and 1136 natural product extracts were 

tested for their ability to cure the infec
tion. Visual inspection with a dissecting 
microscope easily distinguished live 
worms, which adopt a sinusoidal posture, 
from dead worms, which become straight 
and rigid because of bloating from the 
E. faecalis cells. Eighteen of the small 
molecules and nine of the extracts were 
found to promote survival of infected 

worms. This screen has a number of advantages over traditional 
antibiotic discovery screens, including the ability to identify 
prodrugs, compounds that target virulence factors, and mole
cules that enhance the host’s defense system. In addition, the 
assay selects for nontoxic compounds that are effective in vivo. 
This liveanimal screen presents an intriguing new method for 
antibiotic discovery. EG

Reprinted with permission from the Proceedings of the National Academy of Sciences
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Histone methylation is one of several 
modifications of chromatin structure that 
play a key role in the regulation of gene 
expression. BHC110, an enzyme found in a 
number of multiprotein complexes involved 
in nucleosome modification, is capable of 
demethylating histone H3 lysine 4 (H3K4) 
and consequently causes repression of 
gene expression. BHC110 shares sequence 
homology with monoamine oxidase (MAO) 
enzymes, which are targets of several anti
depressant drugs. Lee et al. (Chem. Biol. 
2006, 13, 563–567) now report that certain 
MAO inhibitors are also potent inhibi
tors of BHC110 and that cells exposed 
to these inhibitors exhibit transcriptional 
derepression of BHC110 target genes.

Three selective and three nonselective 
MAO inhibitors were tested for their ability 
to inhibit histone and nucleosome demethyl
ation in vitro by recombinant BHC110, 
and two of the nonselective inhibitors 
showed dosedependent activity against 

the enzyme. The most active compound, 
tranylcypromine (brand name Parnate), had 
an IC50 of <2 µM, which notably is 10fold 
less than the IC50 of the drug against MAO 
enzymes. Tranylcypromine was next tested 
for its ability to inhibit histone demeth
ylation in live cells. The transcriptional 
activity of two BHC110 target genes, Oct4 
and Egr1, was analyzed in response to 
tranylcypromine exposure. Quantitative 
reversetranscriptase PCR and chromatin 
immunoprecipitation experiments in embry
onic carcinoma cells revealed that tranyl
cypromine treatment results both in dere
pression of Oct4 and Egr1 gene expression 
and in enhanced global histone methylation 
levels. This discovery offers new insights 
into the mechanisms of some antidepres
sant medications and provides additional 
tools for exploring the role of histone 
demethylation in important molecular and 
cellular processes, such as gene expression, 
cellular differentiation, and oncogenesis. EG

Derepressing Antidepressants

Prying into Prion 
Mechanisms
Proteinaceous infectious particles, or prions, 
are unique protein pathogens thought to be 
responsible for several fatal diseases, includ
ing scrapie, Creutzfeldt–Jakob disease, and 
bovine spongiform encephalopathy (“mad 
cow” disease). One mysterious and remark
able characteristic of prion pathogenesis 
is that different conformations of the same 
misfolded protein produce different disease 
phenotypes. Tanaka et al. (Nature 2006, 
442, 585–589) provide insight into this 
phenomenon by demonstrating that the 
brittleness of prion aggregates can affect the 
rate of prion division, ultimately leading to 
distinct physiological consequences.

The researchers used synthetic prion 
forms of the yeast protein Sup35 as a model 
to investigate the physiological impact of 
different prion conformations. The color 
phenotype of the [PSI+] prion state, which 
results from Sup35 aggregation, varies 
depending on the physical properties of the 
Sup35 aggregate in the [PSI+] strain, and 
this provides an easily monitored system. 
The intrinsic fiber growth rate and the frangi
bility, or propensity to fragment, of three 
infectious amyloid conformations of the 
prionforming domain of Sup35 (Sc4, Sc37, 
and SCS) were characterized by atomic force 
microscopy. Unexpectedly, it was found 
that the strain with the strongest pheno
type, Sc4, has the slowest intrinsic growth 
and is the most likely to fragment. Further 
investigation using a variety of assays 
revealed that Sc4 also possesses the fastest 
rate of division in cells, easily compensating 
for the slower growth rate. In addition, the 
Sc4 prion particles are noticeably smaller 
than those found in the other strains, but 
the number of fibers per cell is considerably 
higher. Taken together, the data indicate that 
the strength of a prion strain phenotype is 
directly related to the frangibility of the infec
tious prion aggregate. This revelation not 
only demystifies a piece of the mechanism 
behind prion pathogenesis but also points 
to new strategies for restraining the infec
tious competence of prion aggregates. EG

Rationalizing the Ribose
Many polymers in biology assemble from monomers 
that display unifying chemical properties. Proteins are 
assembled from amino acids that all share Lchirality, 
whereas DNA and RNA are sugarcoated strictly with pentose in the backbone. Such stringent 
choices have remained a ponderous point for biologists and chemists who envision founder 
macromolecules emerging from a prebiotic chemical soup. A new study by Egli et al. (  J. Am. 
Chem. Soc., ASAP Article 10.1021/ja062548x S00027863(06)025480) explored this theme 
by asking DNA to trade in its standard ribose for a hexose sugar. The group synthesized a 
hexosebased nucleic acid, termed homoDNA. Although at first glance the functional groups 
and geometry looked rather similar to DNA, a highresolution view of homoDNA demonstrated 
radical differences. The Xray crystal structure of a doublestranded octamer revealed base
pairing and helical properties that are quite foreign to the textbook rules for DNA. The duplex 
resembles a slowly twisting ribbon rather than the tight coil of DNA. The steps between each 
base pair varied considerably, and the intrastrand base stacking found in nature’s double helix 
was completely lacking. Some likenesses were observed, such as crossstrand base stacking 
and the antiparallel architecture, but the elegant uniformity that DNA uses to store genetic infor
mation was largely absent. The researchers postulate that stable basepairing systems are highly 
unlikely with hexosebased nucleic acids, and this might explain why nature chose pentose over 
hexose. This study is also particularly interesting because of the techniques used to solve the 
structure of the duplex. An old friend to protein crystallographers, selenium, was used in the 
form of a phosphoroselenoate in the homoDNA backbone. These compounds are usually too 
reactive for the time scale of crystal growth, but in this case, the researchers miraculously timed 
their synthesis, crystallization, and data collection to make this unique structure possible. JU

Reprinted with permission from the Journal of the American Chemical Society
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Cell Surface Mutants
The incorporation of non
canonical amino acids into 
recombinant proteins enables 
the generation of innovative 
tools with which to manipu
late molecular and cellular 
function. Aminoacyltransfer 
RNA synthetases (aaRS), the 
enzymes that ligate specific 
amino acids to their cog
nate tRNAs, can be mutated 

to permit incorporation of noncanonical amino acids into pro
teins without affecting wildtype aaRS activity. The use of 
mutant aaRS offers unique control over recombinant protein 
production, but the generation of effective mutants can be a 
tedious process. Link et al. (PNAS 2006, 103, 10180–10185) 
now describe a highthroughput, flowcytometrybased method 
for identifying mutant aaRS that efficiently incorporates non
canonical amino acids into target proteins.

On the basis of previous studies, the authors chose a variant 
of the Escherichia coli outer membrane protein C (OmpC) for 

incorporation of the unnatural amino acid azidonorleucine 
(ANL) by the E. coli aaRS methionyltRNA synthetase (MetRS). 
The authors selected four sites for mutagenesis within MetRS 
by examining the crystal structure and identifying the residues 
most critical for methionine binding, and they used a modified 
PCR gene assembly process to generate a saturation muta
genesis MetRS library. After transformation of the library into 
bacteria, cells expressing recombinant OmpC containing ANL 
were covalently labeled via reaction of the azide of ANL with a 
molecule containing a biotinylated cyclooctyne functionality. 
Staining with fluorescent avidin followed by flow cytometry and 
cell sorting analysis led to the identification of three mutant 
MetRS proteins. Remarkably, all three contained the same 
leucine to glycine (L13G) mutation, and a protein containing 
this single mutation was subsequently generated and found to 
be the most efficient of the MetRS mutants evaluated for ANL 
incorporation. These results demonstrate the power of rapid 
identification of mutated aaRS for the expression of cell surface 
proteins possessing unique reactivity, and this methodology 
can easily be expanded to the generation of additional mutant 
aaRS with other noncanonical amino acids. EG

Spotlights written by Eva Gordon and Jason Underwood

Levels of the neurotransmitter serotonin 
(5HT) inversely correlate with food con
sumption, making some 5HT analogues 
excellent weightloss agents. However, 
5HT is involved in a host of metabolic and 
neurological activities that can also affect 
eating behavior, and this complicates the 
identification of the precise mechanism 
by which 5HT regulates food intake. Now 
Heisler et al. (Neuron 2006 51, 239–249) 
further define the role that 5HT plays in 
appetite suppression by demonstrating 
that the melanocortin system, a group of 
pituitary peptide hormones and their recep
tors known to be involved in a variety of 
biological activities, including feeding, is a 
critical component of the regulation of food 
intake by 5HT. 

5HT is synthesized from the essential 
amino acid tryptophan in the brain, where 
it interacts with several types of 5HT 

receptors, including 
5HT1BR. Using trans
genic mice, the authors 
observed that 5HT1BR 
receptors are anatomically 
positioned to regulate 
neurons containing the 
melanocortin agonist 
amelanocyte
stimulating hormone 
(aMSH) and the 
melanocortin antagonist agoutirelated 
protein (AgRP). Both of these molecules are 
potent regulators of food intake. In addition, 
light and electron microscopy experiments 
revealed that 5HT terminals are located 
such that both neuronal activity and release 
of products from the axon are likely affected 
by 5HT. Electrophysiology experiments 
further indicated that 5HT both increases 
the activity of aMSH neurons and reduces 

the activity of AgRP neurons in a 5HT1BR
dependent manner. Using a selective 
5HT1BR agonist in different strains of 

melanocortin receptor knockout mice, the 
authors demonstrated that downstream 

activation of the melancortin 
4 receptor (Mc4r), but 
not the melancortin 3 
receptor, is required 

to promote decreased 
food intake. The authors 

propose a model in which reciprocal 
regulation of melanocortin agonist and 
antagonistcontaining neurons, in concert 
with downstream activation of Mc4r, is the 
key pathway through which 5HT exerts its 
appetitesuppressing activity. Additional 
molecular insights into this pathway will 
enhance our understanding of food regula
tion and may facilitate the development of 
moreeffective weightloss agents. EG

Reprinted with permission from Neuron

Reprinted with permission from the Proceedings of the National 

Academy of Science
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Chemical Biology Education at Dortmund:
A Joint Endeavor with a Max Planck Institute
Hans-Dieter Arndt†,‡,*, Christof M. Niemeyer†, and Herbert Waldmann†,‡

†Universität Dortmund, Fachbereich Chemie, Otto-Hahn-Strasse 6, D-44221 Dortmund, Germany, ‡Max-Planck-Institut für
molekulare Physiologie, Otto-Hahn-Strasse 11, D-44227 Dortmund, Germany

D uring the last few decades, biology
has been transformed from a
science that relies on strongly

descriptive and phenomenological correla-
tion into a molecular science. Biological pro-
cesses can be traced back to chemical reac-
tions and depend on the properties and
interactions of molecules.

Biology is now tightly intertwined with
chemistry. This new interfacial discipline,
now commonly referred to as chemical
biology, has had a rejuvenating impact on
chemical and biological research. The aca-
demic training and teaching curricula of
these neighboring disciplines must adapt to
meet the demands and expectations of a
new generation of students.

Addressing this demand will require new
lecture courses that combine a focused
chemistry curriculum with the most impor-
tant lessons of biology and biochemistry.
However, without additional practical train-
ing, a truly interdisciplinary education (a pre-
requisite for interdisciplinary research) can-
not be achieved.

Chemical Biology Education in Dort-
mund. On the basis of this analysis, the
faculty of the department of chemistry at the
University of Dortmund created a curriculum
alternative to that of traditional chemistry.
The close ties and collaborations with the
Max Planck Institute (MPI) for Molecular
Physiology, which is located on the same
campus, facilitated the process. This funda-
mental biological competence compen-
sated for the lack of a biology department at

the University of Dortmund, which was
founded as an engineering school. Hence,
this curriculum is a very successful example
of collaborations between
a research institute and a
university.

Moreover, there was
academic and political
pressure to transform the
traditional German Diplom
as a qualifying degree into
a two-stage system of B.S.
and M.S. degrees, in order
to promote student
exchange with the European countries and
abroad. This new B.S. degree would encom-
pass broad training over 3 yr and ideally
would qualify students for their first jobs.
The M.S. phase would then offer advanced
training for higher qualification and be a pre-
requisite for doctoral programs. Both
demands accordingly shaped the new
program in chemical biology at Dortmund.

Bachelor’s of Science in Chemical Biol-
ogy. Every chemist knows that molecules
have specific forms, properties, and reactivity
and that they can be tailored in boundless
ways. Chemists typically are trained about
the world of small molecules, whereas bio-
chemistry and biology mostly deal with large
macromolecules. Frequently, curricula create
the perception that rules of chemical reactiv-
ity no longer apply to large molecules and
that learning about biomacromolecules and
small molecules necessitates separate sci-
entific approaches. However, perpetuating

*Corresponding author,
hans-dieter.arndt@
mpi-dortmund.mpg.de.
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such separation will not prepare students
for a thorough scientific understanding or
for the next wave of innovation. It is in the
beginning of our educations that chemistry
should define concepts and ideas. Many of
us find it very difficult to rethink our molecu-
lar understanding later in our educational
process.

Hence, the B.S. course (Box 1) designed
in Dortmund has its roots in chemistry. It
was not intended to reinvent the biochemis-
try curriculum but rather to offer chemistry
with a distinct new focus. The elements of
the classic curriculum that illuminate an
understanding of molecules were kept.
However, at the expense of more special-
ized chemistry topics (e.g., organometallic
chemistry, technical chemistry, or a physics
lab course), basics were incorporated,
including cell biology, microbiology, bio-
chemistry, molecular biology, and bioor-
ganic chemistry.

Each of these subjects is accompanied by
an introductory lab course, allowing the stu-
dents to put their growing knowledge into
practice as early as possible. In Dortmund, a
cross-disciplinary practical course in chemi-
cal biology has been established. It features
student experiments in organic chemistry,
biochemistry, cell biology, biophysical chem-
istry, and microarray technologies, both at

the undergraduate and graduate levels. In
our experience, these lab courses prove
extremely important: becoming acquainted
with the distinct setups of chemical and
biological experiments simultaneously is
one of the keys to stimulating interdiscipli-
nary thinking later on. (A book describing
the individual experiments is available (1).
We are very open to suggestions and addi-
tional experiments for upcoming editions.)

For practical reasons, not all chemistry
lecture courses and exams could be rede-
signed from scratch; together with the addi-
tional biological focus, an intense learning
atmosphere resulted naturally. It is interest-

ing to note that our chemical biology stu-
dents are adaptable and are gaining a broad
understanding: those with good results in
the chemical subjects also tend to display
good performance in biology, and vice
versa. Currently, the first round of students
is finishing their B.S. thesis work and, as far
as we can judge, with very good results.

Master’s of Science in Chemical Biology.
This program (Box 2) should prepare the
student for either job opportunities on the
intermediate research level or careers in
nonresearch-focused enterprises (insur-
ance, marketing, law, etc.). If a research-
oriented career is the goal, the students will
mature in the program and prepare for doc-
toral studies. Most lectures offered by the
faculty, therefore, concentrate on current
topics in chemical biology and include
problem-solving classes, seminars, and
student presentations. Because external
and international applicants may enter the
program, this focused approach accommo-
dates a diverse group of students. Further-
more, many courses are elective, and this
promotes early building of a scientific focus.
Advanced lab courses have been integrated
to create familiarity with complex experi-
mentation and instrumentation, and this is
further deepened in research internships in
labs of their choice. For the master’s thesis,
the independent research capabilities de-

Box 1. Bachelor’s of Science in Chemical Biology
Overall size: �250 students
Applicants admitted per year: �90
Official start: fall 2003, annual enrollment
Duration: 3 yr
Lecture courses and problem-solving classes: general and analytical chemistry,

organic chemistry, inorganic chemistry, physics, mathematics, physical chemistry,
biophysics, bioorganic and bioinorganic chemistry, biochemistry and molecular
biology, cell biology, microbiology, and toxicology

Laboratory courses: inorganic chemistry, organic chemistry, physical chemistry,
bioorganic chemistry, biochemistry, microbiology, and cell biology

One elective subject: e.g., economics, chemical engineering, biotechnology, organic
synthesis

Bachelor’s thesis: 13 wk full time, thesis, public thesis defense
Language of teaching: German (thesis optional in English)

Box 2. Master’s of Science in Chemical Biology
Overall size: �80 students
Applicants admitted per year: �40
Official start: fall 2004, biannual enrollment
Duration: 2 yr
Lecture courses and problem-solving classes: chemical biology, nanobiotechnology;

electives in medicinal chemistry, chemical genetics, special nucleic acid chemistry,
biophysics, biomembranes, synthetic proteins, and more

Laboratory courses: advanced bioorganic chemistry, bioinorganic chemistry, nano-
biotechnology, biophysics; compulsory internships in research laboratories

Master’s thesis: 6 mo full time, thesis, public thesis defense
Language of teaching: German (English optional)
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velop, while the students tackle a specific
research assignment over a period of 6 mo.
If the student’s performance is more than
satisfactory, the degree will qualify him or
her for doctoral studies in Germany, other
European countries, and most countries
overseas.

International Max Planck Research
School for Chemical Biology. Doctoral
studies in Germany are generally taken up
on the initiative of students and are based
on individual decisions. Graduate schools
are not common. Therefore, in addition to
the doctoral programs in chemistry and
biology at the local universities, a combined
effort of the MPI of Molecular Physiology, the
University of Dortmund, and the Ruhr-
University Bochum led in 2001 to the found-
ing of the International Max Planck Research
School in Chemical Biology (IMPRS-CB, Box
3). The objective of the IMPRS-CB is to
advance the application of chemistry to bio-
chemistry and cellular biology at the gradu-
ate level by fostering emerging scientists
from biochemistry, biophysics, and
chemistry.

A training program for the students was
designed to supplement the typical doctoral
curriculum in order to accomplish this goal.
It is composed of an advanced lecture

program and practical training. Specific lec-
tures from bioorganic and bioinorganic
chemistry, biophysics, biochemistry, nano-
biotechnology, structural biology, molecular
and cell biology, physiology, and bioinfor-
matics are offered. Frequently, outside
instructors are invited to contribute their
in-depth expertise to the lecture course
program.

The objective of the IMPRS-CB is to train
excellent, independent researchers. Hence,
a multidisciplinary committee reviews the
applications and invites candidates to in-
house interviews, giving them the opportu-
nity to discuss their previous research topics
and meet faculty members. Students admit-
ted to the Ph.D. program then choose one of
the participating research groups and begin
conducting experimental work for their Ph.D.
thesis immediately. The project for the Ph.D.
thesis is guided by the chosen faculty
adviser.

Challenges. When a curriculum is rede-
signed and a complete new study plan is
offered, practical as well as intellectual pit-
falls can emerge. First, a higher student
workload generally cannot be avoided when
they are learning two disciplines simulta-
neously. Sometimes, two or three demand-

ing, yet unrelated, courses must be taken
concurrently.

Second, in our experience, the term
“biology” present in the label of our curricu-
lum attracts a much different and more
diverse student body than that seen in
chemistry or biochemistry programs. This
student body sometimes tends to underesti-
mate the “chemistry” in the program title. If
a program leans toward chemistry (as our
B.S. does), this issue must be clarified at the
very beginning, so that students do not
enroll with false expectations.

Third, in teaching as well as in exams, we
as faculty must develop a sense of perspec-
tive. Most of us were trained in a particular
discipline and only later did our curiosity
drive us to learn about the other. It is not
easy to adjust our level of expectation of
what even gifted students can deliver when
they study two essential subjects in parallel.
Great care must be taken that in our enthu-
siasm we do not perpetuate what we want
to overcome: rejection of one subject or
the other!

Another challenge is the sometimes con-
servative hiring policy of some companies
that may favor graduates with a “clean”
résumé (“We do not hire hybrids”); students
may base their decisions and choices on
these expectations. But students are inevi-
tably driven to focus, and their core compe-
tencies will grow. We expect the leaders of
tomorrow to be in command of both chemi-
cal and biological contexts, and a chemical
biology program will build a true sense for
both. Success will convince.

Of course, an education in chemical
biology may not cater to every need, and
there are good reasons to keep the tradi-
tional chemistry and/or biology options. In
essence, any program like ours must make
sure that true benefits are offered, both for
the undergraduate and graduate students,
and for the faculty. Toward this end, we see
students develop new research interests,
aligning not with the dry wisdom of text-
books but with the opportunities of the

Box 3. IMPRS Chemical Biology Program
Joint program with the Ruhr-University Bochum located on the University of Dort-
mund campus
Overall size: �30
Applicants admitted per year: �10
Official start: January 2002
Annual start of the Ph.D. program: October 1 (from 2003 onward); exceptionally

qualified candidates may be accepted throughout the year
Duration: 3 yr
Components: lectures series in chemical biology (2 h per wk), research-oriented

practical courses (�3 courses, each 1 wk), research seminar (1 h per wk), a
workshop in presentation techniques, and an annual scientific retreat of the
IMPRS-CB
(2–3 d) to promote exchange

Electives: laboratory rotation, summer schools
Language of teaching and Ph.D. thesis: English (German optional)
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future; they find new connectivity beyond
known patterns. They get immersed with
concepts from very different fields, giving
them more room to develop into a direction
that suits their particular characters. They
learn to communicate between the disci-
plines from the very first day, yet to focus
when necessary: it is here that fruition can
be expected in the near future.

On the other hand, faculty must rethink
its approach and define common interests.
The sometimes strict border between the
synthetic and the investigative philosophies
of our sciences must be softened: chemical
biology needs both. This vision clearly also
meets the demands of modern exploratory
biology, which is constantly developing new
synthetic traits. The field will benefit greatly
from the knowledge of chemistry (which is
synthetic by its very nature) instilled in this
new generation of promising researchers.

Conclusion. When our program was con-
ceived at the beginning of the new millen-
nium and subsequently implemented, it
was the only one of its kind in Germany and
expectations were rather mixed. At that
time, enrollment of students in chemistry
had declined almost everywhere in Germany
to a level rarely seen before. However, our
unique offer of chemical biology was not
only welcomed but instantaneously taken

by so many prospective students that local-
access restrictions have been in effect since
2005 in order to maintain quality. In the
Dortmund IMPRS-CB graduate program,
applications regularly outnumber the sti-
pends by �15-fold, and the first graduates
are leaving this year, with more than one
career offer in their bags. We very much
hope that the strong demand carries on an

that our distinctive program continues to
attract high-caliber undergraduate and
graduate students from Germany and
abroad (Box 4).

REFERENCE

1. Waldmann, H., and Janning, P. (2004) Chemical
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Box 4. Contacts and Links
General and Student Information

Dekanat, FB Chemie der Universität Dortmund, Otto-Hahn-Str. 6, D-44221
Dortmund, Germany

www.chembiol-dortmund.de/english
raimund.leibold@uni-dortmund.de

Research Opportunities in Chemical Biology
Chemistry Department at the University of Dortmund,

www.chemie.uni-dortmund.de
Max Plank Institute for Molecular Physiology,

www.mpi-dortmund.mpg.de
Chemical Genomics Center,

www.cgc.mpg.de
IMPRS

IMPRS for Chemical Biology, Otto-Hahn-Str. 11, D-44227
Dortmund, Germany

www.imprs-cb.mpg.de/index.html
Specific Questions

hans-dieter.arndt@mpi-dortmund.mpg.de
christof.niemeyer@uni-dortmund.de
herbert.waldmann@mpi-dortmund.mpg.de
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When Undergraduates Ask “Why,”
Chemical Biology Answers
Joshua A. Kritzer*
Whitehead Institute for Biomedical Research, 9 Cambridge Center, Cambridge, Massachusetts 02142

U niversities face many challenges in
educating the next generation of
scientists, including how to imple-

ment inquiry-based teaching methods and
how to prepare students for careers in
chemical biology. New initiatives are dem-
onstrating that the breadth and innovation
inherent to chemical biology can be used to
bring more student-led inquiry into the
classroom and the teaching laboratory.

As any exasperated parent of a five-
year-old can tell you, children are born with
an innate desire to ask questions. “Why
doesn’t the ocean dry up?” “Where do
plants go in the winter?” “What are germs,
and why do they make us sick?” When stu-
dents reach the undergraduate level, they
often rediscover the childlike excitement of
broad academic freedom. The prospect of
choosing their own classes, majors, and
electives forces students to consider their
own interests and their own questions
about the world. Recent programs aimed at
reforming undergraduate science education
have taken into account this inquisitive en-
ergy. Inquiry-based teaching has emerged as
a pillar of well-publicized initiatives such as
the National Resource Council’s BIO 2010
report (1), the National Academies’ Summer
Institutes on Undergraduate Education in
Biology (www.academiessummerinstitute.
org), and the Howard Hughes Medical Insti-
tute’s (HHMI) Professors Program (www.
hhmi.org/research/professors). By allowing
undergraduates to follow open-ended re-
search projects, often in groups with the
help of a mentor, these programs let under-

graduates experience firsthand the excite-
ment of scientific research.

The questions of how to implement
inquiry-based teaching dovetail with con-
cerns on how to train the
next generation of chemi-
cal biologists (2). Chemi-
cal biology poses unique
problems for education
because it requires
breadth of knowledge as
well as depth; even scien-
tists with great in-depth
understanding of their
own fields can run up
against obstacles when
pursuing a lead in chemi-
cal biology. For instance, a
cell biology postdoctoral fellow who never
took an undergraduate statistics course
might suddenly find himself awash in
microarray data. Or a chemistry grad student
might have spent years synthesizing a
family of natural products only to be left to
her own devices to demonstrate their rel-
evance in biological assays. Training the
next generation of chemical biologists thus
requires an undergraduate education that
values a wide exposure to a variety of inter-
related fields, from cancer evolution to robot-
ics or from immunology to image analysis.
But how can undergraduates gain exposure
to diverse subject matter without becoming
jacks of all trades and masters of none?

Inquiry-based approaches are a natural
way to broaden the experience of future
chemical biologists without completely

*Corresponding author,
kritzer@wi.mit.edu.
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rewriting existing curricula. By structuring an
early-level course to allow undergraduates
to pursue problems where they lead (rather
than in a predetermined direction), educa-
tors can encourage students to explore
fields on the borders of their chosen majors.
Thus, despite the limited span of, say, a year-
long lecture and laboratory course, students
can gain experience in a variety of fields in a
fluid way. Keeping both lecture and labora-
tory courses unforced and often self-directed
provides a refreshing and realistic view of
science and gives the student an apprecia-
tion for the interdisciplinary nature of modern

scientific research. Also, because chemical
biology’s most impressive work is still on-
going, the student comes away feeling that
he or she has contributed substantively to
chemical biology as a whole (and with the
chance to publish their laboratory findings).

The Chemical Biology for Sophomores!
lecture course and laboratory, first imple-
mented at Yale University in 2004 and
funded by an HHMI Professors Award to
Alanna Schepartz (Yale University), exempli-
fies how chemical biology can make the
most of inquiry-based teaching and vice
versa (www.schepartzlab.yale.edu/

chembiolsoph and www.hhmi.org/news/
professor-schepartz.html). The lecture
course offers detailed introductions to
diverse topics. It uses current primary litera-
ture as the source text and casts the profes-
sor in the role of guide to explore the most
dynamic and innovative sections of chemi-
cal biology. Similar survey formats may be
more typical of graduate-level courses, but
the science is not dumbed down or glossed
over for sophomore-level undergraduates.
Instead, the interdisciplinary nature of
chemical biology allows for the teaching of
basic science along with the cutting-edge
applications. For instance, the course
begins with Merrifield’s original papers on
solid-phase peptide synthesis (3, 4) and
immediately dives into case studies on
applications of intein chemistry and direct
labeling of proteins in vivo (5–7). During this
first unit, students are exposed to basic bio-
chemistry (the names and structures of the
20 amino acids, and methods of protein
expression in bacteria) as well as basic bio-
organic chemistry (the strategies and mech-
anisms of protecting group chemistry,
amide bond formation, and bio-orthogonal
reactions). In this way, the focus on chemi-
cal biology frees professors to explore truly
exciting, present-day fields of study while
still teaching nuts-and-bolts basics.

Other open-ended techniques were used
to complement this lecture strategy to
enhance the atmosphere of exploration.
Students were encouraged to think out loud
about key papers in discussions led by
open-ended questions. Every 2–3 weeks,
case studies were used to reinforce the
basic science behind the applications while
exposing the students to innovative chemi-
cal biology being performed by leaders of
the field. Students were asked to compose a
review article or original research proposal
on a topic of their own choosing rather than
take a final exam. Individual students found
that they could manage such an assign-
ment (normally expected only of graduate
students) because they had the freedom to

Box 1. Student Feedback.
The Chemical Biology for Sophomores! lecture and lab courses have been revised,
updated, and tweaked each year since their launch in 2004. A key part of this devel-
opment process is feedback from students. The following are excerpts from
anonymous end-of-course student questionnaires from the first 2 years of the
courses.
On the Lecture Course
“I enjoyed the fact that we focused mainly on primary literature with Prof.
Schepartz guiding us on the scientific story behind the papers. This was a unique
thing to experience, especially as a sophomore.”

“I surprised myself when I ended up liking the class—as a biology major, I had
just finished organic chemistry the semester before and was looking forward to
never taking another chemistry class again. However, chemical biology showed
me how the reactions I learned in organic chemistry could be used in fascinat-
ing ways to explore biology. I would recommend this course if you really enjoy
biology and wish to see how extremely relevant chemistry can be to the field.”

“Great chance for non-chemistry majors to really see the interdisciplinary con-
nections.”
On the Lab Course
“It gave me a sense of what research is like without a commitment to a lab . . .
a great place to decide whether research is for you.”

The Chemical Biology Laboratory “is infinitely more interesting than standard
laboratory courses, in which specific lab techniques are performed not as
means to an end, but as ends in and of themselves. [This lab] is unique in that
it gives a student a reason for performing the techniques, namely, to solve an
actual research problem.”

“I learned that you never know where trying to answer a seemingly simple
question may take you. Scientific research is unpredictable.”
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remain in their intellectual comfort zone
while focusing on a question they were per-
sonally interested in. Altogether, these
inquiry-based techniques have been suc-
cessful because they take advantage of the
unique scientific breadth and innovative
characteristics of chemical biology.

The laboratory-based portion of Chemical
Biology for Sophomores! also uses the
field’s strengths to advance inquiry among
undergraduates. Graduate-student mentors
lead small teams of undergraduates in
semester-long research projects, from
making buffers to writing up the results and
everything in between. The projects are
limited in scope and streamlined by the
graduate students to fit into the allotted
time frame but are not diluted in their import
or rigor. For example, one project involved a
phage display selection seeking to opti-
mize miniature protein inhibitors of the
oncoprotein hDM2 (8). The undergraduates
performed techniques as diverse as Kunkel
mutagenesis (9), phage preparation, bio-
panning, and fluorescence polarization, all
while getting an up-close view of how molec-
ular evolution methods work (or fail to
work). These topics and techniques span
diverse areas of molecular biology, virology,
biochemistry, and biophysics but were inte-
grated into a seamless scientific story by the
overarching goal of developing novel hDM2
inhibitors (10). Other projects have involved
CD and NMR spectroscopy, synthesis and
screening of synthetic libraries, cell-culture
experiments, and live-cell fluorescence
imaging. A short science-writing workshop is
included in the laboratory course, and at the
end of the semester each sophomore writes
a preliminary manuscript with background,
methods, results, and discussion sections.
In the above example, the project was com-
pleted by the mentor and the work was pub-
lished (11), ultimately giving the students
both a first publication and a career-altering
experience.

Educating the next generation of scien-
tists to take advantage of the increasingly
interdisciplinary nature of research will
require major shifts in strategy, including
broader implementation of inquiry-based
teaching methods. New programs such as
Chemical Biology for Sophomores! are dem-
onstrating that the breadth and innovation
inherent to chemical biology can facilitate
student-led inquiry in the classroom and the
teaching laboratory. In return, undergradu-
ates are demonstrating that, in parallel to
in-depth study of a chosen major, they have
the interest and ability to pursue a range of
topics at the chemistry–biology interface.
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A bout 400,000 Americans are 
living with spinal-cord injuries, 
according to the Christopher Reeve 

Foundation. Modern medicine has thus far 
offered no reliable treatments to regrow 
neurons or halt the auxiliary nerve damage 
and death that typically accompanies the 
initial injury. However, spinal-cord injuries 
offer an intriguing challenge to researchers 
interested in combining the disciplines of 
biology and chemistry. One such investi-
gator is Molly Shoichet of the University 
of Toronto (U of T). For the past decade, 
Shoichet and her colleagues have worked 
to develop novel materials that could 
protect surviving neurons or spur regrowth 
after a neurological injury. Though she and 
other researchers have far to go before 
individuals can overcome their sometimes 
devastating disabilities, her approach 
offers a promising new way to combat this 
type of injury.

Combining Interests
Shoichet was born in Toronto in 1965 
to parents who worked in business: her 
mother managed a picture-frame-manu-
facturing business, and her father ran an 
executive charter company. “My parents 
were always wonderfully supportive of the 
different things I’ve wanted to do,” says 
Shoichet. “They didn’t necessarily agree 
with all of them, but they supported my 
own choices.”

That encouraging attitude led her to 
pursue scientific research, an interest 
she began cultivating in high school. 
A particularly energetic teacher “made 
chemistry fun,” Shoichet says. Rather than 
use memorization to tackle the subject, the 
instructor led Shoichet and her classmates 
through numerous hands-on experiments. 
“What makes science fun now is discovery, 
and there was plenty of discovery in the 

way he taught class,” she says. Shoichet 
notes that this approach also probably 
played a hand in one of her two brothers’ 
career choices. Brian Shoichet, who 
studied under the same high school 
chemistry teacher, is now a professor of 
pharmaceutical chemistry at the University 
of California, San Francisco.

By the time she graduated from high 
school, Molly Shoichet had decided to 
follow in Brian’s footsteps by attending 
Massachusetts Institute of Technology (MIT) 
in Cambridge. Early on, she chose to major 
in chemistry. Shoichet notes that chemistry 
offered a hidden advantage over other 
majors—the program required few classes, 
so she could fill her time pursuing other 
interests, such as biology. Taking classes 
in the life sciences sparked a curiosity for 
medicine, she says. However, many of her 
other chemistry classes—especially those 
in polymer chemistry—ignited her interest 
in basic research.

In a few settings, she was able to 
combine those two interests. For example, 
during her senior year, she worked with 
MIT materials scientist Ionnis Yannis on 
a new project he started to create poly-
mers for nerve repair. However, by the 
time she graduated from college in 1987, 
Shoichet was unsure whether she wanted 
to ultimately pursue research or practice 
medicine. Unable to decide, she applied to 
both medical school and graduate school. 
That fall, she enrolled in a graduate program 
in polymer science at the University of 
Massachusetts, Amherst (UMass). “I thought 
I knew what a doctor did, but not what a 
scientist did,” Shoichet says. “Part of my 
rationale with pursuing a graduate degree 
was to try to understand that.” For the next 
2 years, she deferred her acceptance to 
medical school, in the end deciding that 
basic research was her preferred path.
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Spinal Cord Injuries: Solving the Enigma

Profiles provide insights into the lives, 
backgrounds, career paths, and futures 
of scientists who serve as Experts on 
ACS Chemical Biology’s online Ask the 
Expert feature. Readers are encouraged 
to submit questions to the Experts at 
www.acschemicalbiology.org. The editors 
will post the most interesting exchanges on 
the website.
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After arriving at UMass, Shoichet was 
intent on pursuing basic polymer research. 
She found a valuable mentor in Tom 
McCarthy. Under McCarthy’s guidance, 
Shoichet investigated different ways to 
modify polymer surfaces without affecting 
the bulk structure. She focused on fluoro-
polymers because they are inherently 
chemically inert, allowing the surface to 
be chemically modified with limited affect 
on the morphology or topology of the 
surface. Shoichet introduced carboxylic 
acids to fluoropolymer films (1 ) and then 
used these charged surfaces to control 
the adsorption of oppositely charged 
poly(l-lysine) (2 ). An important offshoot of 
this work was determining how changes in 
surface properties affected the behavior of 
cells cultured on polymer films—work that 
would guide her future career. She and 
McCarthy published several papers based 
on this research (3–7 ), and she completed 
her doctoral degree in 1992.

Industry and Innovation
As her time at UMass wound down, 
Shoichet was determined to find a job 
that combined medicine and chemistry. 
She pursued several strategies to track 
down the best opportunity. Contacting 
everyone on a list of speakers from a 
recent Gordon Conference eventually 
led her to CytoTherapeutics, based in 
Providence, RI. The company’s main focus 
was encapsulated cell therapy: using cells, 
which were encased in polymer capsules 
to protect them from immune rejection, 
to deliver biologics to treat injuries and 
diseases. CytoTherapeutics, which is now a 
part of the Palo Alto-based Stem Cells, Inc., 
focused on treating neurological disorders 
such as Alzheimer’s disease, Parkinson’s 
disease, and amyotrophic lateral sclerosis 
(also known as Lou Gehrig’s disease).

“In conventional drug delivery, we’re 
limited to how much drug we can give at 
one time, and drugs lose their bioactivity 

over time. The idea [at CytoTherapeutics] 
was that if we deliver cells, they’re con-
stantly producing new therapeutic mole-
cules. With that approach, we should have 
a ready supply of therapeutic molecules for 
a long time,” she explains.

Shoichet found her new job “a 
wonderful opportunity,” she says. Though 
CytoTherapeutics used polymer chemistry 
to create the capsules that surrounded 
cells, few polymer scientists worked at the 
company when she arrived. That gave her 
ample openings to carve a niche at the 
company: she worked with neuroscientists 
to evaluate the materials that would pro-
mote long-term survival and functioning of 
cells encapsulated within the hollow fiber 
membranes (8–10 ).

After nearly 3 years, Shoichet left Cyto-
Therapeutics for personal reasons—her 
husband, Kevin Bartus, had finished his 
master’s degree in business administration 
at Harvard University and secured a job 
with a consulting company in Toronto. 
This gave Shoichet and her husband an 
opportunity to move back near her family 
in Toronto. She took away a valuable 
lesson from her time at CytoTherapeutics. 
“I noticed that biologists would just take 
materials off the shelf and make them 
work,” she says. “What became clear to 
me is that if I could understand the design 
criteria that they needed materials for, I 
could make materials specifically for bio-
logical and medical applications instead of 
just taking something off the shelf.”

Seeking new opportunities once she 
and her husband relocated, Shoichet 
initially looked for industry jobs similar 
to the one she left. However, a prospect 
that intrigued her more was working at the 
U of T. Shoichet learned about an annual 
grant program awarded by the Natural 
Sciences and Engineering Research Council 
of Canada geared toward women inter-
ested in pursuing research in the physical 
sciences and engineering. Over the next 

few months, she prepared a proposal that 
combined her interest in medicine with 
her growing expertise in polymer science. 
“I realized that spinal-cord injury was an 
area in which I could apply my knowl-
edge,” she says. “It’s a big problem that’s 
unanswered, and I thought that people 
in universities should work on these big 
problems.”

Shoichet proposed using polymers to 
create nerve guidance channels for pro-
tecting and regrowing damaged neurons. 
She won the grant and was immediately 
offered a position at the U of T. She quickly 
became aware of the intricacies involved 
in treating spinal-cord injuries. “Every year, 
I understand a bit more how complicated 
it will be to come up with a solution,” 
she says. “I know now why it’s such a 
niche area.”

The nervous system has a variety of 
mechanisms that seem to actively fight 
repair after injury, Shoichet explains. A 
cascade of cellular events releases bio-
molecules that cause damaged axons to 
degenerate further. Later, a glial scar walls 
off damaged tissue at the injury site. These 
complications make treating spinal-cord 
injuries difficult even immediately after the 
trauma occurs, and more difficult as time 
goes on.

Polymer Cure?
However, since she arrived at the U of T 
in 1995, she has focused her work on 
several approaches that offer renewed 
hope for treating spinal-cord injuries. For 
example, Shoichet and graduate students 
in her lab have collaborated closely with 
U of T neurosurgeon Charles Tator; they 
have developed an injectable hydrogel that 
could deliver neuron-saving drugs directly 
to the site of an injury.

For the past several years, Shoichet 
and her colleagues have tested prototype 
polymer gels on rat models of compres-
sion injuries, in which the spinal cord is 
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crushed. The biggest initial concern when 
testing their new method was safety, says 
Shoichet. Hydrogels have never been used 
to treat spinal-cord injuries in this way. It was 
unknown whether this approach could have 
detrimental effects, such as lingering in the 
spinal column and blocking fluid flow, which 
can lead to increased pressure in the brain.

In 2003, she and her colleagues pub-
lished the first paper showing the safety 
and feasibility of this method to localize 
drug delivery (11, 12 ). This year, Shoichet’s 
lab provided evidence that a new hydrogel 
formulation provides some protection to 
neurons on its own, without additional 
drugs. “While we were really looking for 
safety, we saw that the new gel had its 
own benefits,” she says (13 ). She and her 
colleagues are currently investigating which 
drugs and biomolecules might further 
encourage cell survival and limit degenera-
tion after compression injuries.

She and her colleagues are also pur-
suing methods to regrow severed axons 
by creating nerve guidance channels, or 
polymer tubes, that encourage axon regen-
eration by providing a permissive environ-
ment. Here, Shoichet and her team are 
testing their prototypes on a more severe 
injury model, fully transected rat spinal 
cords. Working again with Tator and also 
with U of T neural-stem-cell biologist Cindi 
Morshead, Shoichet and her lab are cur-
rently investigating strategies to add vari-
ous factors to the channels to encourage 
axon regrowth. For example, the research-
ers are embedding signaling molecules that 
stimulate axon growth during development 
into polymer nerve guidance channels.

In ongoing studies, Shoichet’s lab is 
investigating biomimetic approaches for 
axonal guidance. These strategies include 
creating scaffolds that guide axons with 
immobilized concentration gradients of 
neurotrophic factors (14, 15 ) and scaffolds 
that guide axons with cell adhesive 
peptides, within a 3D, photochemically 
patterned hydrogel (16, 17 ). 

Recently, Shoichet’s lab has turned its 
focus to solving another biomedical chal-
lenge—crafting materials for cancer-drug 
delivery. “It’s a new area for us. We’d devel-
oped some really interesting polymers” in 
the course of developing the hydrogels and 
nerve guidance channels, says Shoichet. 
“We thought that the ideas we had in 
developing those polymers and some of 
their properties would be interesting for 
targeted cancer-drug delivery.”

Much of the lab’s work in this area, adds 
Shoichet, has centered on copolymers that 
they created with a random distribution of 
hydrophilic and hydrophobic components 
that are also charged. She and her col-
leagues found that these components can 
self-aggregate to a diameter of <100 nm, 
an ideal size for cancer-drug delivery. 
Shoichet’s team is now experimenting with 
modifying the surface of these polymers 
with antibodies that could help direct them 
to their targets. 

Constantly developing new ways to 
apply her knowledge of polymer chemistry 
to medical problems keeps Shoichet on 
her toes—and will keep her busy for the 
rest of her career, she anticipates. “We’re 
always trying to learn and be innovative 
and expand our horizons and purview,” 
she says. “We’ll always be changing and 
advancing knowledge, and hopefully mov-
ing towards new therapeutic applications.”
—Christen Brownlee, Science Writer
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From Green Bacteria to Human Dementia:
A Novel Model for Discovering Amyloid
Assembly Inhibitors
Ehud Gazit*
Department of Molecular Microbiology and Biotechnology, Tel Aviv University, Tel Aviv 69978, Israel

T he formation of amyloid assemblies,
which are large protein aggregates
that share biophysical, biochemical,

and ultrastructural properties, is associated
with �20 human disorders (1, 2). Despite
the amyloid-forming proteins’ different
origins and the lack of any simple homology
among them, in all cases fine 7–10 nm
fibrils are observed that have a predominant
�-sheet structure and a strong birefringence
upon staining with Congo red. One of the
most notable properties of amyloid fibrils is
their effect on the fluorescence of small aro-
matic dyes such as thioflavin. When the dye
binds to mature amyloid fibrils, its fluores-
cence markedly increases. Therefore, the
ability to inhibit amyloid fibril formation, as
reflected by the thioflavin fluorescence, is
based on the use of a major assay for the
high-throughput screening of inhibitors.

Amyloid fibril formation has been associ-
ated with some of the most common and
grave degenerative disorders, including
Alzheimer’s disease (AD), Parkinson’s
disease (PD), and type 2 diabetes. However,
despite continuous efforts by academic
groups and the pharmaceutical industry,
currently no approved therapeutic agents
can control the process of amyloid forma-
tion and reverse the degenerative symp-
toms observed in these disorders. Despite
the screening of large chemical libraries that
may contain hundreds or thousands of com-
pounds that use the thioflavin assay, as
mentioned above, no direct amyloid

assembly inhibitors have been developed
into clinical therapeutic agents. The drugs
available merely treat the symptoms rather
than halt or reverse the course of the disease.

One of the reasons for the lack of
approved efficacious agents that can inhibit
amyloid formation and improve the prog-
noses of patients suffering from amyloid
diseases may be because of the exact
molecular character of the pathological
species. In recent years, accumulating evi-
dence has indicated that soluble amyloid
assemblies rather than the mature amyloid
plaques may actually be the pathological
culprits that result in the degenerative phe-
nomena (Figure 1) (3–13).

This rather novel notion is most estab-
lished in the case of AD. Researchers dem-
onstrated that soluble amyloid oligomers
specifically affect memory-related functions,
manifested by impairment of the long-term
potentiation (LTP), a cerebral synaptic activ-
ity that is associated with learning and
memorizing processes (4–6). The shift in the
paradigm allows us to better understand
some of the apparent inconsistencies in the
“amyloid hypothesis”. This includes the
lack of signs of dementia in some people
who possess large levels of amyloid depos-
its. In one famous case, a nun, Sister Mary,
had very good cognitive abilities before her
death at 101, despite having a very signifi-
cant amount of amyloid deposits (14). The
soluble oligomer notion also provides an
explanation for the observation of LTP and

*Corresponding author,
ehudg@post.tau.ac.il.

Published online August 18, 2006

10.1021/cb600328c CCC: $33.50

© 2006 by American Chemical Society

ABSTRACT The formation of amyloid assem-
blies is associated with major human disorders.
Yet no therapeutic agents presently exist to con-
trol this process. In a recent paper, a new bacterial
system is described that uses a fusion of the
Alzheimer’s disease �-amyloid polypeptide to the
GFP. The assay detects the formation of small,
soluble amyloid intermediates associated with
degenerative diseases. This assay allows the
researchers to use high-throughput screening
methods to find inhibitors of the formation of
amyloid assemblies.
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cognitive deficiencies in AD model mice well
before any amyloid deposits could be
detected (13).

Specific, stable, soluble, dodecamer
amyloid species of �56 kDa were indepen-
dently isolated and characterized by two dif-
ferent groups (15, 16). These species are
extremely stable in solution and do not
disintegrate in denaturating SDS polyacryl-
amide gel electrophoresis (15). These stable
species affect the LTP activity in rat brain
slices and live rodents and cause memory
impairment upon intracranial injection into
rats (15, 16). Most intriguingly, the very
same dodecamer soluble species, which
were termed A�*56, were found in the
brains of AD patients and therefore can
serve as novel biomarkers for the onset of
AD long before the large fibrils can be
observed by any imaging technique. The
importance of the early soluble oligomers
may be even greater given the many hints
emerging that these assemblies may actu-
ally play a role in a condition known as mild
cognitive impairment (MCI). The MCI disor-
der involves minor memory loss but not total
dementia, is much more common than AD,
and may affect �20 million Americans. Yet
most likely, MCI may actually lead to the
dreadful AD dementia.

The article by Kim et al. (17) on page 461
of this issue of ACS Chemical Biology offers
a new way to select for amyloid formation
inhibitors by using a bacterial screen, with
special emphasis on early soluble assem-
blies (Figure 2). The assay is based on the
expression of the AD �-amyloid (A�) poly-
peptide fused to a GFP in Escherichia coli
bacteria. The authors chose to fuse the
A�42 polypeptide, an A� variant that con-
tains 42 amino acids and is considered to
be the most important pathological form
(compared with the shorter A�40 peptide).
The assay is based on a reduction in the
level of fluorescence that is observed upon
the aggregation of the fused A�42 protein in
the bacterium, as was previously reported
by the same group (18). This occurs be-
cause of the slow formation of the fluoro-
phore in vivo. Therefore, the fluorescence of
the fusion protein depends on its correct
folding and solubility. Fluorescence could
be detected only if an inhibitor allows the
correct folding and if the fusion protein
exists in a nonaggregative state. The assay
eliminates false-positive hits, which can
prevent aggregation, but it allows proteins
to fold correctly because of their effect on
�-sheet structures in general. This is
because inhibition of aggregation is only
one essential factor needed to obtain a fluo-
rescence signal. The other crucial element is
the correct folding of the GFP protein. There-
fore, a positive fluorescence signal can be
observed only if the two events occur (17).

A major advantage of the assay is the fact
that a decrease in fluorescence occurs
already upon the formation of small oli-
gomers, which are so important for the
pathology of AD and other amyloid dis-
eases, as previously mentioned. The bacte-
rial assay also has other inherent advan-
tages, because the bacteria represent a
physiological environment under molecular
crowding conditions and other effects that
are difficult to replicate in a test tube. Fur-
thermore, the bacterial assay allows re-
searchers to study protein stability in a pro-

teolytic environment and their ability to
cross biological membranes. The latter prop-
erty is more relevant to intracellular protein-
aggregation phenomena, as described
below, and less so to extracellular AD assem-
blies. In order not to miss agents that are
effective inhibitors of A� aggregation but do
not traverse well across biological mem-
branes, the authors are also developing a
cell-free assay that will be based on in vitro
transcription and translation of the fusion
protein.

The E. coli system appears to be very cost-
effective. The authors used a simple, 96-
well-plate rapid test to screen a library of
�1000 compounds. Members of the tria-
zine chemical scaffold were added to the
bacteria that expressed the fusion protein,
and a conventional plate reader was used to
determine the level of fluorescence in each
well. The authors reported that the assay
allowed them to distinguish between similar
chemical entities and thus allows the phar-
macophore definition of the identified mol-
ecules. An interesting observation that was
reported is the similarity between the identi-
fied active compounds and one developed
by Selkoe et al. (19) to control the formation
of soluble oligomers.

The novel bacterial assay, as described in
the new article (18), also represents a major

Figure 1. Soluble oligomers appear to be a
major pathological element that facilitates the
cognitive impairment associated with AD. It is
not clear whether the formation of the oligo-
mers is on-pathway or off-pathway in terms of
the formation of the mature plaques. The
sensitivity of a bacterial system to the forma-
tion of small aggregates will allow the identi-
fication of novel inhibitors to elucidate this key
biochemical step.

Figure 2. The bacterial systems used to select
aggregation inhibitors. Fluorescence could be
observed only if the GFP–A� fusion protein
maintains its soluble structure and if correct
folding of the GFP moiety occurs. The assay is
sensitive enough for the aggregation of a
small number of monomers. Thus, inhibitors
of the early nucleation step may be identified.
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Fluorescence could be detected only if an inhibitor allows

the correct folding and if the fusion protein exists in a

nonaggregative state.



advantage given some of the limitations of
synthetic A� polypeptides. The synthetic A�

polypeptide is relatively difficult to synthe-
size and thus very costly, a significant limita-
tion to how much screening can be done.
Furthermore, because of its exceptional ten-
dency to aggregate, it is almost impossible
to attain a synthetic preparation of A� that
does not include any prenucleated seeds.
The number may vary between batches, but
some seed contamination always occurs.
This not only results in large variability
between different experiments but also may
impair the ability to select for the most
important inhibitors, those of the early oli-
gomers that may represent the nucleation
seeds. Biologically expressed A� can also
be easily used to study mutated forms of
A�, such as altered polypeptides associated
with the early onset of the disease. Actually,
some of the mutations in the A� polypep-
tide, most notably the Arctic mutation that
was identified in families in northern
Sweden, are known to result in a greater ten-
dency to form prefibrillar amyloid assemblies
as well as associated LTP impairment (20).

The current work paves the way for new
developments in the field that will involve
other amyloid-associated diseases as well
as protein-aggregation disorders in general.
The most challenging ones are those associ-
ated with intracellular protein-aggregation
events. The author discusses Huntington’s
disease, which involves the aggregation of
polyglutamine-rich huntingtin protein and
the prion disorders, which may be heredi-
tary, spontaneous, or infective encepha-
lopathies. The latter form is the well-known
bovine spongiform encephalopathy or “mad
cow” disease. Two other key diseases are
PD, in which the formation of intracellular
amyloid Lewy bodies is linked to motor dys-
function, and amyotrophic lateral sclerosis
(commonly known as Lou Gehrig’s disease),
which is associated with the intracellular
aggregation of the superoxide dismutase
enzyme.
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ABSTRACT Studies in yeast are providing
critical insights into the mechanisms of neurode-
generation in Parkinson’s disease (PD). A recent
study shows that disruption of vesicular traf-
ficking between the endoplasmic reticulum (ER)
and the Golgi, caused by the overexpression
and/or aggregation of �-synuclein, is linked to
degeneration of dopamine neurons. Overexpres-
sion of proteins that are known to enhance ER-to-
Golgi transport rescue defective trafficking in
yeast, worm, fly, and cellular models of PD.

T he failure of proteins to fold correctly
or to remain folded is the primary
cause of several systemic and neuro-

degenerative diseases that affect a signifi-
cant portion of the world’s population (1). To
protect against aberrant folding, living
organisms have evolved efficient protein
synthesis and quality-control machinery.
This system relies on close cooperation
between the chaperone and the protein-
degradation machinery to ensure control
over proper folding, targeting, and degrad-
ing of proteins.

Protein folding occurs in the cytosol or
within the lumen of the endoplasmic reticu-
lum (ER). Proteins that are destined to go
through the secretory pathway must pass
through a series of quality-control check-
points to ensure their correct processing
and targeting to the extracellular space, the
plasma membrane, or their final destination
within the cell (Figure 1). The first check-
point along this pathway resides in the ER,
where soluble proteins are translated into
the ER lumen and transmembrane proteins
are translated and integrated into the ER
membrane. Concomitant to translation, a
specialized set of chaperones and the
quality-control machinery of the ER ensure
correct folding. In addition, post-transla-
tional modifications such as disulfide
bonds or N-linked glycosylations are intro-
duced. Once a protein is properly folded and
modified and has passed the quality-control

process, it is directed to a specialized ER exit
site, where it is integrated into transport
vesicles that bud from the ER membrane.
These vesicles are anterogradely trans-
ported to the Golgi, where they dock and
fuse with the membrane of the cis-Golgi
(see ref 2 for a detailed description of traf-
ficking at the ER and Golgi apparatus). The
major function of the Golgi is to fine-tune the
added sugar residues and to sort the differ-
ent cargo proteins into particular vesicles to
be transported along distinguished traffick-
ing pathways. These include routes to the
plasma membrane for secretion and inser-
tion of surface proteins or to other intracellu-
lar compartments such as the endosomal/
lysosomal system. Each transport step also
engages in a retrograde transport activity.
This is particularly important for transport
between the ER and the Golgi in order to
recapture components of the vesicle-
trafficking machinery and ER resident
proteins.

However, this process is not perfect, and
many newly synthesized proteins misfold
and rapidly degrade. Proteins that fail to fold
properly are retrotranslocated at the level of
the ER to the cytosol for degradation by the
ubiquitin proteasome system (UPS). If the
ER folding machinery and the UPS cannot
keep up with protein misfolding, the accu-
mulation and/or aggregation of misfolded
proteins induces cellular stress by multiple
mechanisms. The result is cellular dysfunc-
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tion, the initiation of ER-induced apoptosis,
and ultimately disease manifestation.

Several misfolding diseases are caused
by mutations that result in the loss of
protein function due to improper folding,
trafficking, and/or enhanced intracellular
degradation by the UPS (e.g., cystic fibrosis,
sickle-cell anemia, �-1-antitrypsin defi-
ciency, familial hypercholesterolemia, and
some forms of cancer) (1). If the rate of
protein misfolding is faster than that of deg-
radation because of mutations and/or
impaired quality-control machinery within
the cell, then the misfolded proteins accu-
mulate and self-associate to form highly
ordered �-sheet-rich toxic aggregates. The
presence of aggregates of misfolded protein
in the form of intracellular inclusions or
extracellular deposits in the vicinity of dying
neurons is a defining hallmark of several
neurodegenerative diseases (NDDs), includ-
ing Alzheimer’s disease (AD), Parkinson’s
disease (PD), amyotrophic lateral sclerosis,
and polyglutamine and prion diseases (3).

Increasing evidence from neuropatho-
logic, genetic, animal modeling, biochemi-
cal, and biophysical sources points toward
protein misfolding and aggregation as the
primary cause of several NDDs. However,
the exact mechanisms by which these pro-

cesses cause neurodegeneration and cell
death remain a subject of intense investiga-
tion and debate. Studies on cellular and
animal models of protein-aggregation dis-
eases suggest that the pathogenesis is com-
plicated, and it is likely that neurodegenera-
tion occurs by more than one mechanism.
Oxidative stress, membrane disruption, ER
stress, altered chaperone activity, impair-
ment of the UPS, mitochondrial deficit, tran-
scriptional dysregulation, axonal transport
abnormalities, and Golgi fragmentation are
all possible consequences of protein aggre-
gation and are thought to play key roles in
the initiation and/or progression of neuro-
degeneration.

Yeast Sheds Light on Neurodegeneration
in PD. The discovery of disease-associated
mutations in the genes encoding the aggre-
gating proteins inspired the development of
genetic animal and cellular models as tools
for understanding the relationship between
protein aggregation and disease. The exist-
ing genetic models of protein aggregation
diseases are all based on the massive over-
expression of the gene coding for the wild-
type protein or disease-associated mutants
in mouse, rat, Drosophila, and Caenorhab-
ditis elegans. These models recapitulate
some features of the disease, but none has

been shown to reproduce the complete
disease phenotype observed in humans.

Baker’s yeast (Saccharomyces cerevi-
siae), a single-celled organism with �6000
genes, was once thought to be too simple
for modeling complex pathologies of the
nervous system, but it is now emerging as a
powerful tool for modeling NDDs. Despite
significant differences between yeast cells
and neurons, many of the basic cellular pro-
cesses, such as protein folding and the
quality-control machinery, are conserved in
both eukaryotic cells. In a recent study pub-
lished in Science Express, Antony Cooper
(University of Missouri, Kansas City), Susan
Lindquist’s team (Massachusetts Institute of
Technology), and colleagues from several
other research groups (4) took advantage of
these similarities by using a yeast model to
elucidate a new molecular mechanism
underlying the pathogenesis of PD. This
neurodegenerative movement disorder is
characterized by the loss of dopamine (DA)
neurons from the substantia nigra (SN) and
the formation of intraneuronal proteina-
ceous inclusions, referred to as Lewy
bodies (LBs).

�-Synuclein Aggregation and Defective
Trafficking. Lindquist and colleagues (4, 5)
created a yeast model of PD based on

Figure 1. Vesicular trafficking in neurons. a) The extended morphology of neurons showing the cell body, dendrites, axons, and two synapses that
are the contact sites with upstream or downstream cells in the network. b) Like all eukaryotic cells, neurons possess a set of organelles that form
the secretory pathway. Protein synthesis takes place on ribosomes that associate with the ER membrane. Chaperones assist in proper folding of
these newly translated polypeptide chains. A complex quality-control machinery that recognizes misfolded proteins allows only correctly folded
proteins to reach ER exit sites, where transport vesicles containing the cargo proteins are formed. These vesicles are transported to the cis-side of
the Golgi, where they dock and fuse with its membrane. This process is dependent on the small GTPase Rab1. After further protein modification,
cargo proteins are packaged into specific vesicles that take on diverse transport routes in the cell.
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increased expression of the presynaptic
protein �-synuclein, the primary constituent
of LBs. Expression of mutant �-synuclein or
the wild-type protein is sufficient to cause
familial PD (6–9). �-Synuclein aggregation
and fibrillogenesis are also implicated in the
pathogenesis of several NDDs, including AD,
multiple-system atrophy, dementia with
LBs, Down syndrome, and neurodegenera-
tion with brain iron accumulation, collec-
tively referred to as synucleinopathies (10).

In the yeast system, the expression of
�-synuclein (wild-type or disease-
associated mutant A53T) can be tightly
experimentally regulated and its effects
monitored in real time; thus, detection of
the early events involved in �-synuclein tox-
icity is possible (4). Within the first 4–8 h,
the presence of �-synuclein aggregates and
increased ER stress were observed to coin-
cide with growth arrest and loss of cell
viability. ER and proteasome-specific sub-
strates were used to show that the expres-
sion of �-synuclein does not affect the
general proteasome activity. However, it sig-
nificantly impairs the turnover of substrates
for which degradation requires trafficking
from the ER to the Golgi as well as the trans-
port of proteins that traffic through this
pathway. Detailed dissection of the early
events occurring during the first 4 h demon-
strated that the first detectable defects in
cell growth coincide with the impairment of
vesicular transport from the ER to the Golgi
and occur before the induction of ER stress.

Rescuing Defective Vesicular Trafficking.
Next, Lindquist and colleagues performed a
complementation screen for modifiers of
�-synuclein toxicity, which identified 34
genes that suppressed �-synuclein toxicity
and 20 genes that increased it. Many sup-
pressor genes that were specific for �-syn-
uclein toxicity encode proteins that are also
involved in ER-to-Golgi transport. If toxicity
from increased �-synuclein levels and/or
aggregation occurs through disruption of the
ER-to-Golgi transport machinery, then pro-
moting the forward transport from the ER to

the Golgi should reverse �-synuclein toxic-
ity. Indeed, this was the case. This was par-
ticularly striking with Ypt1p and Rab1 (the
human homologue of Ypt1p). In yeast, Dro-
sophila, C. elegans, and rat DA neurons, the
overexpression of Ypt1p/Rab1 resulted in
significant reduction of �-synuclein-induced
neurodegeneration.

The small GTPases of the Rab family play
essential roles in vesicle docking and fusion
(Figure 2, panel c) (11). Rab1 has been

shown to be specifically involved in ER-to-
Golgi trafficking and the docking of ER-
derived transport vesicles at the Golgi mem-
brane. This suggests that the transport step
affected by �-synuclein toxicity is vesicle
docking/fusion at the Golgi membrane. The
colocalization of Ypt1p with �-synuclein in
cytosolic inclusion suggests that �-syn-
uclein toxicity may involve the sequestration
of proteins that play a critical role in the
ER-to-Golgi transport and, eventually, the

Figure 2. Potential toxic mechanisms linking protein aggregation, defective trafficking, and
selective degeneration of DA neurons in PD. a) Schematic depiction of the current understanding
of the aggregation pathway of �-synuclein based on in vitro biophysical studies. b) DA oxidation
results in the production of reactive oxygen species and quinone and semiquinone intermedi-
ates, all of which are highly cytotoxic. To protect against the toxic properties of DA metabolites,
the majority of DA is stored in vesicles before its release. c) The study by Cooper et al. shows
that �-synuclein aggregates interfere with a Rab1-dependent step of ER-to-Golgi transport. This
could lead to fragmentation of the Golgi due to an imbalance of incoming and outgoing vesicles,
reduced targeting of DA transporters to synaptic vesicles in the presynaptic terminal, and, as a
consequence, reduced uptake of DA into vesicles and an accumulation of DA in the cytosol.
Formation of toxic DAQ intermediates has been shown to covalently modify �-synuclein and
enhance �-synuclein toxicity through the kinetic stabilization of toxic prefibrillar aggregates.
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disruption of the secretory pathway. Further
biochemical and biophysical characteriza-
tion of the �-synuclein aggregates could
provide important insights into the mecha-
nism of �-synuclein toxicity in yeast. Whether
�-synuclein has a physiological role in
ER-to-Golgi trafficking or transport of syn-
aptic vesicles remains to be determined.

�-Synuclein-Induced Disruption of ER-
to-Golgi Transport. Given the essential role
of the Golgi apparatus in the processing and
targeting of proteins through the secretory
pathway, any disruption at this level is likely
to have detrimental consequences for the
function of the cell. Furthermore, a delicate
balance between anterograde and retro-
grade membrane traffic through the Golgi is
critical to avoid its fragmentation. A link
between �-synuclein aggregation and Golgi
fragmentation is supported by previous find-
ings demonstrating that formation of
�-synuclein aggregates, particularly prefi-
brillar aggregates that precede LB formation
(Figure 2, panel a), causes fragmentation of
the Golgi in cellular models of synucleinopa-
thies (12) as well as in nigral neurons of PD
patients (13). Further studies are required to
elucidate the exact mechanisms by which
�-synuclein aggregation disrupts ER-to-Golgi
transport and cause Golgi fragmentation.

Defective Vesicular Trafficking and DA
Neurons. Although �-synuclein is an abun-
dant protein in different parts of the brain
(up to 1% of total proteins), �-synuclein
aggregation in PD occurs primarily in DA
neurons of the SN. The wide distribution of
�-synuclein in the brain suggests that
�-synuclein on its own cannot explain the
selective degeneration of DA neurons in PD.

Overexpression of human �-synuclein in
transgenic flies (14) or specifically in the SN
of rats (15) and primates (16) results in
selective DA neuronal death and in the for-
mation of �-synuclein-containing inclusions.
Overexpression of PD-linked �-synuclein
mutations in human mesencephalic cell lines
leads to an impaired storage and secretion of
DA, causing an increase in cytosolic DA and

enhanced oxidative stress (17, 18). Xu et al.
(19) reported that blocking DA synthesis in
cultured DA neurons prevents �-synuclein
toxicity, consistent with toxicity being medi-
ated by interactions between the two mol-
ecules. These observations are consistent
with the known hypersensitivity of DA
neurons that express high levels of cytoplas-
mic DA (e.g., the SN rather than the ventral
tegmental area) to cell death in PD.

The selective vulnerability of DA neurons
of the SN to �-synuclein toxicity in PD may
be related to the toxicity and increased con-
centration of cytoplasmic DA in these cells;
this suggests that improper packaging,
secretion, and/or oxidation of DA might
explain the selective degeneration of DA
neurons (17, 18). DA oxidation and forma-
tion of DA orthoquinone (DAQ) in vitro
covalently modifies �-synuclein and results
in kinetic stabilization of toxic �-synuclein
aggregates (20). Therefore, the simulta-
neous contribution of several factors, includ-
ing �-synuclein oligomerization, DA metabo-
lism, and oxidative stress, might be required
for selective degeneration of DA in the SN of
PD brains. Disruption of vesicular trafficking
is likely to hasten cell death by simulta-
neously increasing the levels of cytosolic DA
and enhancing �-synuclein aggregation.

The findings by Cooper and colleagues
offer new insight into the mechanisms by
which �-synuclein overexpression and/or
aggregation interferes with normal function
and viability of neurons and reveal new
targets for therapeutic intervention in PD
and related synucleinopathies. In addition
to being a good model with which to study
genetic diseases, the yeast system is also
demonstrated by these researchers to offer
an excellent platform on which to screen for
druglike molecules as modifiers of �-synu-
clein function(s), aggregation, and toxicity.
The identification of specific pharmacologi-
cal agents that suppress �-synuclein-induced
ER-to-Golgi trafficking defects and prevent or
reverse neurodegeneration in mouse models
of PD as well as in clinical studies is the ulti-

mate proof of the therapeutic potential of
these findings.

Acknowledgment: We thank Ruth Luthi-Carter
for critical reading of the article.

REFERENCES
1. Cohen, F. E., and Kelly, J. W. (2003) Therapeutic ap-

proaches to protein-misfolding diseases, Nature
426, 905–909.

2. Lee, M. C., Miller, E. A., Goldberg, J., Orci, L., and
Schekman, R. (2004) Bi-directional protein trans-
port between the ER and Golgi, Annu. Rev. Cell Dev.
Biol. 20, 87–123.

3. Ross, C. A., and Poirier, M. A. (2005) Opinion: What
is the role of protein aggregation in neurodegenera-
tion? Nat. Rev. Mol. Cell Biol. 6, 891–898.

4. Cooper, A. A., Gitler, A. D., Cashikar, A., Haynes,
C. M., Hill, K. J., Bhullar, B., Liu, K., Xu, K., Strath-
earn, K. E., Liu, F., Cao, S., Caldwell, K. A., Caldwell,
G. A., Marsischky, G., Kolodner, R. D., Labaer, J.,
Rochet, J. C., Bonini, N. M., and Lindquist, S. (2006)
Alpha-synuclein blocks ER-Golgi traffic and Rab1
rescues neuron loss in Parkinson’s models, Science
313, 324–328.

5. Outeiro, T. F., and Lindquist, S. (2003) Yeast cells
provide insight into alpha-synuclein biology and
pathobiology, Science 302, 1772–1775.

6. Polymeropoulos, M. H., Lavedan, C., Leroy, E., Ide,
S. E., Dehejia, A., Dutra, A., Pike, B., Root, H., Ruben-
stein, J., Boyer, R., Stenroos, E. S., Chan-
drasekharappa, S., Athanassiadou, A., Papapetro-
poulos, T., Johnson, W. G., Lazzarini, A. M., Duvoi-
sin, R. C., Di Iorio, G., Golbe, L. I., and Nussbaum,
R. L. (1997) Mutation in the alpha-synuclein gene
identified in families with Parkinson’s disease, Sci-
ence 276, 2045–2047.

7. Kruger, R., Kuhn, W., Muller, T., Woitalla, D., Grae-
ber, M., Kosel, S., Przuntek, H., Epplen, J. T., Schols,
L., and Riess, O. (1998) Ala30Pro mutation in the
gene encoding alpha-synuclein in Parkinson’s dis-
ease, Nat. Genet. 18, 106–108.

8. Singleton, A. B., Farrer, M., Johnson, J., Singleton, A.,
Hague, S., Kachergus, J., Hulihan, M., Peuralinna, T.,
Dutra, A., Nussbaum, R., Lincoln, S., Crawley, A.,
Hanson, M., Maraganore, D., Adler, C., Cookson,
M. R., Muenter, M., Baptista, M., Miller, D., Blan-
cato, J., Hardy, J., and Gwinn-Hardy, K. (2003) Alpha-
synuclein locus triplication causes Parkinson’s dis-
ease, Science 302, 841

9. Zarranz, J. J., Alegre, J., Gomez-Esteban, J. C., Lez-
cano, E., Ros, R., Ampuero, I., Vidal, L., Hoenicka, J.,
Rodriguez, O., Atares, B., Llorens, V., Tortosa, E. G.,
Del Ser, T., Munoz, D. G., and De Yebenes, J. G.
(2004) The new mutation, E46K, of alpha-
synuclein causes parkinson and Lewy body demen-
tia, Ann. Neurol. 55, 164–173.

10. Trojanowski, J. Q., and Lee, V. M. (2003) Parkin-
son’s disease and related alpha-synucleinopathies
are brain amyloidoses, Ann. N.Y. Acad. Sci. 991,
107–110.

11. Zerial, M., and McBride, H. (2001) Rab proteins as
membrane organizers, Nat. Rev. Mol. Cell Biol. 2,
107–117.

www.acschemicalbiology.org VOL.1 NO.7 • 420–424 • 2006 423

Point ofVIEW



12. Gosavi, N., Lee, H. J., Lee, J. S., Patel, S., and Lee, S. J.
(2002) Golgi fragmentation occurs in the cells with
prefibrillar alpha-synuclein aggregates and precedes
the formation of fibrillar inclusion, J. Biol. Chem.
277, 48984–48992.

13. Fujita, Y., Ohama, E., Takatama, M., Al-Sarraj, S., and
Okamoto, K. (2006) Fragmentation of Golgi appara-
tus of nigral neurons with alpha-synuclein-positive
inclusions in patients with Parkinson’s disease, Acta
Neuropathol. DOI: 10.1007/s00401-006-0114-4.

14. Feany, M. B., and Bender, W. W. (2000) A Drosophi-
la model of Parkinson’s disease. Nature 404,
394–398.

15. Lo Bianco, C., Ridet, J. L., Schneider, B. L., Deglon,
N., and Aebischer, P. (2002) Alpha-synucleinopathy
and selective dopaminergic neuron loss in a rat
lentiviral-based model of Parkinson’s disease, Proc.
Natl. Acad. Sci. U.S.A. 99, 10813–10818.

16. Kirik, D., Annett, L. E., Burger, C., Muzyczka, N.,
Mandel, R. J., and Bjorklund, A. (2003) Nigrostriatal
alpha-synucleinopathy induced by viral vector-
mediated overexpression of human alpha-
synuclein: a new primate model of Parkinson’s dis-
ease, Proc. Natl. Acad. Sci. U.S.A. 100, 2884–2889.

17. Lotharius, J., and Brundin, P. (2002) Pathogenesis
of Parkinson’s disease: dopamine, vesicles and
alpha-synuclein, Nat. Rev. Neurosci. 3, 932–942.

18. Lotharius, J., and Brundin, P. (2002) Impaired do-
pamine storage resulting from alpha-synuclein mu-
tations may contribute to the pathogenesis of Par-
kinson’s disease, Hum. Mol. Genet. 11, 2395–2407.

19. Xu, J., Kao, S. Y., Lee, F. J., Song, W., Jin, L. W., and
Yankner, B. A. (2002) Dopamine-dependent neuro-
toxicity of alpha-synuclein: a mechanism for se-
lective neurodegeneration in Parkinson disease, Nat.
Med. 8, 600–606.

20. Conway, K. A., Rochet, J. C., Bieganski, R. M., and
Lansbury, P. T., Jr. (2001) Kinetic stabilization of the
alpha-synuclein protofibril by a dopamine-alpha-
synuclein adduct, Science 294, 1346–1349.

424 VOL.1 NO.7 • 420–424 • 2006 www.acschemicalbiology.orgLASHUEL AND HIRLING



Lighting Up the Nascent Cell Wall
Wilfred A. van der Donk*
Department of Chemistry, University of Illinois at Urbana–Champaign, 600 South Mathews Avenue, Urbana, Illinois 61801

T he manner by which eubacteria
assemble their cell walls has been
intensely investigated for more than

half a century, primarily because this
process is targeted by many important anti-
biotics, including the �-lactams, vancomy-
cin, fosfomycin, nisin, and bacitracin (1).
The eubacterial cell wall consists of layers of
peptidoglycan (PG) polymer (also termed
murein) made up of alternating disacchar-
ides composed of N-acetylglucosamine
(GlcNAc) and N-acetylmuramic acid
(MurNAc) (Figure 1) that are cross-linked
through short peptides attached to the lactyl
group of each MurNAc (2). This cross-linking
by penicillin-binding proteins (PBPs) gener-
ates a netlike, 3D structure that provides
the cell with the strength to withstand
intracellular pressures of several atmo-
spheres. Whereas the cytoplasmic biosyn-
thesis of lipid II, the precursor for the
polymerization of PG, is well understood
(3), the mechanism by which this monomer
is inserted into existing PG in a growing or
dividing cell is still largely unknown. For
the details of PG biosynthesis to be under-
stood, knowledge about the subcellular
localization of the biosynthetic machinery
and its substrates is essential. In a recent
issue of Proceedings of the National
Academy of Sciences, U.S.A., Walker and
co-workers (4) provide a powerful and
general tool for investigating the spatial dis-
tribution of sites of nascent PG biosynthesis.

Although the molecular details are not
known, ramoplanin binds in the region of
MurNAc pyrophosphate found both in lipid II
and in the reducing end of the growing
glycan polymer (5), where new lipid II mol-

ecules are inserted through a transglycosy-
lation reaction catalyzed by the high-
molecular-weight PBPs (Figure 1). Walker
et al. (4) used microscopy and a series of
fluorescently labeled ramoplanin analogues
to visualize the sites of new PG biosynthe-
sis. The staining patterns observed showed
fluorescent patches at the hemispherical
cell poles and at new cell-division septa at
midcell of the rod-shaped bacterium Bacil-
lus subtilis. In addition, helical staining pat-
terns were observed along the cylindrical
side wall of the cell (Figure 2). A similar heli-
coid pattern along the longitudinal cell axis
had been reported previously by Daniel and
Errington (6), who used fluorescently
labeled vancomycin. This molecule binds to
the D-Ala-D-Ala segment present in lipid II as
well as along PG chains that have not been
fully cross-linked by transpeptidases nor
hydrolyzed by D,D-carboxypeptidases
(Figure 1) (2). On the basis of the respective
recognition sites for ramoplanin and vanco-
mycin, one might have expected that the
former would be more specific for staining
initiation sites of nascent PG biosynthesis;
however, similar (although not identical)
patterns were in fact observed when either
probe was used (4). One advantage of ramo-
planin staining over vancomycin staining is
that presumably because of its higher affin-
ity for its target, lower concentrations of
reagents could be used to visualize the
coiled patterns. Because both molecules are
antibiotics, the use of lower concentrations
could be important to ensure that the
reagents themselves do not influence the
distribution of sites of nascent PG biosyn-
thesis. The observation that cell poles are
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ABSTRACT Many antibiotics target the
assembly of the cell wall of eubacteria, a netlike
3D structure composed of layers of peptidoglycan
(PG). Very little is known about how the lipid pre-
cursor of PG, lipid II, is inserted into the existing
cell wall in a growing and dividing cell. A new
study provides a powerful tool for investigating
this insertion process and opens the door to
understanding the mechanism of eubacterial cell
wall biogenesis.
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stained by ramoplanin, with its selectivity for
binding to initiation sites, suggests that the
poles are not inert and that PG biosynthesis
persists.

The detection of helical localization of the
biosynthetic substrates for PG biosynthesis
is very intriguing, especially because it had
been long thought that PG biosynthesis
occurred in a dispersed fashion along the
cylindrical cell of rod-shaped bacteria. It
raises the million-dollar question: what
positions the substrate lipid II and/or the
biosynthetic machinery along spirals wrap-
ping the cylindrical cell membrane? Interest-
ingly, the helical distribution of sites of new
PG biosynthesis comes at a time when more
and more studies report similar sublocaliza-
tions of proteins in bacteria. Recent years
have seen the identification of bacterial
homologues of the major eukaryotic cyto-
skeletal proteins. MreB is the bacterial
homologue of actin, FtsZ is the homologue
of tubulin, and Crescentin is the homologue
of intermediate filament (7). All three are
distributed at certain times during bacterial
cell cycles in helicoid patterns. Because the

shape of the PG layer is a critical determi-
nant of bacterial morphology (2), many
mutants identified in various nonspherical
bacteria on the basis of a change of shape
(rod mutants) have provided candidate pro-
teins that may determine the spatial organi-
zation of the machinery for new PG biosyn-
thesis. Among these mutants are genes in
the mre gene cluster (murein cluster e). Like
actin, MreB assembles into filaments that
form large fibrous spirals in the cytoplasm,
just under the cell membrane of the rod-
shaped bacteria B. subtilis (8, 9) and
Escherichia coli (10), as well as at the start of
the cell cycle of the crescent-shaped organ-
ism Caulobacter crescentus (11, 12). Visual-
ization of these structures by immunofluo-
rescence microscopy or GFP-fusion imaging
demonstrates that in B. subtilis and C. cres-
centus the spiral consists of three or four
turns along the length of the cell, whereas in
E. coli the helix forms one or two turns. Inter-
estingly, Pbp2, whose gene is in the same
operon as mreB, is also organized along
helical bands encircling the cell in C. cres-
centus. This spiral arrangement of Pbp2 is

dependent on MreB, and Pbp2 coimmuno-
precipitated with several other PBPs; this
suggests it is part of a multienzyme PG bio-
synthetic complex (11). Bacterial cell-wall
biosynthesis in rod-shaped bacteria is
thought to take place in two stages, one
involving cell division at the septum and a
subsequent stage in which elongation of the
side wall takes place (2). Pbp2 is essential
for the latter process and is a membrane
protein with a cytoplasmic and periplasmic
domain that catalyzes cross-linking of PG by
transpeptidation. Collectively, these data
suggest a model in which the intracellular
MreB helix might position the Pbp2 spiral,
thus serving as a spatial and temporal
cytoskeletal scaffold directing PG biosynthe-
sis during cell elongation. However, several
other studies suggest a more complex
picture. The helical positioning of fluores-
cently labeled vancomycin reporting on the
location of nascent PG biosynthesis was not
dependent on MreB (6). Furthermore, during
the cell cycle of C. crescentus, the coiled dis-
tribution of MreB dynamically changed to a
midcell localization at the onset of cell divi-

Figure 1. Schematic representation of
new PG biosynthesis. The structure of
lipid II is shown in blue. It is inserted into
existing PG via a transglycosylation
reaction. After incorporation, the side-
chain amine of a lysine (or in certain
cases, a diaminopimelic acid) of one
nascent chain is cross-linked with
another PG chain by a transpeptidation
reaction in which the terminal D-Ala of
one of the MurNAc-linked pentapeptides
is displaced. The binding sites of
vancomycin, which primarily inhibits
transpeptidation, and ramoplanin, which
inhibits transglycosylation, are indicated.
Inset: Nascent PG after one transpepti-
dation cross-link. M � MurNAc, G �
GlcNAc, blue spheres are the first three
amino acids of pentapeptide, and green
spheres represent D-Ala-D-Ala. In mature
PG, the terminal D-Ala can be removed as
a result of transpeptidation or
alternatively by proteolysis by a D,D-car-
boxypeptidase.
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sion, whereas Pbp2 remained organized in
spirals (11, 13).

If the biosynthetic complex for PG biosyn-
thesis does not appear to track along MreB
filaments, how does it then become orga-
nized along helices during cell elongation?
The membrane proteins MreC and MreD are
essential for determining a rodlike shape
and also form helical cables around the lon-
gitudinal axes of various bacteria (13–15).
Moreover, MreC is required for the spiral dis-
tribution of PG precursors in B. subtilis (15).
Interestingly, simultaneous visualization of
cytosolic MreB and periplasmic MreC in
C. crescentus showed that their helices do
not colocalize and also that MreC helix for-
mation is independent of MreB (13). Thus,
transfer of the information about localiza-
tion from the cytoplasm to the periplasm
does not appear to be achieved through a
direct physical interaction between these
two protein helices. On the other hand, the
mere fact that the two coils do not overlay
suggests that some form of communication
must occur. The Pbp2 helix did partially
overlap with the MreC spiral, and in the
absence of functional MreC or MreB, newly
synthesized Pbp2 mislocalized to the divi-

sion plane. This mislocalization was shown
to be dependent on the tubulin homologue
FtsZ (13), which forms a ring at midcell in the
earliest known event of cell division and
then recruits all other proteins associated
with cytokinesis (16). In cells containing
chemically inactivated MreB and that were
depleted of FtsZ, Pbp2 once again was local-
ized along helical patterns. To explain these
observations, Theriot et al. (13) recently
hypothesized that MreB prevents Pbp2
accumulation at the divisional site and that
MreC actively promotes helical localization
along the cylindrical side wall. When either
is absent or inactivated, mislocalization of
Pbp2 occurs. The reason that FtsZ depletion
counteracts MreB inactivation in this model
is that in the absence of FtsZ no PG precur-
sors accumulate at midcell that can recruit
Pbp2.

Unlike C. crescentus, many bacteria have
�1 MreB homologue. B. subtilis contains
three such proteins: MreB, Mbl (MreB-like),
and MreBH. Like MreB, Mbl is important in
determining cell shape and forms spiral pat-
terns along the cylindrical part of the cell (8).
The importance of these Mbl fibers for posi-
tioning new PG biosynthesis during cell
elongation is currently under debate. Daniel
and Errington (6) reported that the helical
staining pattern with fluorescein-labeled
vancomycin was abolished in mbl null
mutants. On the other hand, Walker and
co-workers (4) used either labeled vancomy-
cin or ramoplanin to show a qualitatively
similar pattern of helicoid staining of wild-
type and mbl– cells. The reasons for this dis-
crepancy are not known at present.

To date most studies have looked at
localization of Pbp2 by fluorescence imag-
ing and at transpeptidation and transglycosyl-
ation sites using fluorescently labeled vanco-
mycin and ramoplanin. However, PBPs
themselves need not necessarily track along
cytoskeletal filaments; in principle only one
component of the multienzyme PG biosyn-
thetic complex must be properly positioned
for the entire complex to be correctly local-

ized. In the spherical bacterium Staphylococ-
cus aureus, Pbp2 appears to be recruited to
sites of new PG synthesis (division site) by
the presence of its substrate (17). Thus, other
means for proper spatial and/or temporal
control over PG biosynthesis in rod-shaped
bacteria could involve coordinated localiza-
tion of lipid II in the outer leaflet of the cyto-
plasmic membrane. At present, the translo-
case that exports intracellularly synthesized
lipid II to the outside of the membrane re-
mains unidentified; hence, its subcellular
localization is unknown. Another possibility
suggested by Walker and co-workers (4) is
based on the observed helical bands of pro-
teins of the general secretory (Sec) machin-
ery (18). The PBPs are exported by the Sec
pathway, and hence the observed helical
localization of SecA and SecY may play a
role in determining the timing and place of
PBP membrane insertion and therefore new
PG biosynthesis.

In closing, the long-held view of bacteria
as bags of relatively uniformly distributed
biomolecules enclosed by cell walls and
membranes was abandoned some time ago
with the discovery of bacterial cell cycles
and polarity. Now the mechanisms by which
subcellular localization is governed are
starting to emerge. In one example dis-
cussed here, recent years have seen major
developments in our understanding of how
the spatial and temporal coordination of PG
biosynthesis is achieved. Although many
questions still remain, given the rapid pace
of progress in the area, the advances in the
spatial and temporal resolution of fluores-
cence imaging, and the development of
small molecules as additional tools, the
near future is likely to see major new dis-
coveries.
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Bacterial Evolution by Intelligent Design
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I n the past decade, interest in engineer-
ing new strains of bacteria that are opti-
mized to carry out processes of medical,

agricultural, or industrial importance has
exploded. This body of research, sometimes
referred to as “synthetic biology”, draws on
decades of fundamental studies about the
molecular biology of bacteria and seeks to
exploit this knowledge to fine-tune existing
types of bacterial physiology or to create
whole new types of physiology. An excellent
example of this research was recently
published in Nature Biotechnology that
described the isolation of a mutation in the
quorum-sensing regulator LuxR of Vibrio fis-
cheri. The mutation blocks the detection of
the native chemical signal of V. fischeri but
allows detection of a new signal that is not
detected by the wild-type protein (1). This
study will have applications in bacterial
engineering and will provide insight about
bacterial genetics, the detection of environ-
mental signals, structural biology, and
protein evolution.

Many types of bacteria communicate via
the release and detection of diffusible chem-
ical signals. These chemicals, which can be
thought of as bacterial pheromones, stimu-
late diverse behaviors, including biolumi-
nescence; the horizontal transfer of DNA;
the formation of biofilms; and the produc-
tion of pathogenetic factors, antibiotics, and
other secondary metabolites (2). Gram-posi-
tive bacteria typically communicate by using
oligopeptide signals that are detected by
two-component phosphorelay proteins (3),
whereas proteobacteria generally signal via
acyl-homoserine lactones (AHLs). Additional
classes of bacterial pheromones have also

been described (4). In addition to using
species-specific signals, some groups of
bacteria appear to employ a universal signal
(a bacterial Esperanto) to communicate
intergenerically (5).

V. fischeri is a bioluminescent marine
bacterium that symbiotically colonizes
various species of fish and invertebrates,
which in turn exploit bacterial luminescence
for a variety of purposes (5). A protein called
LuxI synthesizes 3-oxo-hexanoyl-L-homo-
serine lactone (OHHL), an AHL-type signal
molecule (6), and a protein called LuxR is
the signal sensor and a signal-dependent
transcriptional activator of the luciferase
operon (7, 8). As a population of V. fischeri
cells grows, the concentration of OHHL
increases as a function of cell-population
density. When the concentration of OHHL
reaches the micromolar range, its passive
efflux from the cells becomes balanced by a
passive influx; therefore, its intracellular
concentration increases enough to bind to
LuxR. LuxR–OHHL complexes bind lucif-
erase promoters and activate their transcrip-
tion (Figure 1, panel a).

Intercellular signaling is thought to allow
an estimation of population densities, a
phenomenon sometimes referred to as
quorum sensing (9). Certain bacterial behav-
iors are appropriate only if carried out simul-
taneously by large numbers of bacterial cells
(a quorum). Bacteria are thought to use the
concentration of these chemical signals as
an indication of population density. How-
ever, this view of signaling is somewhat
facile and teleological. One author sug-
gested that these molecules might be
released by a single bacterium to detect and
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ABSTRACT In a process called quorum sensing,
bacteria produce and secrete certain signaling
compounds (called autoinducers) that bind to
receptors on other bacteria and activate transcrip-
tion of certain genes. A clever genetic selection
yields a new quorum-sensing transcriptional regu-
lator that marches to the beat of a different
drummer.
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measure diffusion barriers (10). According
to this idea, these signal molecules can
accumulate only if their diffusion is limited,
and the bacterium might use this informa-
tion, for example, to release hydrolytic
enzymes or a matrix needed for biofilm for-
mation. Both ideas are probably equally
valid, because population density and diffu-
sion barriers should both contribute to the
accumulation of these signals. Equally plau-
sible is that bacteria might require a quorum
to effectively send and receive chemical
signals; however, the goal of signaling may
not be to measure the quorum but rather to
coordinate the behavior of its members
(11). In short, we should not pretend to
understand the “why” of these bacterial sig-
naling systems.

The study in Nature Biotechnology begins
with a triple mutant in LuxR (referred to as
G2E) that has the mutations T33A, S116A,

and M135I; this shows a relaxed specificity
of AHL signal molecules (12). Whereas the
native LuxR detects primarily OHHL, the G2E
protein can detect a wide variety of similar
signals. In the present study, Collins and
coworkers started with the G2E mutation
and used a clever sequential positive and
negative selection for mutants that can
detect decanoyl-homoserine lactone (HSL)
but not OHHL. They constructed a Pluxl–
chloramphenicol acetyl transferase (cat)
fusion to select for function in the presence
of decanoyl-HSL. Expression of this fusion
causes chloramphenicol resistance and was
used to select for LuxR function in the pres-
ence of decanoyl-HSL. Colonies were
pooled, and their DNA was extracted and
introduced into a strain containing a Plux-bit
fusion, where bit inhibits the activity of
�-lactamase. Expression of Bit in the pres-
ence of OHHL was counterselected on a

medium that contained ampicillin. The sur-
viving mutants all shared the same alter-
ation, an arginine at position 67 in place of
the wild-type methionine (M67R). It is
unlikely that this mutation could readily
have been isolated without this novel two-
step selection. This LuxR variant can detect
several AHLs with unsubstituted acyl groups
but does not detect AHLs with 3-oxo substi-
tutions.

Of the three alterations in mutant G2E,
M135A is particularly interesting. Residue
M135 lies at the same position as Ser126 of
the TraR protein of Agrobacterium tumefa-
ciens. The structure of TraR has been solved
by X-ray crystallography (13). Ser126 of TraR
lies close to Thr129, which makes a water-
mediated hydrogen bond to the 3-oxo group
of 3-oxo-octanoylhomoserine lactone (OOHL)
(13). LuxR has a serine at position 137,
which could play a similar role, and if so, the
M135A mutant could destabilize this bond,
thereby decreasing specificity for the 3-oxo
group. Similarly, Met67 lies at the same
position as Gln58 of the TraR. The �-carbon
of Gln58 contacts the terminal carbon of the
acyl chain of OOHL. This suggests that the
�-carbon of Met67 of LuxR might hinder the
binding of AHLs with acyl chains that are
greater than six carbons, whereas the muta-
tion M67R somehow relieves this block. This
interpretation is consistent with the way the
mutation was isolated (selection for detec-
tion of a long-chain unsubstituted AHL, and
selection against detection of a short-chain
3-oxo-substituted AHL). How this mutation
blocks the detection of the 3-oxo substitu-
tion is therefore puzzling. Perhaps future
studies will solve this riddle.

As pointed out in the study, the isolation
of the double mutant of LuxR may mimic the
stepwise accumulation of mutations in
nature. Several studies have shown that the
first step in protein evolution often involves
the acquisition of “promiscuous functions”
that retain but broaden the ancestral func-
tions (14). Later steps in evolution cause the
protein to acquire “respecialized” proper-

Figure 1. Communication in V. fischeri. a) Population-density-dependent expression of the
luciferase operon of V. fischeri. LuxI proteins synthesize OHHL, which diffuses freely across the
cell envelope. A combination of high cell density and a diffusion barrier causes these
pheromones to accumulate and to bind to the LuxR transcription factor; this activates
transcription of the luciferase operon, and bioluminescence results. b) Two-step evolution of a
LuxR variant with altered AHL specificity. In the first step, a mutant was isolated that has a
broadened specificity for AHLs; it detected both OHHL and decanoyl-HSL (as well as several
other AHLs). In the second step, a mutant was isolated that detects the latter AHL but not the
former.
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ties. The original triple mutant caused the
protein to detect a wide variety of AHLs,
whereas the second mutation (M67R)
restricted the detection of AHLs. Of course,
the natural evolution of a new LuxR/LuxI-
type regulatory system requires that both
proteins coevolve such that the AHL syn-
thase always makes a signal that the AHL
receptor can detect. One AHL synthase and
one AHL receptor were subjected to site-
directed mutagenesis to create variants with
new signal specificities. A T140A mutant of
EsaI (a LuxI homologue) preferentially syn-
thesizes an unsubstituted AHL rather than a
3-oxo substituted AHL (15). Similarly, a
T129A or T129V mutant of TraR detected
unsubstituted AHLs with the same affinity
as 3-oxo AHLs (16). Curiously, overproduc-
tion of either protein also reduces its AHL
specificity. Overproduction of AHL syn-
thases is thought to deplete the cell of the
favored acyl-carrier protein substrate, and
the enzyme then uses less favored ones
(17). Overproduction of several AHL recep-
tors dramatically broadens their substrate
specificities, though the reason for this is
not clear (18).

The creation of a new signal specificity
will have interesting and unforeseen appli-
cations in synthetic biology. In previous
studies, geneticists have separated signal
synthesis and detection in two different bac-
terial strains, so that one strain detects a
signal sent by another. The current study will
enable reciprocal signaling, such that one
strain releases a signal that is detected by a
second strain, which then synthesizes a
second signal that is detected only by the
first strain. Reciprocal signaling could be
useful in constructing oscillating circuits
through negative feedback or could control
the timing of sequential steps in the biosyn-
thesis of a complex pharmaceutical. Creat-
ing similar systems with three or more
signals should be possible. In addition to
the construction of new variants of LuxR,
many natural LuxR homologues have been
discovered that detect diverse AHLs and

bind different DNA sequences. Researchers
should be able to mix and match the
binding domains of AHL and DNA of the
various LuxR homologues to construct pro-
teins that bind to new DNA sequences that
are chosen by the intelligent bacterial
designer.
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T he discovery of nonribosomally encoded citrulline
in proteins was first reported �40 years ago (1,
2), but the importance of this post-translational

modification (PTM) to human physiology remained
obscure until the 1990s, when two factors came
together to bring this modification to prominence. The
first factor was the discovery that rheumatoid arthritis
(RA) patients produce autoantibodies targeting citrul-
line-containing epitopes and that these autoantibodies
are a highly specific predictor of the disease (3). The
second factor was the determination that histones
contain citrulline residues; this finding suggested that
this modification could affect gene transcription as a
part of the “histone code” hypothesis (4–6). In addition,
alterations of protein citrullination have been tentatively
tied to the etiology of multiple sclerosis, psoriasis, glau-
coma, various adenocarcinomas, and even bacterial
infections by Porphyromonas gingivalis (7–11). The
contributions of protein citrullination to some of these
disease states have been reviewed elsewhere (12, 13).
Recent efforts at the molecular, cellular, and whole-
organism levels have begun to characterize the normal
and pathophysiological roles of both protein citrullina-
tion and the enzymes responsible for catalyzing this
modification: the protein (or peptidyl) arginine deimi-
nases (PADs). In this review, we describe these efforts,
placing particular emphasis on the role of one isozyme,
protein arginine deiminase 4 (PAD4), in transcriptional
regulation and its putative demethylimination activity.

The PAD Family of Enzymes. The PADs, which are
deiminating enzymes that hydrolyze guanidinium side
chains to yield peptidylcitrulline and ammonia, belong
to a larger group of guanidino-modifying enzymes called
the amidinotransferase (AT) superfamily (14). Additional

*Corresponding authors,
thompson@mail.chem.sc.edu,
waltfast@mail.utexas.edu.

Received for review June 1, 2006
and accepted July 3, 2006.

Published online August 18, 2006

10.1021/cb6002306 CCC: $33.50

© 2006 by American Chemical Society

ABSTRACT Protein citrullination, a once-obscure post-translational modification
(PTM) of peptidylarginine, has recently become an area of significant interest
because of its suspected role in human disease states, including rheumatoid
arthritis and multiple sclerosis, and also because of its newfound role in gene regu-
lation. One protein isozyme responsible for this modification, protein arginine
deiminase 4 (PAD4), has also been proposed to “reverse” epigenetic histone modi-
fications made by the protein arginine methyltransferases. Here, we review the in
vivo and in vitro studies of transcriptional regulation by PAD4, evaluate conflicting
evidence for its ability to use methylated peptidylarginine as a substrate, and high-
light promising areas of future work. Understanding the interplay of multiple argi-
nine PTMs is an emerging area of importance in health and disease and is a topic
best addressed by novel tools in proteomics and chemical biology.
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members of this superfamily include the arginine deim-
inases (ADIs), enzymes found in both prokaryotes and
the primitive eukaryote Giardia intestinalis, that act on
nonpeptidyl arginine and that are involved in energy pro-
duction; the dimethylarginine dimethylaminohydrolases
(DDAHs), enzymes found in both bacteria and mammals
that convert nonpeptidyl methylarginines into citrulline;
the ATs, enzymes involved in both creatine and strepto-
mycin biosynthesis; and the dihydrolases, bacterial
enzymes involved in arginine catabolism that catalyze
two successive hydrolytic steps. Whereas most super-
family members act on nonpeptidyl amino acids, PADs
are highly specific for peptidylarginine residues and
require at least one additional residue N-terminal to the
site of modification (15). Although PAD and PAD-like
enzymes are not universally conserved, they are present
in several species, from bacteria to humans. Interest-
ingly, the bacterial PADs are composed of only the
�40 kDa catalytic domain, whereas mammals have
much larger multidomain enzymes (�75 kDa) whose
activity is regulated by calcium. The extra domains in the
mammalian enzymes, present in the N-terminal half of
the protein, include two immunoglobulin-like domains
that are proposed to mediate protein–protein interac-
tions and/or substrate targeting (16). To date, five
human PAD homologues have been identified. For his-
torical reasons, these isozymes are designated PAD1–4
and PAD6. Human PAD4 was initially named PAD5 but
was later renamed PAD4 to reflect the fact that it is a true
ortholog of this isoform. PAD4 is distinguished by the
insertion of a nuclear localization sequence and, in con-
trast to the cytoplasmic location of the other isoforms, is
the only PAD localized to the cell nucleus (17).

Role of PAD4 in Transcriptional Regulation. Since the
seminal finding that the histone acetylases and deacety-
lases (18, 19) are transcriptional coregulators, intense
and continuing efforts have been made to catalog the
numbers and types of PTMs that occur to histones on
the premise that other histone-modifying enzymes
might also influence gene transcription. Thus, the dis-
covery that PAD4 is a nuclear enzyme that deiminates
histones H2A, H3, and H4 (4) strongly suggested that it
may also act as a transcriptional coregulator. A combina-
tion of proteomic techniques has determined that the in
vivo sites of histone deimination occur at the N-terminal
tails of histones H2A, H3, and H4 and, specifically, H2
Arg3, H3 Arg2, H3 Arg8, H3 Arg17, H3 Arg26, and H4
Arg3 (20–22).

Several independent studies have subsequently con-
firmed transcriptional coregulation by PAD4. For
example, Wang et al. (22) transfected increasing
amounts of a PAD4-encoding construct into MCF7 cells,
a mammary carcinoma or breast-cancer cell line, and
monitored the effects of this treatment on the transcrip-
tion of an estrogen-responsive luciferase reporter con-
struct. In these experiments, PAD4 clearly acts as a tran-
scriptional corepressor in a dose-dependent manner.
The catalytic activity of PAD4 is essential for this function
because the corepressor function of a catalytically inac-
tive mutant is significantly attenuated (22). Similarly,
Cuthbert et al. (20) demonstrated that PAD4 fused to a
zinc-finger DNA binding domain (PAD4-ZnDBD) could
act as a transcriptional corepressor for the endogenous
vascular endothelial growth factor-A (VEGF-A) promoter.
For these experiments, the PAD4-ZnDBD was cotrans-
fected with constructs encoding either the estrogen
receptor or thyroid hormone receptor ligand binding
domains fused to a different VEGF-A targeting ZnDBD,
and transcription of the endogenous VEGF-A gene was
monitored by real-time polymerase chain reaction (20).
Importantly, the wild-type enzyme, but not a catalytically
inactive mutant (a C-terminal truncation lacking amino
acids 591–663), could repress the levels of transcrip-
tion afforded by the thyroid hormone receptor construct,
an indication that citrullination by PAD4 is essential for
this effect.

Chromatin immunoprecipitation (ChIP) experiments
further demonstrated a role for PAD4 in transcriptional
regulation (20, 22). In these experiments, the levels of
PAD4, various transcriptional cofactors, and specific
histone modifications on the endogenous estrogen
receptor responsive pS2 promoter were monitored at
specific time points before and after the addition of
estradiol. MCF7 cells were used for these experiments
because PAD4 protein is expressed in this cell line in an
estrogen-dependent manner (20, 22). These ChIP
experiments demonstrated that PAD4 is constitutively
associated with the pS2 promoter; its levels increased
slightly 20–40 min after the addition of estradiol and
then decreased thereafter to basal levels. Importantly,
the amount of citrulline present in the N-terminal tails of
histones H3 and H4 rose and then fell with similar kinet-
ics. The levels of PAD4 and citrullinated histones on the
pS2 promoter also correlated with its presumed function
as a transcriptional corepressor because the levels of
RNA polymerase II on this promoter were high when the

Intense efforts have been made to catalog the numbers and

types of post-translational modifications that occur to

histones . . .
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levels of PAD4 and deiminated histones were low and
vice versa. These results demonstrate that PAD4 is a
transcriptional coregulator. The repressive effects of
PAD4 on gene regulation are likely mediated by its
ability to catalyze the deimination of specific residues
present in the N-terminal tails of histones H3 and H4
(and possibly H2A) because histone modifications are
generally known to affect transcription by altering the
local chromatin structure either directly or indirectly via
the recruitment of additional transcriptional coregula-
tors (5, 23, 24). PAD4 has been shown to catalyze the
citrullination of the glucocorticoid receptor interacting
protein 1 binding domain in p300 (and antagonize
methylation of this domain by coactivator-associated
arginine methyltransferase 1, CARM1) (25). This sug-
gests that, in addition to histone citrullination, the deim-
ination of other transcriptional coregulators can contrib-
ute to the transcriptional corepressor function of this
enzyme.

Does PAD4 Catalyze Demethylimination? In addition
to citrullination, arginine residues in the N-terminal tails
of histones H3 and H4 are alternatively monomethylated
and asymmetrically dimethylated on their guanidinium
side chains. These methylation events are catalyzed by
protein arginine methyltransferase 1 (PRMT1) and
CARM1 (CARM1/PRMT4), which are type I PRMTs that
catalyze the sequential formation of both N�-mono-
methylarginine (MMA) and asymmetric N�,N�-dimethyl-
arginine (ADMA) in an S-adenosylmethionine (SAM)-
dependent manner (Figure 1). Note that PRMTs are gen-
erally classified as either type I or II enzymes. Type I

PRMTs (e.g., PRMT1 and CARM1) catalyze the formation
of peptidyl MMA and ADMA, whereas type II enzymes
(e.g., PRMTs 5 and 7) catalyze the formation of peptidyl
MMA and symmetric N�,N�=-dimethyl-L-arginine (SDMA).
Notably, the sites of deimination by PAD4 overlap with
the sites of arginine methylation. For example, CARM1
methylates arginines 2, 17, and 26 in histone H3
(26–28), and PRMT1 methylates arginine 3 in histone
H4 (29, 30). These PRMTs act as transcriptional coacti-
vators for numerous transcription factors (e.g., the estro-
gen receptor (31)), and their methyltransferase activity is
required for this function. Generally, asymmetric dimeth-
ylation, not monomethylation, is associated with tran-
scriptional activation (26, 27, 29, 30).

This overlap of methylation and deimination sites
provided further support for the initial suggestion by
Bannister et al. (6) that PAD4 might act to “reverse” the
transcriptional coactivator function of the PRMTs by
hydrolyzing methylated arginines to citrulline. PAD-
catalyzed hydrolysis of methylated arginines, dubbed a
“demethylimination” reaction, would require the recog-
nition of methylated arginines as substrates and would
not truly reverse the modification but instead leave pep-
tidylcitrulline as a final product. True reversibility by an
arginine demethylase has not been discovered yet, but
if PAD4 can remove the methyl mark introduced by the
PRMTs, then it might serve an analogous function.

Several lines of evidence reported by Cuthbert et al.
(20) and Wang et al. (22) suggest that, in addition to its
established deiminase activity, PAD4 may also catalyze
demethylimination in vivo. For example, ChIP assays on
the pS2 promoter show that
the appearance of citrulline on
both histone H3 and histone
H4 correlates with decreasing
levels of ADMA. Similarly, the
levels of methylated histones
H3 Arg17 and H4 Arg3 are
reduced in HL 60 granulocytes,
a cell line known to express
PAD4, after treatment of this
cell line with a calcium iono-
phore. The disappearance of
these epitopes correlates with
the appearance of citrulline on
histones H3 and H4. Although
these results appear to sup-
port an in vivo PAD4 demeth-

KEYWORDS
Activity-based protein profiling: A technique that

uses small-molecule probes to detect enzyme
activities in complex mixtures.

S-Alkylthiouronium: A cationic S-alkylated thio-
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ylimination activity,
alternative expla-
nations exist. For
example, deimina-
tion might antago-
nize methylation
(substrate deple-
tion), and deimina-

tion of other sites within histones H3 and H4 might pre-
vent antibody recognition (epitope occlusion). These
alternatives would not necessarily require PAD4 to deim-
inate methylated arginine residues.

Although the in vivo evidence described above sup-
porting a physiologically relevant demethyliminase
activity is compelling, the in vitro studies of this putative
activity are less so and, in many cases, are contradic-
tory. For example, recombinant histones H3 and H4
methylated by CARM1 and PRMT1, respectively, with
[3H]-SAM used as the methyl donor and presumably
bearing MMA, were demethyliminated by PAD4 with the
concomitant production of methylamine (22). In sharp
contrast, several independent laboratories have pro-
vided compelling evidence that PAD4 cannot catalyze
efficient demethylimination in vitro. For example,
Kearney et al. (15) synthesized several small-molecule
and peptide substrates containing MMA, ADMA, and
SDMA and then evaluated their ability to act as PAD4
substrates. While these compounds were demethylimi-
nated by PAD4, the rates at which they are processed
are much slower than the rates of deimination observed
for the corresponding peptidylarginines, with observed
rate reductions on the order of 100- to 10,000-fold (15).
The in vitro rates of PAD4-mediated demethylimination
are �1000-fold slower than the rate at which arginine
residues in histone H3 are methylated by CARM1 (28);
this makes PAD4 a relatively inefficient demethylimi-
nase. Similar results have been reported by three
groups: Hidaka et al. (32) utilized HPLC and mass spec-
trometry (MS)-based assays to demonstrate that benzo-
ylated methyl arginine derivatives are neither good sub-
strates nor good inhibitors of PAD4; Cuthbert et al. (20)
showed that ADMA- and SDMA-containing peptides
were not demethyliminated by PAD4; and Wang et al.
(22) established that histone H4-based peptides meth-
ylated by PRMT1 (and presumably bearing MMA) were
poor substrates for PAD4 in vitro. These in vitro studies
strongly suggest that PAD4 does not possess a physi-

ologically relevant demethylimination activity and are in
apparent conflict with the in vivo data.

Structure and Mechanism behind PAD Activity and
Specificity. Recent structural and mechanistic studies of
PAD4 and other members of the AT superfamily provide
a framework for understanding how PAD4 catalyzes
deimination and how this enzyme can achieve a 100- to
10,000-fold kinetic discrimination between substrates
that differ by as little as one methyl group.

One possible chemical mechanism for PAD4-
catalyzed deimination is proposed below (Figure 2). The
substrate guanidinium is held in place by an intricate
hydrogen-bonding network formed between this group
and two active-site aspartyl groups (Asp350 and
Asp473; PAD4 numbering is used unless otherwise indi-
cated) that are conserved in both PADs and ADIs. These
interactions help to position the guanidinium for nucleo-
philic attack by a conserved active-site cysteine nucleo-
phile (Cys645 in PAD4), resulting in formation of an
initial tetrahedral adduct between Cys645 and the gua-
nidinium carbon. Collapse of this adduct to form a cova-
lent planar S-alkylthiouronium intermediate then pro-
ceeds with the concomitant release of the first product,
ammonia. Cleavage of this C–N bond likely requires con-
comitant protonation, and His471 is well-positioned to
serve as a general acid for this step. The resulting planar
S-alkylthiouronium intermediate is subsequently hydro-
lyzed to release the final product, citrulline. The hydro-
lytic water required for this step is potentially deproto-
nated to hydroxide by a general base such as His471,
which is well-positioned to serve this function. Alterna-
tively, the participation of ammonia (product-assisted
catalysis) has been proposed to play a role in hydroxide
formation because PAD4 does not possess a suitably
positioned amino acid to improve the basicity of His471,
whereas other AT superfamily members do possess
such a residue (15). A substrate-assisted mechanism
has also been proposed (33). Although detailed studies
of PAD4 catalysis have been limited, key aspects of the
proposed mechanism have been confirmed, including
the identity and stoichiometry of the reaction products
(15, 32), the incorporation of solvent 18O into citrulline
(15, 32), the structural conservation of the active site,
and the essential nature of conserved active site resi-
dues, for example, Cys645, Asp350, Asp473, and
His471, for activity (16).

This proposed mechanism is also supported by struc-
tural and mechanistic studies on PAD4 and similarities
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with other hydrolytic members of the AT superfamily,
such as ADI and DDAH (33–39). For example, the exten-
sive hydrogen-bonding network of the substrate guani-
dinium with Asp350 and Asp473 can easily be seen in
the structure of the PAD4(C645S)–N�-benzoyl-L-arginine
amide complex, which mimics the initial enzyme–
substrate complex (Figure 3, panel a). A snapshot of the
initial tetrahedral species has also been observed in
structures of the ADI–arginine complex (Figure 3,
panel b) (33, 34). While this tetrahedral adduct was orig-
inally assigned as a covalent complex formed by the
back reaction with citrulline (34), later functional analy-
ses suggested that this structure most likely depicts the
species preceding formation of the planar thiouronium
intermediate (37). The lifetime of this tetrahedral
species does not appear to contribute significantly to
the kinetic mechanism of ADI (38), but its structure does
strongly suggest that a conserved active-site histidine is
appropriately positioned to serve as a general acid to
donate a proton to the leaving group. This proposed role
is consistent with the elevated pKa (7.9) assigned to
His471 of PAD4 (15) and also with studies of ADI and
DDAH (16, 33, 35–37). Collapse of the tetrahedral
adduct and the elimination of ammonia lead to the for-
mation of a planar sp2-hybridized thiouronium interme-
diate that is known to have a significant lifetime in the
kinetic mechanisms of both ADI and DDAH (33, 35–37).
Structures of the thiouronium intermediate bound to ADI
are available (Figure 3, panel c) and demonstrate that
the tight hydrogen-bonding network between the sub-
strate and the two active-site aspartyl groups is con-
served throughout the reaction (33, 34). The structure of

the ADI–thiouronium intermediate also reveals an
ordered water molecule that is poised to attack the thio-
uronium intermediate, passing through a similar tetra-
hedral species (not shown) and generating citrulline
during the hydrolytic half-reaction. Both His471 and
Asp473 are well-placed to assist this step by deproto-
nating the water to provide a nucleophilic hydroxide, but
additional studies will be required to determine the
actual general base for this step. It should also be
emphasized that further study will be required to deter-
mine the subtle differences in mechanism between ADI,
DDAH, and PAD that result in their drastically different
pH-rate profiles (15, 36, 37).

While the molecular details regarding PAD4 catalysis
are still being deciphered, the structural and mechanis-
tic data obtained to date for PAD4 and the related
enzymes ADI and DDAH provide insight into how PAD4
is able to discriminate between substrates that differ by
only one methyl group. First, it is unlikely that methyla-
tion contributes intrinsically to
the stability of these residues
toward hydrolysis. N�-Methyl-
ation only has small effects on
the overall charge, electrophi-
licity, and leaving-group stabil-
ity of these substrates, as dem-
onstrated by the small variance
in pKa values (13.4–13.6)
reported for guanidine, N-methyl-
guanidine, and N,N-dimethyl-
guanidine (40). The fact that
N�-methylated substrates are

KEYWORDS
Citrullination: A post-translational protein modification

that converts arginine side chains to citrulline. Also
called deimination.

Covalent intermediate: A reaction intermediate that
contains a transient covalent bond formed with an
enzyme’s active-site residue or with an enzyme-bound
cofactor.
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Figure 3. Structures of putative deiminase reaction intermediates. a) Human C645S PAD4 complexed with a protected
arginine substrate mimicking the proposed Michaelis complex. b) Mycoplasma arginini ADI complexed with a proposed
covalent tetrahedral reaction intermediate. c) M. arginini ADI complexed with an sp2-hybridized covalent reaction
intermediate showing an ordered water (red sphere) poised for the subsequent hydrolytic step. PDB structures 1WDA,
1LXY, and 1S9R, respectively, were used to create the figure panels.
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not effective PAD4 inhibitors (32) supports the idea that
PAD4’s preference for unmethylated substrates is due to
steric exclusion rather than intrinsic stability of methyl-
ated guanidiniums.

A structural comparison with the related DDAH
enzymes is instructive. DDAH is very selective for N�-meth-
ylated arginine substrates, and against unmodified argi-
nine residues. This selectivity is essential for the proper
physiological function of DDAH because it ensures that
DDAH only hydrolyzes N�-methylated arginines, which
are endogenous inhibitors of nitric oxide synthase, and
does not hydrolyze arginine, which is a nitric oxide syn-
thase substrate. A structural overlay of the PAD4 and
DDAH active sites (Figure 4) shows very similar position-
ing of the substrates’ side chains, and a side-on biden-
tate ligation of N� and N� by Asp350. Also conserved is
a visible water channel that extends to the surface of
the protein, presumably allowing the first product,
ammonia, to diffuse away, and providing solvent access
for the hydrolytic step. The most notable divergence
between these two structures is the binding pocket for
the two terminal N� nitrogens. PAD4 (and ADI) interacts
with these nitrogens through a bidentate interaction
with Asp473, whereas DDAH has a lysine at this posi-
tion. In DDAH, the hydrophobic portion of this lysine
residue helps to form a pocket for the N�-methyl groups.
DDAH does possess a residue that is the functional
equivalent of Asp473 (Glu65 in DDAH), but this resi-
due comes from a different loop of the enzyme,
forms only a monodentate interaction with the unsub-
stituted N�-nitrogen, and helps to direct the substi-
tuted N�-methyl group into its binding pocket. Although
these particular substitutions are the most obvious dif-
ferences between these two proteins, more extensive
remodeling of the active-site environment (33, 37),
including the positioning of Asn588, Val469, and
Glu474, likely help to occlude N�-methyl group binding
in PAD4 and underlie the preference of this enzyme
toward unmethylated arginine residues.

Future Perspectives. Protein citrullination is emerging
as an important PTM for both human disease and for
gene regulation. However, significant questions about

PAD activity, specificity, and regulation remain unan-
swered. These questions represent excellent opportuni-
ties for the application of novel tools in proteomics and
chemical biology and will likely be areas of intense
future research.

Of primary interest is reconciling the in vitro and in
vivo data for the “demethylimination” activity of PAD4:
are the in vivo results due to substrate depletion or
epitope occlusion, or can PAD4 be transformed into an
efficient demethyliminase in vivo? Several reasonable
explanations for the latter possibility have been pro-
posed, including the presence of accessory proteins or
PTM of PAD4 that might increase its activity toward
methylated substrates. The recent design and synthesis
of covalent inactivators that either broadly target the AT
superfamily (41) or specifically target the active form of
the PADs (42) will be very useful in designing activity-
based protein profiling reagents (43) that should be
able to directly address these and other related issues.

The sequence specificities of PAD isozymes are also
poorly defined, and recent crystal structures of PAD4
bound to short peptides (44) have not fully explained
how the PADs, and in particular PAD4, regiospecifically
modify particular arginine residues in vitro and in vivo
(20–22). Although interactions between substrates and
either the immunoglobulin-like domains or PAD binding
proteins likely contribute to the substrate selectivity of
these enzymes, it should be possible to determine a
consensus sequence for this modification by analysis of
a citrullinated proteome. Tools for detecting protein cit-
rullination in the proteome include immunodetection of
chemically modified citrulline residues (45) and MS
analysis of either 16O/18O PAD-labeled products (46) or
chemically modified citrulline residues. These residues
can be derivatized with 2,3-butanedione alone or in
combination with antipyrine to generate characteristic
mass shifts in citrulline-containing peptides (47).

The regulation of PAD isoforms also raises important
unanswered questions. PAD4 is a calcium-dependent
enzyme that requires millimolar amounts of calcium to
deiminate its protein substrates in vitro (15), yet the in
vivo concentrations of calcium typically do not rise

Figure 4. Structural overlay of an arginine analogue complexed with human PAD4 (red) and
citrulline complexed with Pseudomonas aeruginosa DDAH (green). Ligands are shown as ball-and-
stick models, and the active-site surfaces are color-coded to match the parent protein. The posi-
tioning of Asp residues interacting with the N� and N� nitrogens of the ligands are highly con-
served, but the terminal Asp473 in PAD4, which makes a bidentate complex to each of the
substrate’s N� guanidino nitrogens, is not conserved in DDAH and serves to narrow the binding
pocket and exclude N�-methylated ligands. The figure was created from PDB structures 1WDA and
1H70.
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above the low micromolar levels. Additionally, the pres-
ence of an active-site cysteine nucleophile and the sen-
sitivity of the PADs to oxidation raise the possibility of
redox regulation through reaction of this group with
reactive oxygen or nitrogen species. An understanding
of the physiologically relevant regulation mechanisms is
essential for building a complete picture of how protein
citrullination is controlled.

From a perspective of systems biology, the interplay
of other enzymes and reactive metabolic compounds
with residues targeted by PAD4 is also of significant
interest. For example, if PAD4 cannot hydrolyze methyl-
ated substrates, then the possibility exists that other
enzymes could serve as demethylases to truly reverse
this modification. Interestingly, recent reports indicate
that lysine-specific demethylase 1 (LSD1), a flavin-
adenine dinucleotide-dependent amino oxidase, and
members of the JmjC domain-containing histone de-
methylase (JHDM) family of enzymes, which are non-
heme Fe(II), O2, and �-ketoglutarate-dependent dioxy-
genases, can reverse histone lysine methylation
(48–50). The presence of large numbers of LSD1 and
JHDM homologues (�10 and 28, respectively) in an indi-
vidual species (49) makes it reasonable to expect that a
true arginine demethylase might be found among these
coding sequences and would help to determine whether
these enzymes act alone or possibly in combination
with a modified form of PAD4 to control the levels of
methylarginine. Also, the reaction of peptidylarginine
and peptidyllysine with metabolically derived dicarbonyl
reagents, such as methylglyoxal, results in PTMs collec-
tively called advanced glycation end (AGE) products,
which are well-studied hallmarks of diabetes and other

diseases (51–53). Dimethylation or citrullination would
be expected to substantially change the susceptibility of
peptidylarginine to these modifications.

Finally, the demonstration that citrulline levels in the
N-terminal tails of histones H3 and H4 rise and then fall
suggests that citrullination itself may be reversible.
These results could be explained by epitope occlusion,
histone tail clipping (54), or nucleosome displacement
by chromatin remodeling enzymes; however, a more
interesting proposal would be that the transitory nature
of this PTM is due to the actions of an enzyme or
enzymes that convert citrulline back into arginine. The
existence of such a “decitrullinase”, as suggested by
Bannister et al. (6), is a distinct possibility because pre-
cedents exist for the conversion of nonpeptidyl citrulline
to arginine in the urea cycle by argininosuccinate syn-
thetase and argininosuccinase.

In summary, a complete understanding of the inter-
play of citrullination with other PTMs of arginine (e.g.,
methylation, AGE) will greatly inform our ideas about RA,
gene regulation, and other aspects of human physiol-
ogy. The characterization of these activities promises to
be a fulfilling avenue of future research. Reconciling the
results obtained from in vitro and in vivo studies of the
PADs and PRMTs can best be achieved through the
development and application of novel tools for studying
the proteomics and chemical biology of arginine
modification.
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M itosis is a dynamic and highly regulated
process whereby a cell precisely divides its
chromosomes into two daughter cells. Chem-

icals that perturb mitotic entry and progression can be
valuable tools to uncover the mechanisms underlying
this complex biological process (1). A large number of
structurally distinct chemicals, generally called antimi-
totic agents, are known to block mitosis. Most have
been found to disrupt the function of the mitotic spindle
by binding directly to tubulins, the proteins that form
microtubules (2), but in recent years, a number have
been discovered that inhibit mitotic progression by
acting on other targets. For example, monastrol and
SB715992 inhibit kinesin motor proteins and cause
cells to arrest with monopolar spindles (3, 4), the Plk1
inhibitor ON01910 causes mitotic arrest with multipolar
spindles (5, 6), hesperadin and ZM447439 inhibit
Aurora kinases and cause defects in chromosome
condensation and alignment (7–9), diminutol can
inhibit NADP-binding proteins and affect microtubule
morphogenesis (10), and protein serine/threonine
phosphatase inhibitors can also block cells in
mitosis (11).

Many distinct biochemical activities required for
mitosis do not yet have chemical inhibitors (12). Novel
inhibitors of those activities would be useful for unravel-
ing the mechanisms of mitosis and may also find appli-
cation in cancer therapy. Paclitaxel and the vinca alka-
loids target microtubules and are used to treat various
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ABSTRACT Using a chemical genetics screen, we have identified ent-15-
oxokaurenoic acid (EKA) as a chemical that causes prolonged mitotic arrest at a
stage resembling prometaphase. EKA inhibits the association of the mitotic motor
protein centromeric protein E with kinetochores and inhibits chromosome move-
ment. Unlike most antimitotic agents, EKA does not inhibit the polymerization or
depolymerization of tubulin. To identify EKA-interacting proteins, we used a cell-
permeable biotinylated form that retains biological activity to isolate binding pro-
teins from living cells. Mass spectrometric analysis identified six EKA-binding pro-
teins, including Ran-binding protein 2, a kinetochore protein whose depletion by
small interfering RNA causes a similar mitotic arrest phenotype.
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tumors (13, 14). However, tubulin-
targeting agents also affect the function
of microtubules in neuronal and other
non-dividing normal cells, leading to tox-
icity that limits the clinical utility of these
agents. Chemicals that selectively target
mitotic proteins may be more effective
therapeutic agents.

As part of a program to discover
chemicals that modulate mitotic entry
and progression (15, 16), we have identi-
fied a plant metabolite that blocks chro-
mosome movement prior to metaphase,
interferes with the proper localization of
a motor protein required for chromosome
movement, and binds to Ran-binding
protein 2 (RanBP2), a protein required for
chromosome segregation.

RESULTS AND DISCUSSION
An ent-Kaurene That Causes an Unusual Mitotic

Arrest Phenotype. We have isolated the diterpenoid
ent-15-oxokaurenoic acid (EKA) from a plant extract
(Figure 1, panel a) as a compound eliciting an unusual
mitotic arrest phenotype. Cells treated with EKA for 8 h
and immunostained with a �-tubulin antibody and the
DNA dye TOTO-3 showed 20–30% mitotic arrest with
half-maximal activity at 8.3 � 1.5 �M. All arrested cells
had a similar unusual phenotype resembling prometa-
phase in which condensed chromosomes were scat-
tered across mitotic spindles that were clearly bipolar
but showed an abnormal morphology (Figure 1,
panel b). Most chromosomes were distributed across
the mitotic spindle, apparently bound to microtubules,
but some showed no evidence of attachment to spindle
microtubules (Figure 2). This mitotic arrest phenotype
appeared irreversible because cells did not exit mitosis
upon drug removal. Similar effects were observed in four
different cell lines.

During prometaphase, chromosomes are captured by
microtubules and move in an oscillatory fashion before
becoming aligned at the center of the mitotic spindle
(17). To determine whether EKA blocks congression by
inhibiting these oscillatory movements, we monitored
chromosomes in live MCF-7 cells expressing a GFP–
histone H1 fusion protein to fluorescently label the chro-
mosomes. Movies of cells undergoing mitosis in the
presence of dimethyl sulfoxide (DMSO) or EKA were

recorded with time-lapse 3D confocal microscopy. In the
presence of DMSO, cells underwent prometaphase in
�10 min and completed mitosis in little over 1 h
(Supplementary Video 1). In the presence of EKA
(20 �M), very little chromosome movement was
detected and cells remained in a prometaphase-like
state over the entire observation period, which varied
from 30 to 60 min (Figure 3, panel a; Supplementary
Video 2), an indication that EKA blocks chromosome
movement.

Most agents that block mitotic progression target
microtubules directly and interfere with their polymeriza-
tion or depolymerization. To examine stimulation of
microtubule polymerization, purified brain tubulin
(�95% pure, 1 mg mL�1) was preincubated with DMSO,
EKA, or paclitaxel on ice, and the temperature was
raised to 37 °C. At this low tubulin concentration,
microtubules do not polymerize spontaneously, but
microtubule-stabilizing agents such as paclitaxel induce
polymerization. EKA did not significantly stabilize micro-
tubules (Figure 3, panel b). To determine whether EKA
can depolymerize microtubules, tubulin (3 mg mL�1)
was preincubated with DMSO, EKA, or nocodazole on
ice, and the temperature was raised to 37 °C. At this
higher tubulin concentration, microtubules polymerize
spontaneously, but polymerization is prevented by
microtubule-destabilizing agents such as nocodazole
(Figure 3, panel c). EKA did not prevent microtubule
polymerization (Figure 3, panel c). These results indi-
cated that EKA interferes with chromosome movement
by acting on targets other than tubulin.

The spindles of EKA-treated cells were clearly bipolar
(Figure 1 and Figure 2), unlike those resulting from inhi-
bition of kinesins by monastrol and SB715992 or of Plk1
by ON01910. Further, EKA caused sustained mitotic
arrest and strong spindle assembly checkpoint activa-
tion (not shown) as measured by 3F3/2 immunostaining
(18, 19), unlike the Aurora kinase inhibitors hesperadin
and ZM447439, which cause defects in chromosome
condensation and alignment but do not activate the
spindle assembly checkpoint (7, 8). Further, EKA did not
inhibit the protein serine/threonine phosphatase PP1 or
PP2A in vitro (not shown). These data suggest that the
target of EKA is not one of the above proteins.

EKA prevents the association of centromeric protein
E (CENP-E) with kinetochores. Chromosome movement
is controlled by mitotic motor proteins (12, 20, 21).
CENP-E is a kinesin-like motor protein that plays an

Figure 1. Structure and mitotic arrest
phenotype of EKA. a) Structural
formula of EKA. b) Mitotic spindles
and chromosomes were examined by
indirect immunofluorescence micros-
copy after treatment of HCT116
p53�/� cells with DMSO (top row)
or EKA (20 �M, bottom row) for 8 h.
The DNA (left) and �-tubulin (right)
signals were visualized by confocal
microscopy. Results are typical of
several (n > 6) independent
experiments. Bar, 5 �m.
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essential role in chromosome congression (22, 23). Inhi-
bition of CENP-E by immunodepletion, antibody micro-
injection, or overexpression of dominant interfering
mutants results in cell cycle arrest in prometaphase with
condensed chromosomes and bipolar spindles (24, 25).
Because this phenotype bears resemblance to that
resulting from EKA treatment, we next determined the
effect of EKA on the intracellular localization of CENP-E
by immunofluorescence microscopy. Cells were treated
with DMSO or EKA (20 �M) for 8 h before immunola-
beling CENP-E and �-tubulin and counterstaining chro-
mosomes. In control cells undergoing prometaphase,
CENP-E was found on kinetochores (Figure 2, top row),
in agreement with published results (22, 23, 26, 27).
Strikingly, after EKA treatment, kinetochore-associated
CENP-E was dramatically reduced in �80% of
prometaphase-like cells, and its signal became
very bright at the spindle poles (Figure 2, middle and
bottom rows). This effect was observed in all four
cell lines examined. That CENP-E was truly localized
to spindle poles in EKA-treated cells was confirmed
by co-immunolabeling CENP-E and the centrosomal
protein �-tubulin (not shown). Treatment with nocoda-
zole (300 ng mL�1, 8 h) did not cause CENP-E to localize
to spindle poles, indicating that pole localization of
CENP-E is not a common consequence of mitotic arrest
by chemicals.

hBubR1 is a kinetochore protein that plays an early
activating role in the checkpoint that monitors the

mitotic spindle (28–30). We tested whether EKA also
interferes with the kinetochore localization of this
protein. DMSO-treated prometaphase cells exhibited
bright punctate hBubR1 staining indicative of kineto-
chore localization (Figure 4, top row). After EKA treat-
ment, a punctate pattern was also observed, indicating
that hBubR1 was associated with kinetochores, but
many hBubR1 dots were closer to the centrosomes than
in control cells (Figure 4, bottom row). This distribution
was observed in �70% of prometaphase-arrested cells

Figure 2. Effect of EKA on the intracellular localization of CENP-E. After incubation
with DMSO or EKA (20 �M) for 8 h, HCT116 p53�/� cells were immuno-
stained with �-tubulin and CENP-E antibodies, and DNA was labeled with Hoechst
33258. Images were collected by confocal microscopy. Results are typical of six
independent experiments. Bar, 5 �m.

Figure 3. EKA inhibits mitotic chromosome movement but does not target microtubules. a) Chromosome movement
is greatly reduced during incubation with EKA. 3D time-lapse recordings were taken of live cells that entered mitosis
during EKA treatment. MCF-7 cells expressing a GFP–histone H1 fusion protein were incubated with EKA (5 �M) for 4 h
before confocal microscopy. Projections from the 0 and 24 min time points are shown. Full-length movies of DMSO-
(Supplementary Video 1) and EKA-treated cells (Supplementary Video 2) are available. Bar, 5 �m. b) and c) EKA neither
promotes nor inhibits microtubule polymerization. b) Purified bovine brain tubulin (1 mg mL�1) was incubated with
DMSO (0.3%, Œ), EKA (20 �M, �), or paclitaxel (10 �M, Œ) to test for microtubule-polymerizing activity. At 0 min,
additions were made to prechilled tubulin aliquots, and samples were rapidly brought to 37 °C. An increase in tur-
bidity (A340) indicates microtubule assembly. c) The tubulin concentration was increased to 3 mg mL�1 to promote
spontaneous microtubule assembly. Incubations were carried out as in panel b, with nocodazole (30 �M, —) instead of
paclitaxel.
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and in all four cell lines examined. This distribution is
distinct from that of CENP-E and may be a reflection of a
large number of chromosomes near centrosomes in
EKA-treated cells rather than an effect of EKA on the
association of hBubR1 with kinetochores.

Interference with the function of CENP-E is therefore
likely to be a significant factor contributing to the pro-
metaphase arrest elicited by EKA. We observed that in
prophase, CENP-E localized to
the poles of the assembling
spindle before localizing to kin-
etochores at prometaphase.
The localization of CENP-E at
spindle poles in EKA-treated
cells raises the possibility that
EKA either interferes with the
translocation of CENP-E to kine-
tochores or prevents its binding
to kinetochores.

A Cell-Permeable Biotinyl-
ated EKA Derivative. EKA pos-
sesses an unsaturated �,�-
carbonyl group that makes it
reactive towards cysteine resi-
dues and able to form adducts
with target proteins. In order to
characterize further the mecha-
nism of action of EKA, we
wished to create a derivative
suitable for isolating EKA-
binding proteins and for study-
ing the intracellular localization
of EKA binding sites.

EKA was derivatized by reac-
tion in basic refluxing acetone
with N-iodoacetyl-N-biotinyl-
hexylenediamine, a cell mem-
brane-permeable biotinylating
reagent with an extended linker
group. Attachment occurred
through an ester linkage at C18.

The structure of the reaction product, called biotinylated
EKA (B-EKA; Figure 5, panel a), was confirmed by NMR
and mass spectrometry. 1-Methyl-1-cyclohexane car-
boxylic acid, identical in structure to the C1–C5 ring
and attached groups in EKA, was also reacted with
N-iodoacetyl-N-biotinylhexylenediamine (Figure 5, panel
b). This biotinylated control compound, named B-Ctrl,
was included as a negative control to help identify non-
specific interactions between proteins and the beads,
linker group, or C1–C5 ring of EKA.

We used immunofluorescence microscopy to deter-
mine whether B-EKA retained the antimitotic activity of
the parent compound. Labeling of �-tubulin and DNA
revealed that cells treated with 10 �M B-EKA arrested in
prometaphase with condensed chromosomes and

Figure 4. Effect of EKA on the intracellular localization of hBubR1.
Cells treated as in Figure 2 were immunostained with �-tubulin and
hBubR1 antibodies, and DNA was labeled with Hoechst 33258.
Images were collected by confocal microscopy. Results are typical
of six independent experiments. Bar, 5 �m.

Figure 5. Biotinylated EKA (B-EKA) retains biological activity and binds covalently
to cellular proteins. a) Structural formula of B-EKA. b) Structural formula of the
biotinylated control compound B-Ctrl. c) HCT116 p53�/� cells were treated with
5 �M B-EKA for 8 h and immunostained with �-tubulin antibody, and DNA was
labeled with TOTO-3. Images were collected by confocal microscopy. Bar, 5 �m. d)
HCT116 p53�/� cells were treated with 5 �M B-EKA or B-Ctrl for 8 h, lysates were
prepared, and interacting proteins were isolated on streptavidin–agarose beads. The
biotinylated proteins were then separated by SDS–polyacrylamide gel electrophoresis
(PAGE), electrotransferred to polyvinylidenefluoride (PVDF) membrane, bound to horse-
radish peroxidase (HRP)-conjugated streptavidin, and detected with a chromogenic
substrate. The molecular mass of protein markers in kilodaltons is indicated to the
right.
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bipolar mitotic spindles (Figure 5, panel c) and that
CENP-E localized to centrosomes (not shown). We con-
cluded that B-EKA was indeed able to penetrate cells
and that its activity and potency were similar to EKA.

Identification of B-EKA-Binding Proteins. B-EKA was
used as an affinity ligand to purify covalently interacting
proteins. We first used a batch purification approach in
which cells were incubated with B-Ctrl or B-EKA (8 h,
both at 5 �M) and lysed and biotinylated proteins were
purified by affinity precipitation with streptavidin–agar-
ose beads under stringent conditions. The proteins were
eluted from the beads and digested with trypsin. Tryptic
peptides were separated by reversed-phase HPLC, mass
spectra and sequence data were collected by tandem
mass spectrometry, and proteins were identified by
comparison of the spectra and sequence data to the
SEQUEST databank. In a second approach, proteins
eluted from streptavidin–agarose beads were separated
by SDS-PAGE and transferred to a membrane. Biotiny-
lated proteins were then detected by incubation with
HRP-conjugated streptavidin and a chromogenic sub-
strate, and individual bands were excised, trypsinized,
and identified by reversed-phase tandem mass spec-
trometry as above. Several biotinylated protein bands
were detected on membranes when B-EKA was used as
an affinity ligand but none with the B-Ctrl control com-
pound (Figure 5, panel d), indicating that B-EKA bound
covalently to cellular proteins. Six B-EKA-specific
proteins were identified by both batch purification and
band excision in five independent experiments: FRAP1
(FK506 binding protein 12-rapamycin associated
protein, NP_004949), phosphate carrier precursor
isoform 1a (NP_005879), Parc (p53-associated Parkin-
like cytoplasmic protein, XP_166408.2), RanBP2
(NP_006258), and two unnamed proteins (XP_169369
and XP_172512).

RanBP2 was reproducibly
identified by several peptides
of between 7 and 24 amino
acid residues in length distrib-
uted in the amino terminal half
of the protein (Figure 6). We
chose to study this protein
further because of its docu-
mented involvement in mitotic
progression (31). We examined
the intracellular localization of

B-EKA and compared it to that of RanBP2. HeLa cells
were treated with B-EKA, permeabilized with digitonin,
fixed with formaldehyde, and reacted with fluorescent
streptavidin. The distribution of RanBP2 was determined
in the same cells using RanBP2 antibodies.

In interphase cells, RanBP2 localized mainly to the nu-
clear envelope (Figure 7, top row), where it is a compo-
nent of nuclear pore complexes (32–35). B-EKA staining
was strong at the nuclear envelope but also present in a
discrete perinuclear region overlapping with the Golgi
(Figure 7, top row). By contrast, B-Ctrl staining was
very weak and diffuse throughout the cells (not shown).
Merging the B-EKA and RanBP2 fluorescence signals
showed co-staining at the nuclear envelope but not
in the cytosol (Figure 7). The nuclear envelope localiza-
tion of RanBP2 was not affected by either B-EKA or
EKA treatment.

In mitotic cells, RanPB2 has previously been shown to
localize to the base of spindles and at kinetochores

Figure 6. Map of RanBP2 peptides identified by mass spectrometry. We incubated
HCT116 p53�/� cells with B-EKA (5 �M for 8 h), biotinylated proteins were purified by
streptavidin affinity precipitation and identified by mass spectrometry. The position and
sequence of recovered peptides is shown in relation to the domain structure of RanBP2
(adapted from ref. 47).

Figure 7. Colocalization of B-EKA with RanBP2 in
interphase and mitotic cells. HeLa cells were
treated with B-EKA (10 �M, 8 h). RanBP2 was
visualized using a RanBP2 antibody (green) and
B-EKA using fluorescently labeled streptavidin
(red). In the right column, the fluorescence signals
were merged. Yellow color indicates colocalization.
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(32). Treatment with EKA or B-EKA did not change the
subcellular localization of RanBP2 in mitotic cells
(Figure 7, bottom row). B-EKA also localized to the base
of mitotic spindles and to numerous small dots between
spindle poles (Figure 7, bottom row). Merging of the
B-EKA and RanBP2 fluorescence signals showed colo-
calization at the base of spindles and at kinetochores,
but a small fraction of B-EKA was not colocalized
with RanBP2 (Figure 7, bottom row). Therefore, most
if not all RanBP2 colocalizes with B-EKA in interphase
and mitotic cells, corroborating the affinity chromatogra-
phy result.

This study found no evidence of interaction between
EKA and tubulin, protein serine/threonine phospha-
tases, kinesin motor proteins, Plk1, or Aurora kinases,
and the mitotic arrest phenotype of EKA is distinct
from that of chemical inhibitors of these proteins,
suggesting a novel mechanism of action for EKA.
B-EKA binds covalently to RanBP2 and significantly

colocalizes with this protein in interphase and mitotic
cells at the light microscopy level. Salina et al. (36)
have shown that depletion of RanBP2 by small
interfering RNA (siRNA) caused cells to arrest at promet-
aphase. The phenotype of cells treated with RanBP2
siRNA described by these authors bears strong resem-
blance to that following EKA treatment. In both cases,
the spindles display a somewhat perturbed morphol-
ogy, with well-separated centrosomes and condensed
chromosomes that fail to congress. After RanBP2 siRNA
treatment, the association of CENP-E with kineto-
chores is also strongly reduced while its association
with spindle poles is increased. The notably similar
inhibition of mitotic progression by EKA treatment and
by RanBP2 depletion using siRNA provides strong
evidence that EKA causes mitotic arrest at least
in part by inhibiting RanBP2 function. EKA should be a
useful addition to an expanding repertoire of cell cycle-
specific chemical biology tools.

METHODS
Cell Culture. Experiments were carried out using HeLa cells

and MCF-7 or HCT116 cells and their derivatives lacking p53
function (MCF-7 mp53 and HCT116 p53�/�) (37, 38). Entry
into mitosis was evaluated using an enzyme-linked cytochemi-
cal assay with the mitosis-specific monoclonal antibody TG-3
(39), a generous gift of Dr. P. Davies, Albert Einstein College
of Medicine, Bronx, NY.

Isolation and Identification of EKA. A methanol/dichloro-
methane extract of the South American fruiting shrub Coc-
coloba acuminata obtained from the National Cancer Institute
Natural Products Repository was fractionated by size exclusion
chromatography on a Sephadex LH 20 column using 100%
methanol as the eluent, and the active fraction was further
fractionated by chromatography on LH 20 using EtOAc/MeOH/
H2O (20:5:1) as the eluent. Final fractionation of the active
LH 20 fraction using gradient silica gel flash chromatography
(eluents, ethyl acetate/hexane, 5:95 ¡ ethyl acetate/hexane,
15:85) yielded a pure active compound. The structure of the
active compound was determined by analysis of 1H and 13C
NMR and high-resolution mass spectrometry data, and it was
found to be identical to the known compound EKA (40).

3D Confocal Microscopy of Live Cells. MCF-7 cells that stably
express a histone H1–GFP fusion protein (41) were cultured on
glass-bottomed culture wells (Tekware) and treated with DMSO
or EKA (20 �M) for 4 h before microscopy. Temperature was
maintained at 37 °C during microscopy with a thermal insulating
enclosure. During each 2 min recording cycle, a stack of 20 sec-
tions (total thickness 4 �m) was collected at the approximate
center of the cell. Stacks for individual time points were pro-
jected and animated using ImageJ software (National Institutes
of Health).

Purification and Detection of B-EKA Binding Proteins. Proteins
that bind to B-EKA were purified by streptavidin affinity pre-
cipitation according to the method of Zimmer et al. (42) with
modification. HCT116 p53�/� cells (5 	 106) were seeded
onto six 10 cm2 dishes and treated with B-Ctrl or B-EKA (both at

5 �M) for 8 h. Cells were collected by trypsinization, washed
once in phosphate buffered saline (PBS) containing 0.2 mM
phenylmethylsulfonyl fluoride (PMSF), suspended in 20 mM Tris-
HCl, pH 8.0, and lysed by addition of an equal volume of 2	
radio immune precipitation assay (RIPA) lysis buffer (20 mM Tris-
HCl, pH 8.0, 0.2% SDS, 2% NP-40, 2% sodium deoxycholate,
300 mM NaCl, 0.04% sodium azide, 0.2 mM PMSF, and 10 �g
mL�1 each of leupeptin, aprotinin, antipain, and pepstatin).
Lysates were passed several times through a syringe fitted with
a 21-gauge needle and incubated on ice for 1 h. Supernatants
were collected after centrifugation at 177,000g for 1 h at 4 °C.
The protein concentration of each sample was measured by
bicinchoninic acid protein assay and equalized between
samples by adding 1	 RIPA buffer. Lysates (�20 mg of protein)
were loaded onto 300 �L of a 50% slurry of streptavidin–agar-
ose beads (Molecular Probes) that had been prewashed three
times in RIPA buffer and agitated overnight at 4 °C. The beads
were washed three times in RIPA buffer, followed by one wash
in 20 mM Tris-HCl, pH 6.8. Proteins were eluted by boiling in
50 mM Tris-HCl, pH 6.8, 2% SDS for 10 min with agitation. In
some experiments, proteins purified by streptavidin affinity pre-
cipitation were separated by SDS-PAGE in 8% acrylamide gels.
Gels were electrotransferred to polyvinylidenefluoride mem-
brane (Millipore) and blocked overnight at 4 °C in PBS
containing 5% bovine serum albumin (BSA) and 0.02% so-
dium azide. Biotinylated proteins were labeled by incubation
with HRP-conjugated streptavidin (Molecular Probes), diluted
1:50,000 in PBS containing 0.1% Triton X-100 and 1% BSA) for
1 h at RT. After washing the blots three times in PBS containing
0.1% Triton X-100 and 1% BSA, labeled bands were detected
by incubation with 3,3,5,5-tetramethylbenzidine (Pierce) chro-
mogenic substrate for several minutes.

Analysis of B-EKA-Binding Proteins by Mass Spectrometry.
Proteins isolated by B-EKA affinity precipitation and bands cut
from PVDF membranes were incubated in 20 mM Tris-HCl,
pH 8.3, 5 mM EDTA and digested with 20 �g mL�1 trypsin over-
night at 37 °C. The resulting peptides were purified via electro-
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static charge by strong cation exchange liquid chromatography
using ICAT cation exchange syringe cartridges (Applied Biosys-
tems) according to the manufacturer’s recommendations. Pep-
tides were desalted and further purified using C18 ZipTip pipette
tips (Millipore) according to the manufacturer’s recommenda-
tions. Peptides were subjected to 1D reversed-phase chromatog-
raphy with on-line mass spectrometry on an ion trap mass spec-
trometer (model LCQ, ThermoFinnigan, San Jose, CA). This was
performed as described (43) employing a 2-h binary gradient
from 5–80% solvent B during which each mass spectrum (MS)
scan was followed by three MS/MS scans. Experimental mass
spectra were compared with theoretical spectra generated from
sequences from the human genome using the SEQUEST algo-
rithm (44). Data were displayed and filtered using INTERACT soft-
ware (45).

Immunofluorescence Labeling of CENP-E and hBubR1. Labeling
of CENP-E and hBubR1 was carried out according to the method
of Jablonski et al. (46). HCT116 p53�/� cells were seeded
onto coverslips (150,000 cells) and were treated 1 d later with
DMSO or EKA (20 �M) for 8 h. Cells were extracted for 1 min in
4 M glycerol, 0.1 M piperazine-1,4-bis(2-ethanesulfonic acid)
(PIPES), pH 6.9, 1 mM ethylene glycol bis(2-aminoethyl ether)tet-
raacetic acid (EGTA), containing 0.5% Triton X-100, washed
2 min in the above buffer without Triton X-100, and fixed by
incubation in PBS, pH 6.8, containing 3.7% formaldehyde for
7 min. After washing twice in KB (50 mM Tris-HCl, pH 7.4,
150 mM NaCl, 0.1% BSA), coverslips were incubated with rabbit
CENP-E or hBubR1 antibodies (gifts from Dr. G. Chan, University
of Alberta), diluted 1:1,000 in KB, for 1 h. After being washed
twice in KB, coverslips were incubated in Cy3-conjugated goat
anti-rabbit secondary antibody (Sigma), diluted 1:1,000 in KB,
for 30 min. After two washes in KB, samples were incubated
with 500 U mL�1 RNase A (Roche Diagnostics) in TBS (10 mM
Tris-HCl, pH 7.4, 150 mM NaCl) for 30 min at 37 °C, followed by
addition of 2 mM TOTO-3 (Molecular Probes) for 20 min in dark-
ness. After being washed twice in TBS, the coverslips were
mounted in 90% glycerol in PBS containing 0.2 M N-propyl
gallate. Images were collected by confocal microscopy.

Intracellular Localization of B-EKA and RanBP2. HeLa cells were
seeded onto coverslips and were treated with DMSO or 10 �M
B-EKA for 8 h. The cells were then permeabilized with digitonin
and fixed with formaldehyde as described (32). RanBP2 was
detected using rabbit anti-human RanBP2 antibodies and Alexa-
488-conjugated goat anti-rabbit antibody (Molecular Probes),
and B-EKA was detected using Alexa-594-conjugated strepta-
vidin (Molecular Probes). Cells were mounted in Vectashield
medium (Vector Laboratories) and visualized by fluorescence
microscopy.
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T he enediyne antitumor antibiotics (Figure 1), are
characterized structurally by an enediyne core
unit consisting of two acetylenic groups conju-

gated to a double bond or incipient double bond within
a 9- or 10-membered ring (1–4). To date, six naturally
occurring 10-membered- (Figure 1, 1–6), and five
9-membered- (Figure 1, 7–11), or “chromoprotein”
enediynes, have been elucidated structurally (5–7). In
general, these enediynes contain three distinct struc-
tural elements: a DNA-recognition unit (e.g., the aryltet-
rasaccharide of 1), which serves to deliver the metabo-
lite to its target DNA; an activating component (e.g., the
methyl trisulfide of 1), which sets the stage for cycloaro-
matization; and the enediyne “warhead”, which cyclo-
aromatizes to a highly reactive diradical species (e.g.,
Figure 1, species II) and, in the presence of DNA, results
in oxidative strand scission of the targeted sequence
(8–11). In vitro and in vivo studies are consistent with
the role of enediynes as DNA-damaging agents and
suggest that they may even favor cleavage at certain
chromosomal sites and/or tertiary structures (12, 13).
Although this extraordinary reactivity invokes incredible
potency (some enediynes are �8000-fold more potent
than adriamycin), the enediynes are similar to most
cytotoxics in their general lack of specificity. However,
the clinical success of enediynes has been derived via
targeting with tumor-specific monoclonal antibodies
(mAb) (as in the 1-based MyloTarg to treat acute
myelogenous leukemia) (14–17) or through the appli-
cation of polymer-assisted delivery devices (such as
1-poly[styrene-maleic acid]-conjugated 8).

*Corresponding author,
jsthorson@pharmacy.wisc.edu.

Received for review July 8, 2006
and accepted July 28, 2006.

Published online August 18, 2006

10.1021/cb6002898 CCC: $33.50

© 2006 by American Chemical Society

ABSTRACT The recent discovery of the first “self-sacrifice” mechanism for bac-
terial resistance to the enediyne antitumor antibiotics, where enediyne-induced
proteolysis of the resistance protein CalC inactivates both the highly reactive
metabolite and the resistance protein, revealed yet another ingenious bacterial
mechanism for controlling reactive metabolites. As reported herein, the first 3D
structures of CalC and CalC in complex with calicheamicin (CLM) divulge CalC to be
a member of the steroidogenic acute regulatory protein (StAR)-related transfer
(START) domain superfamily. In contrast to previous studies of proteins known to
bind DNA-damaging natural products (e.g., bleomycins, mitomycins, and nine-
membered chromoprotein enediynes), this is the first demonstrated involvement of
a START domain fold. Consistent with the CalC self-sacrifice mechanism, CLM in
complex with CalC is positioned for direct hydrogen abstraction from Gly113 to ini-
tiate the oxidative proteolysis-based resistance mechanism. These structural
studies also illuminate, for the first time, a small DNA-binding region within CalC
that may serve to localize CalC to the enediyne target (DNA). Given the role of
START domains in nuclear/cytosolic transport and translocation, this structural
study also may implicate START domains as post-endocytotic intracellular chaper-
ones for enediyne-based therapeutics such as MyloTarg.
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Recently, the locus encoding for calicheamicin (CLM)
biosynthesis in Micromonospora echinospora was dis-
covered by screening a M. echinospora genomic library
for cosmids that conferred CLM resistance (6, 18, 19).
Preliminary analysis of these cosmids revealed a single
gene (calC) responsible for CLM resistance. Subsequent
in vitro studies of CLM inactivation by CalC revealed the
mechanism of inactivation to proceed via abstraction of
a CalC Gly113 C�-hydrogen by the transient enediyne
diradical species, thereby quenching the reactive
enediyne moiety while generating a CalC Gly113 C�

radical (Figure 2) (19). Reminiscent of the mechanism of
enediyne-based DNA scission (20), this CalC Gly113 C�

radical subsequently reacts with oxygen to ultimately
provide oxidative site-specific proteolysis of CalC. This
cumulative reaction, wherein the sacrifice of the CalC
protein accompanies CLM inactivation, was noted as the
first “self-sacrifice” mechanism of antibiotic resistance.
CalC was also shown to inactivate two other members of
the 10-membered enediyne family, shishijimicin and
namenamicin (Figure 1, 2 and 3, respectively). In an
effort to further our understanding of this distinctive
CalC enediyne inactivation mechanism, we pursued the
structural analyses of CalC and the CalC–CLM complex.
The studies reported herein reveal CalC to be a member
of the steroidogenic acute regulatory protein (StAR)-

Figure 1. Naturally occurring enediynes: 1, CLM �1
I, (fragment III is highlighted by the bracket, and cycloaromatized products I, dihydrothiophene,

and II, CLM �, are also illustrated); 2, shishijimicin A; 3, namenamicin; 4, esperamicin A1; 5, dynemicin A; 6, uncialamycin; 7, C-1027; 8,
neocarzinostatin; 9, kedarcidin; 10, maduropeptin; 11, N1999A2.
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related transfer (START) (21, 22)
domain structural superfamily and
to contain a small DNA-binding
region. The potential implications
of these findings to the CalC self-
sacrifice mechanism and possibly
even the post-endocytotic intracel-
lular transport of enediyne-based
therapeutics are also discussed.

RESULTS AND DISCUSSION
Overview of the CalC Structure.

The 15N-HQSC spectrum of full-
length CalC1–181 indicated the
first 30 residues of CalC to be
unstructured as predicted by the
PSI-PRED protein structure predic-
tion server (23). N-terminal trunca-
tion of CalC provided a protein
(CalC27–181) that was function-
ally equivalent and that gave a
15N-HQSC signature that could be
superimposed with that of the full-
length protein (Supplementary
Figure 1). Given the minimal influ-
ence of the 26 N-terminal residues upon activity or struc-
tural integrity, CalC27–181 was employed for all studies
described herein and for simplicity is referred to as
“CalC”. The CalC structure was determined at 30 °C
(0.8 mM CalC, 10 mM NaPO4, pH 7.3, and 150 mM
NaCl) by multidimensional heteronuclear NMR spectros-
copy of uniformly 15N- and 15N/13C-labeled protein
samples. On the basis of gel filtration and NMR relax-
ation measurements, CalC was found to exist as a
monomer in dilute solution with a tendency to aggregate
above �1 mM CalC. Nearly complete 1H, 15N, and 13C
assignments were obtained from analysis of data from a
standard set of NMR experiments. The global fold was
established unambiguously from assigned chemical
shifts and long-range nuclear Overhauser effects (NOEs).

Distance constraints were derived as described in
Methods. The program CNS (24) with ARIA (25) was
used to calculate an ensemble of 100 conformers of
CalC by simulated annealing on the basis of 2518
unambiguous and 248 ambiguous distance constraints.
Additional constraints used in the final calculation of
100 conformers consisted of 160 dihedral angle con-

straints obtained from TALOS (26) on the basis of back-
bone chemical shift values and 100 hydrogen bond con-
straints deduced from characteristic NOEs of the sec-
ondary structures (see Methods). The 20 conformers
with the lowest total energy were used for final analysis.
All conformers exhibited good geometry, no violations of
distance restraint �0.5 Å, and no dihedral angle viola-
tions �5° (Supplementary Table 1). The final superim-
posed ensemble of 20 conformers (Figure 3, panel a)
had root mean square deviation (rmsd) values (over resi-
dues 27–181) of 0.65 � 0.11 Å for backbone heavy
atoms and 1.16 � 0.12 Å for all heavy atoms.

The CalC secondary structural elements (Figure 3)
include three �-helices, one 310-helix, and seven anti-
parallel �-strands. The seven �-strands form a concave
open barrel that is closed by helix �1 from the
N-terminus, two capping helices �2 and �3 from the
C-terminus, and L1 loop. This fold provides a large
hydrophobic cavity that spans nearly the entire length of
CalC. The hydrophobic core contains aromatic side
chains stacked on the aliphatic side chains of other
hydrophobic residues. These interactions are mani-

Figure 2. The competing pathways of the enediyne-induced DNA strand scission that leads to cell death
(top) and the CalC self-sacrifice enediyne resistance mechanism (bottom).
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fested by low-frequency chemical shifts of protons from
several methyl groups. For example, ring current effects
from Phe127, Phe123, and Phe53, respectively, account
for abnormal chemical shifts observed for the methyl
protons of Val137, Val139, and Ile166.

Similarity to the START Domain Superfamily. There
are no CalC sequence homologues, and all de novo
sequence-based models failed to provide any CalC
structural insights. The minimum energy structure of
CalC was submitted to the fold recognition programs
DALI (27) and VAST (28). From this analysis, the closest
structural homologues identified displayed very low
sequence identity to CalC (4–13%) and include a pro-
karyotic protein with unknown function, plant allergen

proteins (29), and human/murine lipid binding proteins
(Table 1). These structural homologues are recognized
as part of the START superfamily of proteins, the mem-
bers of which characteristically bind hydrophobic ligands
and frequently appear in multidomain proteins where
they regulate the activity of associated domains (21,
22). The START superfamily encompasses a wide range
of bacterial, archaeal, and eukaryotic proteins that have
been implicated in a variety of cellular functions, includ-
ing lipid transport and metabolism, signal transduc-
tion, and transcriptional regulation (21, 22, 30, 31).
A unique structural feature conserved within START
domains is a hydrophobic cavity in which subtle modifi-
cations dictate ligand/substrate specificity. Apart from
this, the START superfamily is characterized by notable
structural variations, including the absence or distortion
of the first �-helix, differences in the number of strands
forming the �-sheet, and the size of the hydrophobic
tunnel (30). Consistent with this familial variation, CalC
contains two �-helices at the C-terminus (�2 and �3),
whereas the closest CalC structural homologues each
possesses a single continuous C-terminal helix. As dis-
cussed below, the unique C-terminal structural feature
of CalC appears to be involved in DNA binding.

The CalC–CLM Complex. CLM (Figure 1 and Figure 2),
which contains a core bicyclo (7.3.1) tridecadiynene
moiety (enediyne warhead) appended by an aryltet-
rasaccharide chain (6), is highly hydrophobic and is
sparingly soluble in aqueous buffer. We used the NMR
chemical shift perturbation method (32) to determine
the interaction surface of the CalC protein with CLM. A
series of 2D-1H–15N heteronuclear single quantum cor-

relation (HSQC) spectra of [U-15N]-CalC in 15%
dimethyl sulfoxide (DMSO) were recorded to follow
the effects of titration with ligand/substrate from a
CLM-DMSO stock solution. Chemical shift changes
upon titration identified residues that interact
directly with CLM along with those affected indi-
rectly by substrate/ligand-binding (Supplementary
Figure 2). Upon CLM titration, chemical shift
changes were observed mainly in the loop regions,
indicating their involvement in the interaction with
CLM (Supplementary Figure 2). However, although
the chemical shift perturbations provided a general
indication of the CalC–CLM interaction surface, the
limited solubility of CLM, even in 15% DMSO, com-
plicated more precise refinement of the CalC–CLM
complex structure.

Figure 3. NMR solution structure of CalC. a) Backbone stereoview of the
ensemble of 20 conformers that represent the structure (residues 27–181).
Coloring scheme: blue, �-strand residues (residues 32�38, 71�73, 78�81,
89�98 with bulges at Arg95, 102�106, 123�130, and 134�141); red, �-
helical residues (residues 41�50, 149�156, and 163�176); yellow, 310-helix
(residues 53�55); gray, other residues. b) Ribbon representation of the
representative structure of CalC (the conformer closest to the average).
Numbers represent the order of �-strands, �-helices, and loops (overall order
�1-�1-310-�2-�3-�4-�5-�6-�7-�2-�3), and the N- and C-termini of the
protein are indicated. The molecular graphics program MOLMOL was used in
generating these views of the structure.

TABLE 1. Structural homologues of CalC

PDB Z-score rmsd ( Å) % Identity Lengtha Protein

1XUV 12 3.1 16 160 Unknown
1XFS 11 3.3 13 149 Unknown
1XN5 8.2 3.1 17 138 Unknown
1BV1 8.4 2.9 9 126 Plant allergen
1VJH 6.7 3.4 13 102 Plant allergen
1JSS 6.7 3.6 4 110 Lipid binding (STARD4)
1EM2 6 3.3 5 111 Lipid binding (STARD3)
1T17 5.6 4.1 9 148 Unknown
1ND0 4.3 3.3 10 109 Non-heme iron dioxygenase

aSequence length over which percentage sequence identity is calculated.
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To obtain a more accurate and quantitative measure-
ment of the protein–ligand interaction, a more soluble
CLM fragment (Figure 1, fragment III) was employed.
Titration of [U-15N]-CalC with fragment III (Figure 4) fol-
lowed by NMR 2D-1H–15N HSQC, identified a set of
residue perturbations similar to those previously found
with CLM binding. As with CLM, large chemical shift
changes (�0.13 ppm in 1H and 1.1 ppm in 15N) were
observed mainly in the loop regions, indicating their
involvement in the interaction with fragment III. These
changes increased upon continued addition of fragment
III. Signals corresponding to Thr63, Arg108, Gly162, and
the side chain of Trp163 broadened and disappeared
upon the addition of 1 molar equivalent of fragment III.
On the basis of the largest observed chemical shift
change (100 Hz for the amide proton of Leu109), we
determined a lower limit of �600 s–1 for the dissocia-
tion rate constant, which corresponds to an estimated
Kd of �60 �M (assuming kon to be under diffusion
control with a value of �107 M�1 s�1). The titration
results suggest that the protein is in intermediate to fast
exchange on the NMR time scale in its complex with
fragment III, as judged by 1H–15N HSQC cross-peak
broadening or repositioning. It is not unreasonable to
assume that the natural substrate, CLM, binds more
tightly to CalC than the highly truncated fragment III.

The 1H and 15N chemical shift changes for backbone
amides (Figure 4) define the CalC-binding surface for
fragment III/CLM with CalC. Both CLM and fragment III
induce similar conformational changes in CalC upon
binding as indicated by similar chemical shift changes.
Chemical shift perturbations upon binding of CLM/frag-
ment III were found to be concentrated within loop
regions L1 (residues 53–70), L2 (residues 79–93),
L3 (residues 107–121), and helices �2 (residues 146–
156) and �3 (residues 159–170). Most of the hydro-
phobic interactions within the determined CalC–CLM
complex involve residues in the loop L1 (Phe53, Pro54,
Pro58), helix �3 (Met159, Trp163, Pro164, Ile166), and
loop L3 (Phe112, Leu109) (Figure 4, panel d). In addi-
tion, charged residues such as Arg108, Arg114 from
loop L3, Asn60 from loop L1, and Asp160 and Thr165
from �3-helix contribute to the electrostatic interactions.
The observed NMR shift perturbations upon fragment
III/CLM-binding were used as input to HADDOCK (33) to
derive a model for the 1:1 CalC–CLM complex. It should
also be noted that including the NMR-elucidated inter-
acting residues and the biochemically established CLM

enediyne–Gly113 interaction (19, 20) as an ambiguous
interaction restraint (AIRs) in HADDOCK did not signifi-
cantly alter the final structural model. In the resulting
model (Figure 4), the enediyne warhead is oriented
toward the neutral loop (L3) and a 26 Å � 14 Å � 14 Å
hydrophobic tunnel engulfs the CLM aryltetrasaccharide
(Figure 4, panel c). A number of intermolecular hydro-
phobic and hydrogen-bonding interactions account for
the specific recognition within this complex (Figure 4,
panel d).

DNA binding to CalC. There exists no prior evidence
for CalC–DNA interaction. However, given that several
START domain proteins are either associated with, or
directly involved in, transcriptional regulation (31), we
used the NMR chemical shift perturbation method
described above to test the ability of CalC to bind DNA.
Given that there was no a priori knowledge regarding the
putative CalC DNA “target”, a structurally characterized
double-stranded DNA (dsDNA) 11-mer derived from the
Escherichia coli RNA-polymerase promoter region (34)
was employed for this initial study.

Titration of [U-15N]-CalC with dsDNA, followed by NMR
2D-1H–15N HSQC, identified a set of residue perturba-
tions. These perturbations revealed that CalC binds to
the dsDNA probe and localized the CalC–DNA interac-
tion surface to the unique C-terminal helix, �2 within
CalC (Figure 5). Large chemical shift perturbations were
restricted primarily to helix �2, (Lys150–Asn157), while
residues spatially close to the helix �2 (Phe112, Gly113,
Arg114, Ile115 from Loop L3, and Tyr28 and Asp29 from
the N-terminus) also showed some perturbation in their
chemical shift values (Figure 5). Notably, the high-
frequency shifts of several backbone nitrogens and
amide protons (Asp29, Arg114, Lys150, Lys153,
Arg154, and Asn157) are indicative of possible hydro-
gen bonding to the DNA phosphate backbone (35).
From the maximum observed chemical shift change of
225 Hz for amide proton of the residue Lys153, we
determined a lower limit of �1410 s�1 for the dissocia-
tion rate constant, which corresponds to an estimated
Kd range of �14–141 �M (assuming kon to be under dif-
fusion control with a value of �106–107 M�1 s�1). The
observed changes indicate that the CalC�DNA interac-
tion is in fast exchange regime on NMR chemical shift
time scale, indicating that the binding is weak. Many
proteins that interact with specific DNA sequences bind
to nonspecific DNA sequences with weak affinity, and
such initial nonspecific interactions play an important
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role in translocation of DNA binding proteins to their
target sequence in vivo (36). While the CalC–DNA
binding may be tighter to a specific DNA sequence, such
specific CalC binding sequences have yet to be deter-
mined. The restraints derived from NMR shift perturba-
tions served as input to HADDOCK (33) to derive a model
for the CalC–DNA complex. The interaction of positively
charged residues from helix �2 with the phosphate
backbone of the DNA is shown (Figure 5).

Mechanistic Implications. To date, the structural elu-
cidation of proteins that sequester highly reactive
metabolites capable of DNA damage have revealed the
involvement of two major structural folds (37). The first
structural fold used for sequestering DNA-damaging
metabolites is a dimer of monomers containing two
�����-repeats found both within the bleomycin (BLM)
and mitomycin (MTM) resistance proteins (BlmA and
Mrd, respectively). In both BlmA and Mrd, this �����-
rich structure provides a concave binding pocket (37).
This pocket within BlmA predominately employs electro-
static interactions to bind BLM, while the analogous
cavity in Mrd utilizes 	-stacking interactions of aromatic
residues to bind MTM. The second structural fold known
to control DNA-damaging natural products is the immu-
noglobulin fold used by the 9-membered chromoprotein

enediynes (Figure 1, 7–11). Specifically, stabilizing
9-membered enediyne carrier proteins employ this
�-sheet-rich fold to provide a hydrophobic pocket that
protects the extremely labile enediyne chromophores
(37). Distinct from BlmA, Mrd, and enediyne chromopro-
teins, CalC is a member of the START domain structural
superfamily. Thus, this study illuminates, for the first
time, the START domain as another fold used by nature
to specifically sequester/control highly reactive metabo-
lites capable of DNA damage.

The START domain is a conserved protein module that
displays remarkable functional versatility and is found in
eukaryotes, archaea, and bacteria (30). START domains
are involved in diverse cellular functions that include
ligand binding [e.g., the START domain of human
MLN64, STARD3, which binds to and regulates the trans-
port of cholesterol (38, 39)], catalysis [e.g., the cyclase/
aromatase TcmN in tetracenomycin biosynthesis (40)],
and even signal transduction [e.g., the potential tumor
suppressor STARD12 (21, 41)]. The most prominent
structural feature of the START domain is the presence of
a helix-grip fold, which forms a binding pocket for hydro-
phobic ligands (30). Within CalC, this prominent struc-
tural fold serves to bind the CLM aryltetrasaccharide and
thereby bury the DNA-recognition unit of CLM. In the

Figure 4. NMR chemical shift titration curves for the binding of fragment III to [U-15N]-CalC. a) Changes in chemical shifts
upon titration of CalC with fragment III plotted by residue number: black, backbone amide nitrogens; magenta, amide
protons. The absence of a bar in the plot indicates the presence of a proline residue or an unmeasured shift due to
overlap. b) Regions of the HSQC spectrum displaying changes in cross-peak positions of various residues (Asn60, Leu109,
Phe112, and Asp160) upon addition of fragment III at concentrations of 0, 0.1, 0.4, 0.7, 1.1, 1.5, 2.0, and 3.5 mM
(decreasing darkness). c) CalC–CLM interacting surface: CalC is represented by the ribbon model, CLM as a stick model;
protein residues with significant chemical shift changes in the presence of CLM are colored yellow. d) Stereoview of the
CalC–CLM interaction surface.
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CalC–CLM complex, the trisulfide trigger of CLM is
solvent-exposed to facilitate activation, while the ene-
diyne warhead is positioned for Gly113 �-hydrogen
abstraction to initiate the proteolytic CalC self-sacrifice
event. Thus, the structure of the CalC–CLM complex is
consistent with the previous in-depth mechanistic

studies of the inactivation of CLM through
CalC self-sacrifice and the established
minimal enediyne-disaccharide unit
required for CalC recognition (19).

The demonstration that START domains
are efficient scaffolds for CLM-binding may
also have broader relevance. For example, in
the context of CLM-based therapeutics such
as MyloTarg, the current route of CLM intra-
cellular transport from the lysosome to the
nucleus (where the enediyne ultimately
renders its lethal effects) remains unknown
(16, 17). Interestingly, human START do-
mains are broadly distributed within cells,
including the nucleus (STARD4, D5, D6, and
D10), cytosol (STARD2, D4, D5, D11, D13,
and D15), mitochondria (STARD10), Golgi
(STARD11), plasma membrane (STARD12),
and even endosomes (STARD3) (21). There-
fore, the present study, which reveals the
START domain as an efficient enediyne-
binding scaffold, presents a compelling basis
from which to propose that START domain
proteins may also serve to chaperone
and/or mediate the requisite intracellular
transport and translocation of CLM within
human cells.

CLM-induced DNA strand scission is initi-
ated by reductive activation. For example, in
the presence of glutathione (GSH), CLM ini-
tially binds DNA reversibly, and the DNA-
bound CLM reacts with GSH to form
GSH–CLM disulfide as the major product (9).
A number of long-lived, DNA-free intermedi-
ates exist en route to this key GSH–CLM
disulfide, which can also dissociate from
DNA. The GSH–CLM disulfide intermediate
ultimately leads to the hetero-Michael
adduct (Figure 1, dihydrothiophene I), which
rapidly cycloaromatizes to give the reactive
1,4-diradical species required for hydrogen
abstraction from the DNA backbone (10, 42,

43). The current structural study revealed a minimum
CalC–fragment III association of 104 M�1, and efforts to
elucidate an association for CalC–CLM were prohibited
by CLM solubility. Given the CLM–DNA association is
estimated to be 106–108 M�1 (44, 45) and in vitro CLM
inactivation via CalC self-sacrifice is favored even in the

Figure 5. NMR chemical shift titration curves for the binding of DNA
[U-15N]-CalC. a) Changes in chemical shifts upon titration of CalC with
DNA, (blue) backbone amide nitrogen and (magenta) amide proton,
plotted as a function of the residue number. The absence of a bar in
the plot indicates the presence of a proline residue or an unmeasured
shift due to overlap. b) Regions of HSQC spectra displaying changes in
the positions of cross peaks corresponding to various residues (Asp29,
Arg114, Lys153) at DNA concentrations of 0, 0.05, 0.08, and 0.1 mM
(decreasing darkness). c) CalC�DNA interaction surface: CalC is repre-
sented by the blue ribbon; residues exhibiting significant chemical
shift perturbations are shown in red. d) CalC residues exhibiting the
largest chemical shift perturbations upon titration with DNA.
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presence of excess DNA (19, 20), we conclude the esti-
mated fragment III–CalC weak association may not
reflect the true CalC–CLM binding affinity.

The current NMR study also clearly divulged, for the
first time, evidence for association of CalC with DNA. In
the context of “self-sacrifice”, the apparent localization
of CalC to the intended enediyne target (DNA) in conjunc-
tion with an apparent affinity of CalC for CLM is consistent
with the demonstrated efficient capture and inactivation

of CLM by CalC to ultimately prevent DNA damage. Given
that the interaction of many regulatory DNA-binding pro-
teins with their target sites is usually preceded by binding
to nonspecific DNA, the current study does not support or
refute the existence of specific CalC-binding sequences. It
will be of interest in future studies to determine whether
CalC displays sequence specificity and whether the
observed CalC–DNA interaction offers additional direct or
indirect effects within the CLM producing bacterium.

METHODS
Cloning, Expression, and in Vivo Assays. The N-terminal trunca-

tion expression constructs of CalC were amplified from pJB2011
using the following primer pairs: CalC27-181, 5=-AAGCCGAAG-
CATATGAACTACGACCCGTTC-3=/5=-ATATATAAGCTTTCACTTCTTCGC-
CCCTTCC-3=; CalC1-112, 5=-ATATATCATATGCATCACCATCACCATCA-
CACTCAGGAGAAGACCGCA-3=/5=-CGGGTCAAGCTTTCAGAAGCCGTT-
GAGCCG-3=; CalC27-112, 5=-ATATATCATATGCATCACCATCACCATCA-
CAACTACGACCCGTTCGTC-3=/5=-CGGGTCAAGCTTTCAGAAGCCGTT-
GAGCCG-3=; and CalC114-181, 5=-AACGGCCATATGCGGATCGA-
CCCGGAC-3=/5=-ATATATAAGCTTTCAGTGATGGTGATGGTGATG-
CTTCTTCGCCCCTTCCTC-3=. After restriction digestion with NdeI/
HindIII (Promega), the PCR products were ligated into NdeI/HindIII-
linearized pET21a (Novagen) to yield constructs pMH16 (CalC27–
181), pMH20 (CalC1–112), pMH21 (CalC27–112), and pMH22
(CalC114–181), respectively. Each expression plasmid was con-
firmed by sequencing and subsequently transformed into E. coli
strain BL21(DE3)Gold (Stratagene) for expression at 37 °C. In vivo
CLM resistance assays for CalC, CalC27–181, CalC1–112, CalC27–
112, and CalC114–181 were performed on LB-agar plates sup-
plemented with 75 �g mL�1 carbenicillin, 1 mM isopropyl-�-D-
thiogalactopyranoside, and 30 ng mL–1 CLM as previously de-
scribed (19). In this study, cells containing the CalC expression con-
struct, as well as control cells containing empty vector, were grown
to an o.d. of �2, and an equal cell density from each starter culture
was plated. Plates were incubated for 12 h at 37 °C, and the clones
were assessed for survival.

Labeling. Labeling of CalC27–181, CalC1–112, CalC27–112,
and CalC114–181 with 15N and double-labeling of CalC27–181
with 13C and 15N was achieved by growth of BL21(DE3)Gold trans-
formed with pMH16, pMH20, pMH21, and pMH22 in modified
minimal medium according to Zhao et al. (46). The minimal salts
medium for 15N/13C-labeling was supplemented with 4 g of 13C-
glucose L–1 and adjusted to pH 7.2. Protein expression was per-
formed in 2.5 L Fernbach flasks, and cells were grown for 14 h at
37 °C to an o.d. of 4.8. Cells were harvested by centrifugation at
3000g for 20 min.

Protein Purification. Cells were resuspended in binding buffer
(50 mM sodium phosphate, 25 mM NaCl, pH 6.8) and disrupted in
a pressure cell (Thermo Electron) at 12,000 psi. Insoluble debris
was removed by centrifugation at 10,000g for 1 h, and the super-
natant was loaded onto a HiTrap SP FF column (Amersham Bio-
sciences) for ion exchange chromatography using a NaCl-gradient
(50 mM sodium phosphate, pH 6.8, 25 mM–1 M NaCl over 41 mL,
A280 detection, 0.5 mL min�1). Under these conditions, the desired
protein eluted at 175 mM NaCl, and CalC-containing fractions were
collected and concentrated by ultrafiltration (10,000 MWCO-mem-
brane, Centriprep and Centricon YM10, Millipore). Concentrated
protein was loaded onto a HiPrep 16/60 Sephacryl S-200 HR column
(Amersham Biosciences) for gel filtration in 50 mM BisTris, 200 mM

NaCl, pH 7.3 (A280 detection, 0.5 mL min�1). CalC-containing frac-
tions (67–85 mL) were collected, concentrated, and stored in 5 mM
BisTris, 100 mM NaCl, 10 mM MgCl2, pH 7.3 (NMR buffer).

Generation of CLM Fragment III. Fragment III (Figure 1) was pro-
duced by refluxing 10 mg of CLM �3

I in 10 mL of wet acetone with
pyridinium p-toluene-sulfonate (0.1 equiv) at 70 °C. The hydrolysis
was monitored by HPLC using a reverse-phase column (Phenome-
nex Luna C18, 250 � 4.6 mm) with a gradient of 10%–90% aceto-
nitrile in H2O over 20 min at a flow rate of 1 mL min�1. The products
were detected under UV-280 nm by a PDA detector with a reten-
tion time for CLM �3

I of 15.5 min and for fragment III of 11.6 min.
After 20 h, solvent was evaporated, and the fragment III was puri-
fied by preparative HPLC isolation using a reverse-phase column
(DiscoveryBIO C18, 25 cm � 21.2 mm, 10 �m, Supelco) with a gra-
dient of 10– 90% acetonitrile in H2O over 20 min at a flow rate of
10 mL min�1. After lyophilization, 0.8 mg of fragment III was
obtained (8% yield). The product was confirmed by 1H NMR on
Varian UNITY INOVA 500 MHz using a CapNMR probe.

Binding Studies. For CLM-binding studies, CLM was dissolved in
45–50 �L of DMSO to give a stock solution of 15–20 mM CLM. 2D
1H–15N HSQC spectra of CalC (100 �M) were recorded in NMR
buffer with the successive addition of increasing CLM at 30 °C. The
2D 1H–15N-HSQC of 100 �M CalC in NMR buffer containing 15%
DMSO was used as a control. For fragment III-binding studies, frag-
ment III was dissolved in NMR buffer to give a stock solution of
15 mM. The 2D 1H–15N HSQC spectra of 400 �M CalC with 0.14,
0.57, 1.0, 1.57, 2.14, 2.85, and 5.0 equiv of fragment III were
recorded at 30 °C. For CalC–DNA studies, the DNA employed was
dsDNA: 1, 5=-GCATATGATAG and 5=-CTATCATATGC and the
2D 1H–15N HSQC spectra of CalC (100 �M) recorded in NMR buffer
with 0.05, 0.21, 0.42, 0.84, and 1.26 equiv of DNA at 30 °C. All
1H–15N HSQC spectra were recorded using a time domain data size
of 400 t1, 1596 t2 complex points, and 16 transients per t1 increment.

NMR Spectra Used for the Structure Determination. NMR experi-
ments were carried out at 30 °C on Varian UNITYINOVA 900 MHz,
800 MHz, and 600 MHz spectrometers equipped with a 1H-13C-15N
triple-resonance cold probe (800 MHz, 600 MHz) with a 5 mm
z-shielded gradient or a RT probe (900 MHz) with a 5 mm x, y,
z-shielded gradient. For the backbone resonance assignments, (3D)
HNCO, HNCACB, CBCA(CO)NH, NOESY-(15N,1H)-HSQC spectra were
recorded as previously described (47), and for the side chain reso-
nance assignments, 3D HBHA(CO)NH, H(CCO)NH, C(CO)NH, H(C)CH
TOCSY, and (H)CCG TOCSY data sets were recorded. NOE distance
constraints were obtained from 3D-NOESY(15N,1H)-HSQC, and 3D
NOESY-(13C,1H)-HSQC spectra with 100 ms mixing times. Spectra
were processed with NMRPipe (48) and analyzed using NMRView
(49) software packages.

Chemical Shift-Derived and Hydrogen Bond Restraints. As-
signed chemical shifts were determined for 97% of the nuclei
(BioMagResBank accession code 6726). The 13C�, 13C�, 13Co, 1H�,
and 15N chemical shifts of the assigned residues served as input for
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the TALOS program (26). For better convergence, a number of
hydrogen bond restraints were introduced for the backbone amide
protons on the basis of amide 1H-2H exchange results, 13C�-/13C�

secondary shifts, and NOE data. Hydrogen bonds were enforced by
using the following restraints: 1.8–2.3 Å for d(N-H, O) and 2.7–3.3 Å
for d(N, O). The hydrogen bonds between N–Hi and O–Cj in the
�-sheet structures were included as restraints only if the �-sheet
interstrand dNN (i, j), and d�N (i, j) NOE cross peaks were observed.
Hydrogen bond constraints for �-helices were included when NOEs
corresponding to the secondary structure d�N (i, i
3) for �-helices
were observed.

Structure Calculations. Structure calculations (50) were per-
formed with CNS (24) using the ARIA setup and simulated anneal-
ing protocols (25). The best 20 structures out of 100 calculated were
selected on the basis of lowest total energy. PROCHECK-NMR (51)
was used to assess the quality of the final ensemble of conformers.
Analysis of the final 20 structures showed that 93.3% were in the
favored region of the Ramachandran plot. Structures were visual-
ized with the programs MOLMOL (52) or PyMOL (www.pymol.org).

Modeling the CalC–CLM and CalC–DNA Complexes. Coordinates
of CLM were taken from the NMR structure of the CLM–DNA
complex (2PIK) (53). Topology and parameter files were generated
by the PRODRG server (54). The experimentally determined dis-
tance and dihedral restraints for CalC (Supplementary Table 1) were
applied in a simulated annealing protocol using CNS and HADDOCK
(33). AIRs were generated based on the chemical shift mapping
data of CalC with fragment III. “Active” and “passive” residues were
distinguished on the basis of their amount of chemical shift pertur-
bation; in the NMR titration data, active residues correspond to all
residues showing a significant chemical shift perturbation (�0.03
ppm for 1H and �0.3 ppm for 15N) upon complex formation. From
the list of active and passive residues, 24 AIRs were defined with an
upper distance boundary of 3.5 Å. A total of 500 conformers of the
CalC�CLM complex was generated using only the AIRs, van der
Waals energy, and electrostatic terms in CNS. The 100 conformers
with lowest molecular energies were subsequently subjected to
semiflexible simulated annealing and refinement with explicit water
and only backbone restraints for residues outside the interface. Resi-
dues 56�66, 79–92, 106–119, 130–144, and 150–168 of CalC,
and full CLM were allowed to be flexible in all stages of the docking
procedure. After the calculation, structures were ranked according to
their intermolecular energy (the sum of electrostatic, van der Waals,
and AIR energy terms). Ten structures with low restraint energy were
accepted as a final structure.

For the CalC–DNA complex, the DNA coordinates were taken
from the DNA structure 1SKP, d(gcatatgatag).d(ctatcatatgc), a con-
sensus sequence for promoters recognized by sigma-k RNA poly-
merase (34). Fourteen AIRs were defined with an upper distance
boundary of 3.5 Å. A total of 20 conformers of the CalC–DNA
complex was generated using only the AIRs, van der Waals energy,
and electrostatic terms in CNS. The 10 conformers with lowest
molecular energies were subsequently subjected to semiflexible
simulated annealing and refinement with explicit water and only
backbone restraints for residues outside the interface. Residues
28�32, 62–65, 89–93, 109–116, and 148–155 of CalC, and the
middle four base pairs in DNA were allowed to be flexible in all
stages of the docking procedure. After the calculation, structures
were ranked according to their intermolecular energy (the sum of
electrostatic, van der Waals, and AIR energy terms). The structure
with low restraint energy was accepted as a final structure.

Accession Codes. The chemical shifts of CalC at pH 7.3 and 30 °C
have been deposited in the BioMagResBank under accession
number 6726. The atomic coordinates of the ensemble of 20 struc-
tures that represent the solution structure of CalC, together with the
complete list of constraints used for the final structure calculation,
have been deposited in the Protein Data Bank (PDB), under acces-
sion number 1ZXF. Atomic coordinates of the ensemble of 10 struc-

tures that represent the model of the complex of CalC–CLM and a
minimum restraint energy of complex of CalC–DNA, along with the
complete list of AIR restraints derived from chemical shift perturba-
tions, have been deposited in the PDB, under accession number
2GKC and 2GKD, respectively.
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A lzheimer’s disease (AD) is estimated to affect
nearly 10% of people over the age of 65
(www.alz.org/AboutAD/statistics.asp). As the

“baby boom” generation ages and medical advances
enable people to live longer, the number of people
afflicted by AD is expected to increase dramatically.
Given these trends, there is a tremendous need to
develop therapeutics that block or reverse this debilitat-
ing neurodegenerative disease.

Although a number of drugs are in clinical use for the
treatment of AD, most of these compounds target the
symptoms of the disease, rather than its underlying
molecular cause. Reducing the incidence of AD and
slowing its progression will require new drugs that
disrupt the underlying molecular etiology of AD.
Although the molecular underpinnings of AD are not
fully understood, a range of genetic and biochemical
studies suggest that aggregation of the Alzheimer’s
peptide, A�, plays a causative role in the development
of AD (1–7). Therefore, compounds that inhibit pro-
duction and/or aggregation of A� are attractive candi-
dates as therapeutics for the prevention and/or treat-
ment of AD.

A� peptides are produced in vivo by proteolytic cleav-
age of the amyloid precursor protein (APP) by � and
� secretases (1). Because � secretase can cleave at
several alternative sites, the resulting A� peptides vary
in length. The most abundant forms found in amyloid
plaque are the 40-mer and the 42-mer. A�40 is pro-
duced in greater abundance; however, A�42 aggregates
more readily and comprises the major component of
amyloid plaque in diseased brains (8–10).
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ABSTRACT Aggregation of the Alzheimer’s peptide A� produces toxic multi-
meric species that play a key role in the development of Alzheimer’s disease. Com-
pounds that inhibit this aggregation may prove useful as therapeutic agents for the
prevention or treatment of Alzheimer’s disease. Although aggregation inhibitors
may already exist in combinatorial libraries, finding these compounds in a cost-
effective high-throughput manner poses an enormous challenge. To meet this chal-
lenge, we have developed a novel high-throughput screen capable of isolating
inhibitors of A� aggregation from large libraries of inactive candidates. The screen
uses a fusion of A�42 to GFP. In the absence of inhibition, the rapid misfolding and
aggregation of A�42 causes the entire fusion protein to misfold, thereby pre-
venting fluorescence. Compounds that inhibit A�42 aggregation enable GFP to fold
into its native structure and be identified by the resulting fluorescent signal. By
implementing the screen on a pilot library of triazine derivatives, we have identified
several putative inhibitors. One of the selected compounds was studied in detail by
a series of biochemical and biophysical methods. These studies confirmed that the
selected compound inhibits aggregation of synthetic A�42 peptide. The
fluorescence-based method described here is rapid and inexpensive and can be
used to screen large libraries for inhibitors of A�42 aggregation and/or
amyloidogenesis.
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Each step in the production and aggregation of A�

can be considered as a target for intervention. These
steps include (i) expression of the APP, (ii) proteolytic
cleavage of APP into A� peptides, (iii) clearance of A�

peptides from the system, and (iv) aggregation of A�

into oligomers and insoluble amyloid. Numerous
studies, both in academic labs and in the pharmaceuti-
cal industry, have targeted the first three steps of this
pathway. Although initial results were promising (11–15),
attempts to block expression, cleavage, or clearance have
not produced an effective pharmaceutical.

In addition to these upstream processes, efforts have
also focused on blocking the aggregation step itself.
Although a few aggregation inhibitors have been
reported (16–23), no clinically useful therapeutics have
emerged. The discovery of compounds that block A�

aggregation has been stymied by two major hindrances:
First, structure-based rational drug design is precluded
by the unavailability of a high-resolution structure.
Although structural studies of A� have advanced signifi-
cantly in recent years and models of A� amyloid have
been built (24, 25), these structures are not of suffi-
ciently high resolution to enable atom-by-atom drug
design. Moreover, these structural models are for fibrils
of A�, rather than the oligomers now assumed to be the
toxic species. Second, large-scale screening of combina-
torial libraries has been hindered by the unavailability of
a cost-effective high-throughput screen for inhibitors of
the early steps of A� aggregation.

Although several methods to screen for inhibitors of
A� aggregation have been reported (26, 27), these
methods are hampered by several shortcomings: Pub-
lished methods typically require synthetic A� peptide.
Because A�42 aggregates, synthesis of this 42-residue
peptide is laborious and time-consuming. Conse-
quently, synthetic A�42 is too expensive to use in
screens aiming to analyze large libraries of compounds.
In addition to its prohibitive cost, the aggregation of syn-
thetic A�42 can also interfere with the efficacy of a
screen: Synthetic A�42 often contains oligomeric
“seeds” that can nucleate further aggregation. Since
current models of AD pathogenesis implicate small oli-
gomers on the pathway toward amyloid as the most
toxic species (5, 6, 28–31), a screen relying on samples
that contain pre-existing seeds may actually miss the
most important inhibitors, including those that block the
initial formation of soluble A� oligomers.

To overcome these challenges, we have developed a
novel screen for inhibitors of A�42 aggregation. Our
screen does not require synthetic A�42. Moreover, the
new screen uses fluorescence for rapid and high-
throughput detection. Here we describe the develop-
ment of this screen, and its implementation to isolate
inhibitors of A�42 aggregation from a novel combinato-
rial library of triazine derivatives.

RESULTS AND DISCUSSION
A High-Throughput Screen for Inhibitors of A�

Aggregation. A high-throughput screen for inhibitors of
A� aggregation requires the solubility/aggregation
behavior of A� to be coupled to a property that can be
assayed on many samples in parallel. Such coupling
can be achieved by fusing the A� sequence to a reporter
protein with an observable function that is blocked by
A� aggregation but enabled by agents that inhibit A�

aggregation.
Our screen achieves this goal by fusing the sequence

of A�42 to GFP. Because folding of GFP into its native
fluorescent structure occurs slowly (32), the fluores-
cence of the A�42–GFP fusion depends on the folding
and solubility of the fused A�42. Misfolding and aggre-
gation of the A�42 sequence cause the entire A�42–
GFP fusion to misfold prior to formation of the correct
fluorescent structure. Inhibitors that retard (or block)
A�42 aggregation enable GFP to fold into its native
structure and can be distinguished by the resulting fluo-
rescent signal.

We chose to work with A�42 rather than A�40
because the longer peptide is the major component of
senile plaque and the ratio of A�42/A�40 is increased
in diseased brains (8, 9). The 42-residue peptide also
forms aggregates more rapidly in vitro (10). In our fusion
construct, A�42 is separated from the N-terminus of GFP
by a linker encoding the sequence GSAGSAAGSGEF
(33). This sequence was shown previously to be effec-
tive in coupling the aggregation state of N-terminal
fusions with the fluorescence of GFP (33–35). (Longer or
more disordered linkers are not suitable because they
would uncouple the properties of the N-terminal peptide
from those of GFP.)

In previous work, we demonstrated that fusions of
A�42 to GFP do not fluoresce, and expression of the
A�42–GFP fusion in Escherichia coli yields nonfluores-
cent colonies (34, 35). We used these fusions as an arti-
ficial genetic system in E. coli to screen for mutations
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in A�42 that inhibit aggregation (34). Nonaggregating
mutants were isolated by screening random mutations
in A�42 for those that produce green fluorescent colo-
nies. The ability of the selected amino acid substitutions
to diminish the aggregation of A�42 was confirmed by
biophysical studies of mutant versions of the synthetic
42-residue peptide.

Just as mutations in the sequence of A�42 can retard
aggregation by intramolecular effects (34), one might
expect exogenous compounds to inhibit A�42 aggrega-
tion by intermolecular effects. To test this hypothesis,
we now demonstrate the use of the A�42–GFP fusion as
a high-throughput screen to search a library of small
molecules for inhibitors of A�42 aggregation.

In this initial test of the screen (Figure 1), we focus on
a library of �1000 compounds based on the triazine
scaffold (36, 37). This library was prepared by varying
the substituents at positions X, Y, and Z on the scaffold
(Figure 1). The tested compounds were prepared previ-
ously for other assays (37) or freshly synthesized using a
slightly modified method developed in our lab (36). The
substituents at positions X, Y, and Z are described in our
earlier work (36, 37).

To implement the screen, we added E. coli cells
expressing the A�42-GFP fusion protein to 96-well
plates. Candidate molecules from the library of triazine
derivatives were added to each well, and expression of
the A�42–GFP fusion protein was induced by addition of
isopropyl-�-D-thiogalactopyranoside. Following 3 h of
induction, the fluorescence of each well was measured
on an automated plate reader. Several wells containing
specific triazine derivatives fluoresced at levels signifi-
cantly above background (Figure 2). Compounds were
tested in quadruplicate, and the identification of “hits”
was consistent across the four repetitions. The fluores-
cent hits are considered as putative inhibitors of A�42
aggregation.

In Vitro Studies Confirm the Activity of a Selected
Inhibitor. The ability of the A�42–GFP fluorescence
screen to identify potential inhibitors of aggregation is
encouraging; however, because the screen relies on
several artificial features, one might question whether
compounds isolated by this screen actually inhibit
aggregation of the A�42 peptide in a well-defined
biochemical system. The artificial features of the A�42–
GFP screen include (i) a fusion in which the relevant
42-residue A� sequence is only a small fraction of the
292-residue fusion protein and (ii) expression in E. coli,

which is clearly not the natural system for AD. Conse-
quently, it is essential to verify that fluorescence
observed for the A�42–GFP fusion expressed in E. coli
indeed correlates with diminished aggregation of the
A�42 peptide.

In earlier work, we demonstrated that mutations in
A�42 that yield green fluorescence in the context of the
A�42–GFP fusion expressed in E. coli indeed diminish
the aggregation of synthetic A�42 peptide studied in

Figure 1. Fluorescence-based screen using the A�42–GFP
fusion. In the absence of inhibition, the A�42 portion of
the fusion aggregates rapidly and causes the entire A�42–
GFP fusion to misfold and aggregate (left). Therefore, no
fluorescence is observed. However, inhibition of A�42
aggregation enables GFP to form its native green
fluorescent structure (right). (The green part of the ribbon
diagram shows the structure of GFP; the yellow part is
merely a schematic representation of a nonaggregated
form of A�42.) The triazine scaffold is shown at the center
of the figure. Combinatorial diversity was introduced at
sites marked X, Y, and Z. A 96-well plate is shown at the
bottom of the figure. Compounds were added to each well,
followed by E. coli cells expressing the A�42–GFP fusion.
Negative (colorless) and positive (green) controls are
shown in the columns on the edges of the plate. For
negative controls, no test compounds were added to the
wells. For positive controls, the wild-type A�42–GFP
fusion was replaced with a fusion in which the A�42
sequence contained mutations F19S and L34P. This double
mutant was shown previously to inhibit aggregation and
enable fluorescence of the A�42–GFP fusion (34).
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vitro (34). To confirm that this correlation holds not only
for mutations in A�42 but also for the small molecule
inhibitors isolated by our screen, we probed the effects
of the selected triazine derivative E2 (Figure 2) and the
unselected control D2 (Figure 2) on the aggregation
behavior of synthetic A�42 peptide.

Soluble monomeric A�42 peptide can be prepared
using organic solvents, sonication, and filtration (38).
When such samples are diluted into aqueous buffer, the
peptide aggregates into fibrillar amyloid structures,
which can be assayed by the binding and resulting fluo-
rescence of thioflavin T (39). The rate of A�42 aggrega-
tion depends on the conditions of the incubation: Under
“quiescent” conditions, aggregation is slow, whereas
agitation causes A�42 to aggregate more rapidly.

We studied the effects of compounds D2 and E2 on
the aggregation of A�42 under both quiescent and agi-
tated conditions. For the quiescent conditions, synthetic
A�42 at a concentration of 20 �M was incubated for 2 h
in the presence of various concentrations of either D2
or E2. Fibril formation was assayed by the shifted fluo-
rescence of thioflavin T that accompanies binding to
fibrils (39). Compound E2 inhibits aggregation in a
concentration-dependent manner, with an IC50 of
�30 �M. At 80 �M, E2 produces nearly complete inhi-
bition of A�42 aggregation (Figure 3). In contrast, the
control compound D2 shows no inhibitory effect.

Compounds D2 and E2 were also tested for their
inhibitory effects under agitated incubation conditions.
Here the effect was even more dramatic: While the
control compound D2 was inactive, the selected com-
pound E2 caused a 90% reduction in thioflavin T fluo-
rescence at a concentration of only 50 �M (Figure 4). The
inhibitory effect of E2 was compared to dopamine and
tannic acid, which were shown previously to inhibit
A�42 aggregation (40, 41). At concentrations of 25 and
50 �M, the inhibitory effect of E2 was similar to, or
slightly better than, dopamine or tannic acid (Figure 4).

Despite its inhibitory activity at 25 and 50 �M, E2 at
lower concentrations seems to cause a slight increase in
amyloid formation (Figure 4). This surprising behavior is

reminiscent of the
effect of trifluoro-
ethanol (TFE),
which inhibits
fibrillogenesis at
high concentra-
tions but increases

the rate of fibrillogenesis when added at low concentra-
tions (42). It is not clear whether E2 acts by a mecha-
nism similar to that exerted by TFE on peptide structure.

Finally, the ability of E2 to inhibit the assembly of
A�42 into amyloid fibrils was assessed by electron
microscopy. A�42 peptide was incubated for 5 d, either
alone or in the presence of compounds D2 or E2. Five
days is a relatively long incubation time; in the absence
of inhibitors, A�42 readily forms visible fibrils after 1 or
2 d (data not shown). Following the 5 d incubation,
samples were stained with uranyl acetate and imaged
by electron microscopy. The control compound D2 was
inactive at all concentrations (Figure 5). Compound E2,
however, inhibited fibrillogenesis in a dose-dependent
manner. At 50 �M, E2 had no effect, at 100 �M only
short fibrils (perhaps “protofibrils”) were observed,
while at a concentration of 200 �M, compound E2 com-
pletely inhibited fibril formation.

Figure 2. Screening results for the triazine library. a) Digital readout of the fluorescence of E. coli cells expressing the
A�42–GFP fusion in the presence of compounds from a combinatorial library of triazine derivatives. N denotes negative
control wells without compound (2706 average, 238 standard deviation). P denotes positive control wells expressing a
GFP fusion to the soluble F19S/L34P mutant of A�42 (4610 average, 155 standard deviation). Compounds that reproducibly
yielded fluorescence signals 3 standard deviations above the average of the negative control are highlighted in green.
Compounds E2 (green) and D2 (control) were chosen for further studies. b) Structures of the aggregation inhibitor, E2, and
the inactive control compound, D2. (The triazine scaffold of the combinatorial library is shown in Figure 1.)

Figure 3. Aggregation of synthetic A�42 peptide under
quiescent conditions. Amyloid formation was assayed by
binding and fluorescence of the diagnostic dye, thioflavin
T. Control A is synthetic A�42 alone. Control B is buffer
alone. Compound E2 inhibits amyloid formation in a dose-
dependent manner. The related compound, D2, has no
activity. Additional controls showed that in the absence
of peptide, compounds D2 and E2 had no effect on ThT
fluorescence (data not shown). Fluorescence is shown as a
percentage of the control (synthetic A�42 alone).
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These results confirm that the novel fluorescence-
based assay using an A�42–GFP fusion expressed in
E. coli can detect compounds that indeed inhibit aggre-
gation and/or amyloidogenesis of the A�42 peptide.

Screening for Inhibitors of the Early Steps of
Aggregation. An extensive range of genetic and bio-
chemical studies (1–6) support the “amyloid cascade”
hypothesis (43), which posits that accumulation of
aggregated A� initiates a multistep cascade that ulti-
mately leads to AD. While insoluble amyloid plaque has
long been thought to play a causative role in AD, recent
work suggests that smaller aggregates (A� oligomers)
on the pathway toward amyloid may in fact be more
toxic than insoluble plaque (5, 6, 28–31, 44, 45).
Although the relative importance of the various stages of
aggregation remains a topic of investigation, it is clear
that aggregation of A� into some form of multimeric
complex (ranging from small oligomers to large fibrils)
produces toxic species that lead to AD.

Because the exact structure and oligomeric state of
the toxic aggregate of A�42 are not known, it is impor-
tant to consider what stages of aggregation might be
blocked by compounds scored as “hits” in high-
throughput screens. In traditional screens relying on tur-
bidity or binding of thioflavin T, a compound is scored as
a hit if it prevents assembly into amyloid fibrils. Since
fibrils occur late in the aggregation pathway, a potential

disadvantage of these older screens is the likelihood
that some compounds isolated by these screens will
inhibit the later steps of amyloidogenesis but fail to
inhibit the upstream formation of toxic soluble oli-
gomers. A more effective method would screen for com-
pounds that block early misfolding and aggregation
without requiring the formation of amyloid fibrils. Our
A�42–GFP screen for misfolding and aggregation may
satisfy this requirement. Although we do not know the
exact level of A�42 aggregation (dimers? tetramers?
hexamers?) that prevents fluorescence of the A�42–GFP
fusion, it seems likely that the nonfluorescent pheno-
type of the misfolded aggregate would be apparent at or
before the dodecameric stage, which has been pro-
posed to be the toxic species responsible for memory
impairment in AD (31). Once active inhibitors are iso-
lated, the exact oligomerization stage at which they
function and the precise mechanism of their action can
be assessed by biophysical studies.

For a screen to find inhibitors of the earliest stages of
aggregation, it is important that the compounds being
tested are present prior to the initial steps of the aggre-
gation pathway. For screens that relied on synthetic
A�42 peptide, this posed a serious challenge: Because
A�42 aggregates so readily, it is difficult to prepare
aqueous samples that are entirely free of partially aggre-
gated seeds. The presence of these seeds (which pre-
sumably contain oligomers) meant that the species that
must be inhibited would have already been present
prior to addition of putative inhibitors. Consequently,
screens using synthetic A�42 peptide could miss the

Figure 5. Electron microscopy of fibrils of A�42 after incubation with D2 or E2.
Synthetic A�42 peptide was incubated for 5 d with various concentrations of either
D2 or E2. At elevated concentrations, E2 inhibited fibrillogenesis. In contrast, the
control compound D2, was inactive at all concentrations.

Figure 4. Amyloid formation assayed by thioflavin T
fluorescence after incubation under agitated conditions.
Compound E2 inhibits amyloid formation in a dose-
dependent manner. The control compound, D2, has no
activity. The right side of the figure shows results for
dopamine and tannic acid, which were shown previously to
inhibit A�42 aggregation (40, 41). At concentrations of 25
and 50 �M, the inhibitory effect of E2 was similar to, or
slightly better than, dopamine or tannic acid. Fluorescence
is shown as a percentage of the control (synthetic A�42
alone).
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very compounds that ultimately will provide leads for
the development of anti-AD therapeutics. The A�42–
GFP fusion system overcomes these problems: In the
new screen, A�42 is not present prior to addition of the
test compounds; expression of the A�42–GFP fusion is
induced only after the test compounds have been
added.

The triazine collection described above was used as a
pilot library to demonstrate that the A�42–GFP screen
can indeed distinguish hits from inactive compounds.
Although we are not suggesting that triazine is the
optimal scaffold for drug discovery, we note that com-
pound RS-0466, which was shown by Selkoe and
co-workers (46) to block A� oligomerization and rescue
long-term potentiation, is also a triazine derivative.

Sensitivity of the Screen. An effective screen must be
sensitive enough to detect compounds with relatively
low levels of inhibitory activity. This is important for two
reasons: First, initial implementation of a screen typi-
cally searches for lead compounds, rather than final
drugs. Therefore, a screen should be sensitive enough to
detect first-generation compounds with only moderate
effects on aggregation. (Such leads can be optimized at
later stages.) Second, detection of compounds with low
activity is important because drugs with modest effects
on aggregation may in fact be sufficient to treat AD: In
early onset AD caused by familial mutations in APP or in
the presenilins, levels of A�42 are increased by as little
as 30% (3). This small increase in A�42 can advance the
onset of AD by 30–40 years. Therefore, compounds
with only moderate inhibitory activity may suffice to
delay the onset of AD to the point where it is no longer a
major health problem. The A�42–GFP fusion system
described here has the required level of sensitivity. This
was demonstrated explicitly by earlier work using the
fusion to screen for mutations in A�42 that diminish
aggregation (35). In that work, we showed that muta-
tions that alter the aggregation rate only moderately are
readily detected by changes in the fluorescence of the
A�42–GFP fusion. Thus, the A�42–GFP fusion system is
well-suited for the detection of compounds having a
range of inhibitory activity.

The A�42-GFP fusion system is sensitive to inhibitory
effects at sites throughout the length of 42-residue A�

sequence (34). One might be concerned that the pres-
ence of a linker following residue 42 would interfere with
inhibitory effects on the C-terminal residues of A�42,
which are known to be important for aggregation (8–10,

47). Our earlier studies, however, demonstrated that the
A�42–GFP fusion can discriminate small differences in
aggregation rates caused by mutations throughout
A�42, including those at residues 41 and 42 (34, 35).

When screening for compounds that inhibit aggrega-
tion, it is important to ensure that the screen does not
inadvertently identify generic inhibitors of protein
folding. This possibility must be considered because
aggregation into �-sheet fibrils and folding into native
globular structures are similar processes: Both involve
self-assembly of a polypeptide into an ordered structure.
Although A�42 aggregation is intermolecular and
protein folding is intramolecular, the two processes are
governed by the same types of interactions (hydrogen
bonding, the hydrophobic effect, propensities for sec-
ondary structure, side chain packing, etc.). Therefore, it
is important to establish that a screen for inhibitors of
aggregation does not inadvertently identify inhibitors of
protein folding, particularly the folding of �-sheet pro-
teins. The A�42–GFP fusion system is internally con-
trolled for this possibility. A positive signal (fluores-
cence) is required to identify hits, and this signal is
observed if and only if GFP folds into its native structure.
Therefore, generic inhibitors of protein folding will not be
isolated by this screen. Moreover, since GFP is a �-sheet
protein, generic inhibitors of �-sheet structure will not
be isolated. These undesirable effects are “weeded out”
by the requirement for correct folding of GFP.

Applications of the Screen. Because the A�42–GFP
fusion is sensitive enough to detect both low and high
levels of inhibitory activity, the screen can be used to
determine structure/activity relationships. For example,
compounds D2 and E2 are identical at positions X and Y
but differ at position Z (Figure 2). By screening collec-
tions of molecules that differ at only one position, we
have begun to establish the relationship between the
substituents at each position and the resulting level of
inhibition (Kim et al., unpublished).

AD is one of several diseases involving protein mis-
folding and aggregation. Others include prion encepha-
lopathies and Huntington’s disease (48, 49). The GFP
fusion system described here may also be suitable to
screen for inhibitors of the aggregation processes that
underlie these other diseases.

Certain classes of compounds that successfully
inhibit A�42 aggregation may nonetheless be missed by
our screen. Two examples include compounds that fluo-
resce at the same wavelength as GFP and compounds
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that are toxic to cells. To enable screening of libraries
containing green fluorescent compounds, it may be nec-
essary to modify our system for future use with variants
of GFP that fluoresce in other parts of the spectrum (e.g.,
yellow fluorescent protein (50, 51). Cytotoxic com-
pounds will also be missed by our screen; however, this
may be advantageous since such compounds are
unlikely to be suitable as drugs.

Finally, we note that the initial version of the A�42–
GFP fluorescent screen described in this work relies on
the fusion protein expressed in E. coli. Screening in
E. coli has several advantages: It is fast, inexpensive,
and highly reproducible. Moreover, it favors compounds
that (i) are nontoxic and (ii) readily penetrate biological
barriers. Nonetheless, expression in E. coli may also
introduce a limitation: To be scored as a hit in this cell-

based screen, a compound must enter the bacterial cell.
Inhibitors of A� aggregation that fail to enter cells will
not produce fluorescent signals and will escape detec-
tion in this initial version of our screen. The significance
of this limitation will depend on the type of library being
screened. Some chemical moieties are inherently more
likely than others to enter cells (52). To effectively screen
compounds that do not enter bacterial cells, we recently
developed a modified version of the A�42–GFP fluores-
cent screen in which the fusion protein is expressed
in vitro using a cell-free transcription and translation
system (Kim, Wurth, and Hecht, unpublished). This cell-
free system readily distinguished between aggregating
and nonaggregating mutants of A�42. Future work will
adapt this cell-free system to screen for small-molecule
inhibitors of A�42 aggregation.

METHODS
Fluorescent Screen for Inhibitors of A� Aggregation. The

vector for expressing the A�42–GFP fusion was described previ-
ously (34, 35). Strain BL21(DE3) E. coli cells (53) harboring the
A�42–GFP fusion vector were grown in LB media supplemented
with 35 �g mL�1 kanamycin. When cultures reached an OD600 �
0.8, 100 �L of culture was transferred to the wells of 96-well plates.
Candidate compounds from the triazine library were added to each
well, and protein expression was induced by adding isopropyl-�-D-
thiogalactopyranoside to a final concentration of 1 mM. Samples
were incubated with gentle agitation at 37 °C. Following 3 h of incu-
bation, the fluorescence of each well was measured at 512 nm
(excitation 490 nm) using an automated plate reader (SpectraMAX
Gemini XS, Molecular Devices). To verify that cell densities were
consistent across all samples, the OD600 was also measured. Com-
pounds were tested in quadruplicate: twice at a final concentration
of 30 �M and twice at a final concentration of 100 �M. The identi-
fication of hits was consistent across several repetitions. Occasion-
ally, we observed compounds that yielded fluorescent signals below
that of the negative control; these compounds may be cytotoxic.

Overall, screening a library of �1000 compounds required several
hours. Scale-up procedures using robotic sample handling will
enable screening of much larger libraries on a high-throughput scale.

Synthesis of the Library of Triazine Derivatives. The general
design and synthesis of a triazine-based library was reported previ-
ously (36, 37). In this solid-phase synthetic approach, three types
of building blocks were prepared separately and assembled by
chemically orthogonal reactions. The putative inhibitor E2 and the
structurally related but inactive compound D2 were resynthesized
for further characterization. Data for E2: 1H NMR (400 MHz, MeOH-
d4) � 3.72–3.63 (8H, m), 3.59 (2H, m), 3.37 (2H, m), 3.12 (2H, t, J =
5.0 Hz), 2.46–2.33 (2H, m), 1.67 (2H, m), 1.56 (2H, m), 1.43–1.24
(16H, m), 0.95 (3H, t, J = 7.5 Hz), 0.89 (3H, t, J = 7.0 Hz). LC–MS
(m/z): Calculated for C23H46N6O2: 438.4. Found: 439.4 [M � H]�.
Data for D2: 1H NMR (MeOH-d4) � 3.71–3.64 (8H, m), 3.60 (2H, m),
3.38 (2H, m), 3.12 (2H, t, J = 5.0 Hz), 2.65 (1H, m), 1.57 (2H, m),
1.39 (2H, m), 1.21 (6H, d, J = 6.8 Hz), 0.95 (3H, t, J = 7.3 Hz); LC–MS
(m/z): Calculated for C16H32N6O2: 340.3. Found: 341.3 [M � H]�.

Preparation of Synthetic A�42 Peptide. A�42 peptide (unpuri-
fied) was purchased from the Keck Institute at Yale University and

purified on a C4 reverse phase column (Vydac). After purification,
the peptide was snap-frozen at –75 °C and lyophilized. Monomeric
samples were prepared by 15 min of sonication after addition of tri-
fluoroacetic acid (TFA, 1 mg mL�1 peptide concentration) (54).
Residual TFA was removed by addition of hexafluoroisopropanol
(Sigma Aldrich) and argon blow.

Thioflavin T Assays. Synthetic A�42 peptide was incubated
at 20 �M in phosphate buffered saline (PBS, 50 mM NaH2PO4,
100 mM NaCl, 0.02% NaN3) in the presence or absence of candi-
date inhibitors at various concentrations. Following incubation with
or without agitation, thioflavin T was added to a final concentration
of 7 �M, and fluorescence was measured at 490 nm (excitation
450 nm).

Electron Microscopy. A�42 peptide at a concentration of 20 �M
in PBS buffer was incubated in the presence or absence of the test
compounds at various concentrations. Following 5 d of incubation
at 37 °C under quiescent conditions, Formvar carbon-coated grids
were floated on a drop of the sample for 2 min. The grids were
blotted using filter paper and then stained for 2 min with freshly
made 1% uranyl acetate. Samples were imaged using a Zeiss
912ab electron microscope.

Acknowledgments: We thank M. Bishop for assistance with
the electron microscopy, J. Crawford for peptide synthesis, and
C. Wurth for initial experiments using the A�42–GFP fusion.

REFERENCES
1. Selkoe, D. J. (2001) Alzheimer’s disease: genes, proteins, and ther-

apy, Physiol. Rev. 81, 741–766.
2. Koo, E., Lansbury, P. J., and Kelly, J. (1999) Amyloid diseases: abnor-

mal protein aggregation in neurodegeneration, Proc. Natl. Acad. Sci.
U.S.A. 96, 9989–9990.

3. Scheuner, D., Eckman, C., Jensen, M., Song, X., Citron, M., Suzuki,
N., Bird, T. D., Hardy, J., Hutton, M., Kukull, W., Larson, E., Levy-
Lahad, E., Viitanen, M., Peskind, E., Poorkaj, P., Schellenberg, G.,
Tanzi, R., Wasco, W., Lannfelt, L., Selkoe, D., and Younkin, S. (1996)
Secreted amyloid-� protein similar to that in the senile plaques of
Alzheimer’s disease is increased in vivo by the presenilin 1 and 2
and APP mutations linked to familial Alzheimer’s disease, Nat.
Med. 2, 864–870.

ARTICLE

www.acschemicalbiology.org VOL.1 NO.7 • 461–469 • 2006 467



4. Geula, C., Wu, C., Saroff, D., Lorenzo, A., Yuan, M., and Yankner, B.
(1998) Aging renders the brain vulnerable to amyloid-� protein neu-
rotoxicity, Nat. Med. 4, 827–831.

5. Walsh, D. M., Klyubin, I., Fadeeva, J. V., Cullen, W. K., Anwyl, R.,
Wolfe, M. S., Rowan, M. J., and Selkoe, D. J. (2002) Naturally secret-
ed oligomers of amyloid-� protein potently inhibit hippocampal
long-term potentiation in vivo, Nature 416, 535–539.

6. Walsh, D. M., Klyubin, I., Fadeeva, J. V., Rowan, M. J., and Selkoe, D.
(2002) Amyloid-� oligomers: their production, toxicity and thera-
peutic inhibition, Biochem. Soc. Trans. 30, 552–557.

7. Irie, K., Murakami, K., Masuda, Y., Morimoto, A., Ohigashi, H.,
Ohashi, R., Takegoshi, K., Nagao, M., Shimizu, T., and Shirasawa,
T. (2005) Structure of �-amyloid fibrils and its relevance to their neu-
rotoxicity: implications for the pathogenesis of Alzheimer’s dis-
ease, J. Biosci. Bioeng. 99, 437–447.

8. Gravina, S. A., Ho, L., Eckman, C. B., Long, K. E., Otvos, L., Jr.,
Younkin, L. H., Suzuki, N., and Younkin, S. G. (1995) Amyloid-�
protein (A�) in Alzheimer’s disease brain, J. Biol. Chem. 270,
7013–7016.

9. Roher, A. E., Lowenson, J. D., Clarke, S., Woods, A. S., Cotter, R. J.,
Gowing, E., and Ball, M. J. (1993) �-Amyloid-(1-42) is a major com-
ponent of cerebrovascular amyloid deposits: implications for the
pathology of Alzheimer disease, Proc. Natl. Acad. Sci. U.S.A. 90,
10836–10840.

10. Jarrett, J., Berger, E., and Lansbury, P., Jr. (1993) The carboxy termi-
nus of the �-amyloid protein is critical for the seeding of amyloid for-
mation: implications for the pathogenesis of Alzheimer’s disease,
Biochemistry 32, 4693–4697.

11. Dash, P., Moore, A., and Orsi, S. (2005) Blockade of �-secretase ac-
tivity within the hippocampus enhances long term memory, Bio-
chem. Biophys. Res. Commun. 338, 777–782.

12. Asai, M., Hattori, C., Iwata, N., Saido, T. C., Sasagawa, N., Hashi-
moto, Y., Maruyama, K., Tanuma, S., Kiso, Y., and Ishiura, S. (2006)
The novel �-secretase inhibitor KMI-429 reduces amyloid-� pep-
tide production in amyloid precursor protein transgenic and wild
type mice, J. Neurochem. 96, 533–540.

13. Bacskai, B. J., Kajdasz, S. T., Christie, R. H., Carter, C., Games, D.,
Seubert, P., Schenk, D., and Hyman, B. T. (2001) Imaging of
amyloid-� deposits in brains of living mice permits direct observa-
tion of clearance of plaques with immunotherapy, Nat. Med. 7,
369–372.

14. Schenk, D., Barbour, R., Dunn, W., Gordon, G., Grajeda, H., Guido,
T., Hu, K., Huang, J., Johnson-Wood, K., Khan, K., Kholodenko, D.,
Lee, M., Liao, Z., Lieberburg, I., Motter, R., Mutter, L., Soriano, F.,
Shopp, G., Vasquez, N., Vandevert, C., Walker, S., Wogulis, M., Yed-
nock, T., Games, D., and Seubert, P. (1999) Immunization with
amyloid-� attenuates Alzheimer-disease-like pathology in the
PDAPP mouse, Nature 400, 173–177.

15. Bard, F., Cannon, C., Barbour, R., Burke, R., Games, D., Grajeda, H.,
Guido, T., Hu, K., Huang, J., Johnson-Wood, K., Khan, K., Kholo-
denko, D., Lee, M., Lieberburg, I., Motter, R., Nguyen, M., Soriano, F.,
Vasquez, N., Weiss, K., Welch, B., Seubert, P., Schenk, D., and Yed-
nock, T. (2000) Peripherally administered antibodies against
amyloid-� peptide enter the central nervous system and reduce pa-
thology in a mouse model of Alzheimer’s disease, Nat. Med. 6,
916–919.

16. Ritchie, C. W., Bush, A. I., Mackinnon, A., Macfarlane, S., Mastwyk,
M., MacGregor, L., Kiers, L., Cherny, R., Li, Q., Tammer, A., Car-
rington, D., Mavros, C., Volitakis, I., Xilinas, M., Ames, D., Davis, S.,
Beyreuther, K., Tanzi, R. E., and Masters, C. L. (2003) Metal–
protein attenuation with iodochlorhydroxyquin (clioquinol) target-
ing A� amyloid deposition and toxicity in Alzheimer disease, Arch.
Neurol. 60, 1685–1691.

17. Levine, H., III (2002) The challenge of inhibiting A� polymerization,
Curr. Med. Chem. 9, 1121–1133.

18. Wood, S. J., MacKenzie, L., Maleeff, B., Hurle, M. R., and Wetzel, R.
(1996) Selective inhibition of A� fibril formation, J. Biol. Chem. 271,
4086–4092.

19. Lashuel, H. A., Hartley, D. M., Balakhaneh, D., Aggarwal, A., Teich-
berg, S., and Callaway, D. J. (2002) New class of inhibitors of
amyloid-� fibril formation, J. Biol. Chem. 277, 42881–42890.

20. Talaga, P. (2001) �-Amyloid aggregation inhibitors for the treat-
ment of Alzheimer’s disease: dream or reality? Mini-Rev. Med.
Chem. 1, 175–186.

21. Findeis, M. A. (2000) Approaches to discovery and characterization
of inhibitors of amyloid �-peptide polymerization, Biochim. Bio-
phys. Acta 1502, 76–84.

22. Cohen, T., Frydman-Marom, A., Rechter, M., and Gazit, E. (2006) In-
hibition of amyloid fibril formation and cytotoxicity by hydroxyin-
dole derivatives, Biochemistry 45, 4727–4735.

23. Porat, Y., Abramowitz, A., and Gazit, E. (2006) Inhibition of amyloid
fibril formation by polyphenols: structural similarity and aromatic in-
teractions as a common inhibition mechanism, Chem. Biol. Drug.
Des. 67, 27–37.

24. Lührs, T., Ritter, C., Adrian, M., Riek-Loher, D., Bohrmann, B., Döbeli,
H., Schubert, D., and Riek, R. (2005) 3D structure of Alzheimer’s
amyloid-�(1�42) fibrils, Proc. Natl. Acad. Sci. U.S.A. 102,
17342–17347.

25. Petkova, A., Yau, W., and Tycko, R. (2006) Experimental constraints
on quaternary structure in Alzheimer’s �-amyloid fibrils, Biochemis-
try 45, 498–512.

26. Esler, W. P., Stimson, E. R., Ghilardi, J. R., Felix, A. M., Lu, Y., Vinters,
H., Mantyh, P., and Maggio, J. (1997) A� deposition inhibitor screen
using synthetic amyloid, Nat. Biotechnol. 15, 258–263.

27. Blanchard, B. J., Chen, A., Rozeboom, L. M., Stafford, K. A., Weigele,
P., and Ingram, V. M. (2004) Efficient reversal of Alzheimer’s dis-
ease fibril formation and elimination of neurotoxicity by a small mol-
ecule, Proc. Natl. Acad. Sci. U.S.A. 101, 14326–14332.

28. Kayed, R., Head, E., Thompson, J., McIntire, T., Milton, S., Cotman,
C., and Glabe, C. (2003) Common structure of soluble amyloid oli-
gomers implies common mechanism of pathogenesis, Science 300,
486–489.

29. Lambert, M., Barlow, A., Chromy, B., Edwards, C., Freed, R., Morgan,
T., Rozovsky, I., Trommer, B., Viola, K., Wals, P., Zhang, C., Finch, C.,
Krafft, G. A., and Klein, W. L. (1998) Diffusible, nonfibrillar ligands
derived from A� 1-42 are potent central nervous system neurotox-
cins, Proc. Natl. Acad. Sci. U.S.A. 95, 6448–6453.

30. Whalen, B., Selkoe, D. J., and Hartley, D. (2005) Small non-fibrillar
assemblies of amyloid-� protein bearing the Arctic mutation induce
rapid neuritic degeneration, Neurobiol. Dis. 20, 254–266.

31. Lesne, S., Koh, M. T., Kotilinek, L., Kayed, R., Glabe, C. G., Yang, A.,
Gallagher, M., and Ashe, K. H. (2006) A specific amyloid-� protein
assembly in the brain impairs memory, Nature 440, 352–357.

32. Cubitt, A., Heim, R., Adams, S., Boyd, A., Gross, L., and Tsien, R.
(1995) Understanding, improving and using green fluorescent
proteins, Trends Biochem. Sci. 20, 448–455.

33. Waldo, G. S., Standish, B. M., Berendzen, J., and Terwilliger, T. C.
(1999) Rapid protein-folding assay using green fluorescent protein,
Nat. Biotechnol. 17, 691–695.

34. Wurth, C., Guimard, N. K., and Hecht, M. H. (2002) Mutations that
reduce aggregation of the Alzheimer’s A�42 peptide: an unbiased
search for the sequence determinants of A� amyloidogenesis,
J. Mol. Biol. 319, 1279–1290.

35. Kim, W., and Hecht, M. H. (2005) Sequence determinants of en-
hanced amyloidogenicity of Alzheimer A�42 peptide relative to
A�40, J. Biol. Chem. 280, 35069–35076.

36. Bork, J. T., Lee, J., and Chang, Y. (2003) Palladium-catalyzed cross-
coupling reaction of resin bound chlorotriazines, Tetrahedron Lett.
44, 6141–6144.

468 VOL.1 NO.7 • 461–469 • 2006 www.acschemicalbiology.orgKIM ET AL.



37. Khersonsky, S. M., Jung, D., Kang, T., Walsh, D. P., Moon, H., Jo, H.,
Jacobson, E., Shetty, V., Neubert, T. A., and Chang, T. (2003) Facili-
tated forward chemical genetics using a tagged triazine library
and zebrafish embryo screening, J. Am. Chem. Soc. 125,
11804–11805.

38. Bitan, G., and Teplow, D. (2005) Preparation of aggregate-free, low
molecular weight amyloid-� for assembly and toxicity assays, in
Methods in Molecular Biology (Sigurdsson, E. M., Ed.) pp
3–9, Humana Press, Totowa, NJ.

39. Levine, H., III (1993) Thioflavin T interaction with synthetic Alzhei-
mer’s disease �-amyloid peptides: detection of amyloid aggrega-
tion in solution, Protein Sci. 2, 404–410.

40. Li, J., Zhu, M., Manning-Bog, A., Di Monte, D., and Fink, A. (2004) Do-
pamine and L-dopa disaggregate amyloid fibrils: implications for
Parkinson’s and Alzheimer’s disease, FASEB J. 18, 962–964.

41. Ono, K., Hasegawa, K., Naiki, H., and Yamada, M. (2004) Anti-
amyloidogenic activity of tannic acid and its activity to destabilize
Alzheimer’s �-amyloid fibrils in vitro, Biochim. Biophys. Acta. 1690,
193–202.

42. Fezoui, Y., and Teplow, D. B. (2002) Kinetic Studies of amyloid-�
protein fibril assembly, J. Biol. Chem. 277, 36948–36954.

43. Hardy, J. A., and Higgins, G. A. (1992) Alzheimer’s disease: the amy-
loid cascade hypothesis, Science 256, 184–185.

44. Lee, E., Leng, L., Zhang, B., Kwong, L., Trojanowski, J., Abel, T., and
Lee, V. (2006) Targeting amyloid-� peptide (A�) oligomers by pas-
sive immunization with a conformation-selectvie monoclonal anti-
body improves learning and memory in A� precursor protein (APP)
transgenic mice, J. Biol. Chem. 281, 4292–4299.

45. Kokubo, H., Kayed, R., Glabe, C., and Yamaguchi, H. (2005) Soluble
A� oligomer ultrastructurally localize to cell process and might be re-
lated to synaptic dysfunction in Alzheimer’s disease brain, Brain
Res. 1031, 222–228.

46. Walsh, D. M., Townsend, M., Podlisny, M. B., Shankar, G. M., Fade-
eva, J. V., Agnaf, O. E., Hartley, D. M., and Selkoe, D. J. (2005) Cer-
tain inhibitors of synthetic amyloid �-pepetide (A�) fibrillogenesis
block oligomerization of natural A� and thereby rescue long-term
potentiation, J. Neurosci. 25, 2455–2462.

47. Harper, J., and Lansbury, P., Jr. (1997) Models of amyloid seeding
in Alzheimer’s disease and scrapie: mechanistic truths and physio-
logical consequences of the time-dependent solubility of amyloid
proteins, Annu. Rev. Biochem. 66, 385–407.

48. Carrell, R., and Lomas, D. (1997) Conformational disease, Lancet
350, 134–138.

49. Thomas, P., Qu, B., and Pederson, P. (1995) Defective protein fold-
ing as a basis of human disease, Trends Biochem. Sci. 20,
456–459.

50. Tsien, R. Y. (1998) The green fluorescent protein, Annu. Rev. Bio-
chem. 67, 509–544.

51. Lippincott-Schwartz, J., and Patterson, G. H. (2003) Development
and use of fluorescent protein markers in living cells, Science 300,
87–91.

52. Pardridge, W. M. (1998) CNS drug design based on principles of
blood-brain barrier transport, J. Neurochem. 70, 1781–1792.

53. Studier, F. W., Rosenberg, A. H., Dunn, J. J., and Dubendorff, J. W.
(1990) Use of T7 RNA polymerase to direct expression of cloned
genes, in Methods in Enzymology (Goeddel, D., Ed.) pp
60–89, Academic Press, Orlando, FL.

54. Jao, S., Ma, K., Talafous, J., Orlando, R., and Zagorski, M. G. (1997)
Trifluoroacetic acid pretreatment reproducibly disaggregates the
amyloid-� peptide, Amyloid: Int. J. Exp. Clin. Invest. 4, 240–252.

ARTICLE

www.acschemicalbiology.org VOL.1 NO.7 • 461–469 • 2006 469



ACS Chem. Biol, 2006, 1, 359–369

Correction: The Use of Small Molecules to Investigate Molecular Mechanisms and Therapeutic Targets
for Treatment of Botulinum Neurotoxin A Intoxication

Tobin J. Dickerson* and Kim D. Janda*

Incorrect structures were inadvertently introduced for L-arginine hydroxamic acid and Fmoc-D-Cys(Trt)-OH (Figure 3), and limonoid
toosendanin (Figure 4) in this review article. The corrected structures are reproduced below. We regret this error and apologize for any incon-
venience this may have caused.

10.1021/cb600333c
Published online August 18, 2006

Figure 3. BoNT/A LC metalloprotease inhibitors. Figure 4. Structure of the limonoid
toosendanin.
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“Smac”ked to Death
Deregulation of apoptosis, the highly controlled 
process of cell suicide, can result in a variety of 
disease states, including cancer. Many cancer 
cells manage to elude the activity of anticancer 
agents by becoming resistant to apoptotic path-
ways. Specialized proteins termed inhibitors 
of apoptosis (IAPs) act generally to prevent cell 
death, and many IAP proteins have been impli-
cated as accomplices in cancer cell resistance 
to apoptosis. The protein second mitochondrial 
activator of caspases (Smac) is an antagonist 
of IAPs that promotes apoptosis, making Smac-
like molecules potential anticancer agents. 
Zobel et al. (p 525) report the design, synthe-

sis, and biological activity of small molecules 
designed to mimic the four N-terminal residues 
of Smac that interact with IAPs.

Molecular modeling aided the design and 
subsequent synthesis of [7,5]-bicyclic peptido- 
mimetics that possessed submicromolar Ki 
values against IAP proteins, as determined 
by an in vitro fluorescence polarization assay. 
Notably, all of the key contacts observed in the 
structure of an IAP derivative with a Smac- 
derived peptide substrate were retained in the 
crystal structure of one of the peptidomimet-
ics with the protein. Biological activity stud-
ies showed that the inhibitors prevented the 
interaction of an IAP protein and Smac in cell 
lysates. In addition, the proapoptotic properties 
of the peptidomimetics were evident when the 
compounds triggered apoptosis in two cancer 
cell lines and synergized with chemotherapeutic 
agents to promote cancer cell death.

Sticking It to NMR

Adapting Aptamers
The explosion in genomics and proteomics has provided an extensive tool kit for dis-
secting the roles of genes and proteins in cellular function. Methods for examining the 
contributions of small molecules in regulating complex cellular processes, however, 
are less well established. Niles and Marletta (p 515) describe a method for using RNA 
aptamers to probe the role of the small-molecule heme in regulating heme biosynthe-
sis in Escherichia coli.

RNA aptamers can be expressed intracellularly and can be evolved to bind essen-
tially to any small molecule, and this makes them attractive tools for exploring small-
molecule function in a cellular context. To this end, the authors generated several RNA 
aptamers specific for heme and used them to examine the effects of modulating heme 
levels in the E. coli heme auxotroph. Heme-limiting conditions in the heme auxotroph 
cause a growth defect and lead to increased levels of δ-aminolevulinic acid (δ-ALA), an 
intermediate in heme biosynthesis. The authors found that expression of heme-spe-
cific aptamers impaired growth and resulted in accumulation of δ-ALA, both of which 
could be reversed upon addition of heme. The ability of the aptamers to modulate the 
heme biosynthetic pathway in a predictable fashion validates this innovative use of 
RNA aptamer technology, and the generality of this method 
should facilitate exploration of the role 
that small molecules play in 
regulating biological 
processes.

Natural products are a rich source of 
biologically active compounds and poten-
tial therapeutics. Unfortunately, natural 
product isolation and characterization 
are notoriously laborious because of the 
small quantities of material available and 
the limitations of analytical techniques. 
Recently, new methods utilizing microcoil 
and cryogenic technologies have enabled 
NMR analysis of samples of significantly 
reduced quantities. Now, Dossey et al. 
(p 511) cleverly combine the use of small-
diameter samples and cryogenics to ana-
lyze the secreted material from individual 
walking stick insects by NMR.

An NMR probe made from high-temper-
ature superconducting material was used 
to conduct an analysis of secretions from 
two species of walking sticks, Anisomor-
pha buprestoides and Peruphasma schul-
tei. Aqueous and organic soluble material 
examined from individual A. buprestoides 
insects revealed that the secretions con-
tained approximately equal amounts of 

glucose, which was not previously known 
to be a component of walking stick secre-
tions, and a stereoisomeric mixture of 
the monoterpene dialdehyde dolichodial. 
Surprisingly, it was discovered that the 
ratio of dolichodial-like stereoisomers 
present in the secretions varied among 
different A. buprestoides insects and 
within individual insects over time. In 
addition, examination of secretions from 
P. schultei led to the identification of a 
new dolichodial stereoisomer that the 
authors named peruphasmal. The ability 
to explore chemical biodiversity at the 
individual animal level provides intriguing 
information not previously accessible in a 
practical manner. 
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As an organic chemist, a major interest of mine has been designing 

and creating new organic compounds. My work at Genentech 

allows me to incorporate this passion into the study of biology 

that is crucial for understanding and developing therapeutics. For 

example, the regulation of apoptosis, which is the current focus of 

our lab. To me this paper is an exciting example of progressing from 

a protein target to specifi c tight binding small molecules through 

the use of rationally designed peptidomimetics. We demonstrate 

this through a class of [7,5] bicyclolactame compounds that bind 

to the baculoviral inhibitor of apoptosis protein (IAP) repeat (BIR) 

and BIR3 domains of melanoma IAP and X-chromosome-linked IAP. 
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One of my interests is the development of versatile and easily 

accessible tools for addressing fundamental questions in biology. 

Aptamer technology has many attributes compatible with this goal, 

especially because diverse cellular processes can be targeted with 

exquisite specifi city. In this paper, we have used heme-binding 

aptamers to specifi cally target the well-studied heme biosynthetic 

pathway in the model organism Escherichia coli, demonstrating 

the applicability of this technology in modulating a small-

molecule-regulated pathway. In the long run, I am interested in 

extending these approaches to nonmodel organisms that are less 

amenable to traditional genetic methods for studying essential 

cellular processes. (Read Niles’s article on p 515.)

Current position: University of Florida, Col-
lege of Medicine, Department of Biochem-
istry and Molecular Biology, postdoctoral 
research associate with Prof. Arthur Edison

Education: Oklahoma State University, 
B.S. in biochemistry and molecular biology, 
cum laude, 2001; University of Florida, 
Gainesville, Ph.D. in biochemistry and mo-
lecular biology, with Prof. Art Edison, 2006

Nonscientifi c interests: Entomology, keep-
ing and breeding invertebrates, comedy, 
playing trumpet, nature photography, travel, 
gardening, camping, fi shing, and hiking 
through the wilderness

Jacquin Niles

This project was my fi rst chance to incorporate my passion for 

studying insects with my formal training in biochemistry. One 

aspect that I found most fascinating was that we were able to 

analyze venom from a single insect and discover unreported 

components of that substance. Such a discovery opens new doors 

to understanding arthropod chemistry. Indeed, only a tiny fraction 

of the total chemical biodiversity that exists in insects alone has 

been determined. I hope to continue exploring the large potential 

for discovery that exists in these creatures. Using cutting-edge 

technologies such as the microsample NMR used in our study of 

phasmid insect venom, we can now begin to push the frontiers 

of natural products chemistry. I am currently looking for future 

work involving medicinal and natural product discovery from 

invertebrates. (Read Dossey’s article on p 511.)
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Stem Cells Go Global
The clinical promise of human embryonic stem cell research 
(hESCR) is tantalizing scientists throughout the world, but contro-
versial ethical issues continually jeopardize progress in the fi eld. 
Countries around the globe have distinct regulations guarding 
hESCR, but borders can become blurred when scientists from 
different countries attempt to work together. More than 50 scien-

tists, ethicists, journal editors, lawyers, 
and policy makers from 14 countries 
recently convened in Hinxton, Cam-
bridge, U.K., to create guiding prin-
ciples for international collaborations in 
hESCR (Mathews et al., Science 2006, 
313, 921–922).

One hotly contested topic centered 
on extraterritorial jurisdiction over 
hESCR. Should countries that have 
banned hESCR have the power to pro-
hibit their scientists from participating 
in hESCR collaborations in countries in 
which it is legal? Currently, at least one 
country appears to assert extraterrito-

rial jurisdiction over their scientists, while others do not. It is not 
reasonable to expect that all countries will eventually adopt simi-
lar policies with respect to hESCR. However, the Hinxton Group 
urged lawmakers, research institutions, and journal editors to 
take appropriate measures to ensure that, provided the research 
is conducted in a legal and ethical manner and that participation 
in hESCR is not expressly prohibited, scientists feel comfortable 
pursuing international collaborations without fear of prosecution, 
restriction, or discrimination. 

The Hinxton Group also discussed the responsibilities that 
researchers and journal editors bear to ensure scientifi c and 
ethical integrity in hESCR. For example, it was suggested that sci-
entists should submit new stem cell lines to depositories that sub-
scribe to internationally accepted standards of quality. In addition, 
editors and authors should work together to make all pertinent 
information regarding hESCR research readily available, including 
details about the cell lines used and ethical considerations taken.

In the fall of 2006, the Hinxton Group will make available a 
public database for the deposition of documents relevant to the 
policies and ethics of hESCR. The group stressed that the rapid 
evolution of hESCR will require continual development of ethical 
practices that consider academic, professional, and public 
opinion. EG

(continued on page 475)

Networking Mycobacteria
Astonishingly, nearly one-third of the world’s population 

is infected with Mycobacterium tuberculosis (Mtb), but 

the molecular details of its pathogenicity are not well 

understood. Deciphering the protein interaction networks 

utilized by Mtb would help unravel some of the mysteries 

of Mtb virulence and facilitate drug development against 

tuberculosis. Yeast two-hybrid (Y2H) technology has been 

an invaluable tool for unveiling protein interaction net-

works in many organisms, but the use of yeast as a host 

can pose various limitations. Singh et al. (PNAS 2006, 

103, 11346–11351) now report the development of a 

mycobacteria-based cousin of Y2H, termed mycobacterial 

protein fragment complementation (M-PFC), as an effec-

tive method for exploring Mtb protein–protein interac-

tions in mycobacteria.

The method is based on the functional reconstitution 

of murine dihydrofolate reductase (mDHFR) upon the 

interaction of two mycobacterial proteins, which are inde-

pendently fused to two mDHFR domains. Active mDHFR 

confers mycobacterial resistance against trimethoprim 

(TRIM), and thus mycobacterial growth in the presence 

of TRIM is 

indicative of a 

protein–pro-

tein interac-

tion. Several 

identifi ed 

protein pairs, 

including the 

Mtb secreted immunogenic antigens Esat-6 and Cfp-10, 

were used to initially validate the system. In addition, a 

modifi ed assay was developed to quantify the strength 

of specifi c protein–protein interactions, signifi cantly 

Image courtesy of Getty Images
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A Link to Zinc
Zinc has received substantial attention 
for its purported ability to prevent or 
alleviate symptoms of the common 
cold. Regardless of the effi cacy of this 
metal as a cold remedy, zinc is an 
essential element that plays a role in 
a wide variety of cellular processes, 
including a well-established but 
not well-characterized effect on the 
immune response. Kitamura et al. 
(Nature Immunology 2006, 7, 971–
977) explore the relationship between 
zinc homeostasis and immune cell 
function by examining the effects of 
manipulating intracellular free zinc 
levels on dendritic cell (DC) matura-
tion.

An integral part of the immune 
response depends on the maturation 
of DCs, which is concomitant with 
expression of class II major histo-
compatibility complex (MHC class II) 
proteins through which antigens are 
presented to T cells. It is known that 
the endotoxin lipopolysaccharide 
(LPS) induces DC maturation through 
Toll-like receptor (TLR) stimulation. A 

expanding the versatility of the method. To dem-

onstrate the capacity of M-PFC to identify unknown 

protein interactions, a mycobacterial genomic library 

was screened for proteins that interact with Cfp-10. 

Six proteins were uncovered in the screen: one was 

Esat-6, and the other fi ve were previously unknown to 

interact with Cfp-10. Intriguingly, examination of the 

zinc ion sensitive fl uorescent probe 
was used to observe that LPS-induced 
DC stimulation resulted in decreased 
intracellular zinc concentrations. In 
addition, treatment of DCs with the 
zinc chelating reagent N,N,N′,N′-tetra-
kis(2-pyridylmethyl)ethylenediamine 
(TPEN) caused an increase in cell sur-
face expression of MHC class II and 
induced CD4+ T cell activation. By 
contrast, increasing intracellular DC 
zinc levels led to inhibition of TPEN-
mediated increases in surface 
expression of MHC class II and 
LPS-induced movement of MHC 
class II positive vesicles from the 
perinuclear area to the cell sur-
face. Intracellular zinc levels are 
modulated by zinc importer and 
exporter proteins, and examination 
of transporter levels upon LPS treat-
ment revealed a TLR-dependent net 
increase in zinc export. The connection 
between LPS exposure and free zinc 
levels was verifi ed in vivo when mice 
injected with LPS exhibited decreased 
intracellular zinc concentrations and 

altered zinc transporter expression. 
Taken together, these results provide 
a biochemical connection between 
intracellular free zinc concentra-
tions, zinc transporter levels, and TLR 
signaling, illuminating one pathway 
by which zinc homeostasis modulates 
the immune response. Furthermore, 
the implications could go well beyond 
the immune system; these data indi-
cate that the level of intracellular free 

zinc changes in response to extracel-
lular stimuli, suggesting that zinc acts 
as a signaling molecule like calcium. 
If this process can be generalized 
to other cell types, this would be an 
exciting fi nding in the fi eld of signal-
ing pathways. EG

potential functions of these proteins revealed sugges-

tive linkages to the secretory system, including spe-

cifi c involvement in membrane targeting and translo-

cation. This powerful method enabled the elucidation 

of several components of the protein interaction 

network of Cfp-10, paving the way for delineating the 

elusive secretory mechanisms of Mtb. EG

Networking Mycobacteria, continued
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Cannabinoid Crossing
The molecular details behind the enticing 

therapeutic and psychological effects of 

cannabinoids like those found in marijuana 

have been the subject of investigation for 

decades. The active components of mari-

juana, such as Δ9-tetrahydrocannabinol, as 

well as endogenous cannabinoids (called 

endocannabinoids), such as anandamide, 

elicit their biological effects through 

interactions with cannabinoid receptors 

in the brain and select peripheral tissues. 

However, the uptake and catabolism of 

these compounds are less well understood. 

The serine hydrolase fatty acid amide 

hydrolase (FAAH) has been implicated in the 

Making Sense of Quorum Sensing
Quorum sensing refers to the ability of bacteria to use 

signaling molecules to communicate with one another. A 

variety of structurally diverse small molecules produced 

by bacteria regulate critical aspects of their function, 

including pathogenicity, secondary metabolism, and 

biofi lm development. The opportunistic human patho-

gen Pseudomonas aeruginosa synthesizes dozens of 

2-alkyl-4(1H )-quinolones (AHQs), including a molecule 

termed pseudomonas quinolone signal (PQS) that is 

known to regulate virulence gene expression. However, 

the roles that other AHQs play in cellular communica-

tion mechanisms in P. aeruginosa and other bacteria are 

not well characterized. Diggle et al. (Chem. Biol. 2006, 

13, 701–710) now report that AHQs are synthesized by 

several species of bacteria and are likely to be an integral 

part of their quorum-sensing network.

A combination of bioinformatics, bacterial genetics, 

bioreporters, and analytical chemistry were cleverly com-

bined to determine the existence and potential function 

of AHQs in several bacterial species. Genomic analysis 

revealed that in addition to P. aeruginosa, other strains 

of Pseudomonas and Burkholderia produced AHQs. Of 

special interest was the human pathogen B. pseudomal-

lei, which is responsible 

for the life-threatening 

disease melioidosis and 

has potential uses as a 

bioweapon. It was initially 

demonstrated that genetic 

disruption of PQS synthe-

sis in P. aeruginosa can be 

restored by complementa-

tion with the corresponding gene in B. pseudomallei, 

verifying that the genes have a similar function in both 

species. Use of an innovative combination of thin-layer 

chromatography and an AHQ bioreporter revealed that, 

of 20 bacterial strains tested, 9 had the ability to synthe-

size AHQs, although notably only P. aeruginosa strains 

were capable of producing PQS. A critical role for AHQ 

signaling was demonstrated in B. pseudomallei, when 

genetic disruption of AHQ synthesis resulted in a striking, 

wrinkled phenotype and an increase in elastase produc-

tion. The authors propose that the ability of certain bacte-

ria to generate distinct AHQs may be a critical component 

of the intricate mechanisms by which quorum sensing is 

regulated. EG
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Reprinted with permission from Chemistry & Biology

degradation of fatty acid amides, including 

anandamide, but the mechanism by which 

anandamide crosses into the cell for deliv-

ery to this enzyme remains elusive. Two 

recent studies (Dickason-Chesterfi eld et al., 

Cell. Mol. Neurobiol., published online 

May 31, 2006, DOI: 10.1007/s10571-006-

9072-6, and Alexander and Cravatt, JACS 

2006, 128, 9699–9704) employ inhibitors 

of endocannabinoid transport to provide 

insight into fatty acid amide metabolism.

Several hypotheses are circulating about 

how fatty acid amides are delivered from 

outside the cell to the intracellular mem-

brane compartments that house FAAH. One 

model promotes simple diffusion, aided 

by the lipophilic nature of fatty acid 

amides. A second hypothesis argues for 

the existence of a plasma-membrane-

associated transporter that facilitates 

anandamide uptake. Still another 

paradigm invokes an endocytic process 

for uptake and transport of fatty acid 

amides to FAAH. Though structurally 

unrelated to anandamide, the potent, 

small-molecule inhibitor of anandamide 

uptake LY2183240 enabled researchers 

to refi ne existing models of endocan-

nabinoid transport and defi ne the utility 

of compounds of this class.
(continued on page 477)
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Cannabinoid Crossing, continued

Dickason-Chesterfi eld and colleagues compared several 

reported inhibitors of anandamide transport, including 

LY2183240, for their ability to prevent cellular uptake of 

anandamide and to block FAAH hydrolytic activity in vitro. 

Cellular uptake was assessed in rat basophilic leukemia 

cells, which actively express FAAH, and in HeLa cervical 

cancer cells, which do not express FAAH. All of the com-

pounds tested prevented cellular uptake and inhibited 

FAAH activity, but the potency of each inhibitor was dra-

matically right-shifted in functional anandamide uptake in 

the HeLa cells. In addition, in cell membranes from both 

rat basophilic leukemia and HeLa cell lines, 3H-LY2183240 

identifi ed a high-affi nity plasma membrane associated 

binding site independent of FAAH. Notably, the rank order 

and Ki values for displacing 3H-LY2183240 matched 

the functional anandamide uptake inhibitory constants, 

lending support for a specifi c reuptake 

anandamide transport protein. The 

authors propose that taken together, 

the data suggest the existence of a dis-

tinct transport protein for anandamide 

that can adopt high and low binding 

affi nity states, depending on the pres-

ence or absence of FAAH.

In a separate study, Alexander and Cravatt scrutinize 

the inhibitory properties of LY2183240 using func-

tional proteomics. Brain proteomes were treated with 

LY2183240, and use of the activity-based serine hydrolase 

probe fl uorophosphonate-biotin led to the identifi cation 

of several enzymes, including FAAH, that were inhibited by 

this compound. Tryptic digestion and mass spectrometry 

analysis of purifi ed FAAH treated with LY2183240 revealed 

that the compound covalently inhibits FAAH. Furthermore, 

studies in mice confi rmed that LY2183240 covalently 

inhibits FAAH and several other serine hydrolases in vivo 

at pharmacologically effi cacious doses. An advanced 

functional proteomic platform termed ABPP-MudPIT 

(activity-based protein profi ling multidimensional 

protein identifi cation technology) was used to identify 

the other serine hydrolases inhibited by LY2183240, 

which included α/β-hydrolase 6 and monoacylglycerol 

lipase. The authors suggest that the promiscuity of this 

inhibitor is likely due to the reactivity of its heterocyclic 

urea group, precluding its incorporation into potential 

pharmaceutical agents. However, use of LY2183240 as 

a tool to probe endocannabinoid transport suggested 

the intimate involvement of FAAH in anandamide 

metabolism. The authors propose that hydrolysis of 

anandamide by FAAH results in a concentration gradient 

that drives uptake of the molecule.

The question remains: does a specifi c anandamide 

transport protein exist? Evidence presented in these 

papers provides compelling circumstantial evidence for 

the presence of a transport protein, but it also suggests 

that inhibition of anandamide uptake by LY2183240 

involves direct interaction of LY2183240 with FAAH. 

However, the inability of the radiolabeled structural 

analogue of LY2183240 to cross the plasma membrane 

complicates reconciliation of all the data. Clearly, more 

studies are needed to elucidate the puzzling process 

by which anandamide enters into the cell. Whether 

anandamide uptake occurs through simple diffusion 

or is carried in by a transporter is uncertain, but if the 

putative transporter does exist, selective small-

molecule probes would be welcome tools to help clarify 

the mechanism. EG
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Flipping the Lid
Protein degradation in eukaryotic 

cells is a carefully regulated and 

essential process. The proteasome 

is the large ATP-dependent trash 

barrel for proteins that have been 

tagged for disposal. Proteins are 

marked for degradation by cova-

lent attachment of a 76 amino 

acid polypeptide known as ubiqui-

tin. Ubiquitin status is recognized 

by the top of the trash barrel, the 

19S regulatory lid of the pro-

teasome. After the lid checks for 

ubiquitin and removes it, the trash 

barrel portion, the 20S proteolytic 

particle, is unmasked, and the tar-

geted protein is degraded. A high-

resolution look at the proteasome 

has long proved diffi cult because 

of its large size, dozens of protein 

subunits, and a complex in vivo 

assembly pathway. A recent study 

from Sharon et al. (PLoS Biol. 

2006, 4, 1314–1324), however, 

has taken a new approach to 

proteasome study by harnessing 

the power of mass spectrometry 

(MS) and chemical cross-link-

ing. The authors developed a 

robust method for purifying the 

intact regulatory subunit, the lid, 

directly from yeast cell extracts. 

MS confi rmed the presence of all 

known protein subunits as one 

major complex and also displayed 

some putative intermediates and 

subcomplexes. To gain further 

insight, specifi c parent ion peaks 

were accelerated through an 

increased pressure chamber known 

as a collision cell. Under these con-

ditions, subunits that are on the 

periphery or are less stably associ-

ated are thought to dissociate, 

and their identity can be assessed 

using mass spectrometry. Using 

different collision cell conditions, 

the authors showed that a number 

of subunits can be released from 

the lid. The topology of the lid was 

also investigated using a chemi-

cal cross-linking reagent coupled 

with MS to identify multimers 

of the various protein subunits. 

Several of the associations are in 

comforting agreement with genetic 

interaction assays. This study, 

along with other recent studies on 

large machines like the ribosome, 

highlights biochemical applica-

tions for MS not only for protein 

identifi cation but also for spatial 

and temporal clues into complex 

assemblies. JU

Trypanosoma brucei, the parasite that causes 
sleeping sickness, exploits two hosts during its life 
cycle, insects and mammals. In the mammalian 
bloodstream, T. brucei cleverly eludes immune 
detection by changing its surface coating of variant 
surface glycoprotein (VSG) molecules. Fatty acids 
(FAs) are a critical component of the glycosylphos-
phatidylinositol anchor that tethers the VSGs to the 
plasma membrane. Interestingly, the insect form 
and the mammalian form of T. brucei have distinct 
FA needs. Lee et al. (Cell 2006, 126, 691–699) have 
discovered that although most organisms, both 
prokaryotic and eukaryotic, use type I or II synthases 
to synthesize FAs, T. brucei uses microsomoal elon-
gases to generate its FAs. 

Several pieces of circumstantial evidence sug-
gested that T. brucei did not use the typical pathway 
for FA synthesis. This prompted investigation of 
the potential role of elongases (ELOs), which are 
known to extend FAs to longer-chain FAs in other 
organisms. A cell-free system containing T. brucei 
membranes was used to evaluate FA synthesis, and 
it was observed that RNAi silencing of ELO1 caused 
a dramatic reduction in FA synthesis. In addition, 
knockout strains for each of the four ELO genes in 
T. brucei were generated, and thin-layer chromatog-
raphy and phosphorimaging analysis revealed that 
T. brucei uses a sequential pathway for FA synthesis. 
ELO1 is responsible for extending a 4 carbon chain 
(C4) to a 10 carbon chain (C10), ELO2 extends 
C10 to C14, and ELO3 extends C14 to C18. ELO4 

does not appear to be involved in FA synthesis; 
rather, it elongates the unsaturated long-chain FA 
arachidonate. It was further demonstrated that 
the ELO pathway is responsible for FA synthesis in 
cultured T. brucei. Notably, culturing T. brucei in a 
low-lipid environment induced FA synthesis, reveal-
ing that mechanisms are in place for regulation of 
this pathway. The authors propose that T. brucei 
has purposely evolved a unique pathway for FA 

synthesis that is readily adaptable to the vastly 
different environments in which 
trypanosomes must thrive. EG

Trypanosomes Synthesize to a 
Different Drummer
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Spotlights written by Eva Gordon and Jason Underwood

Histone-eomics
In the eukaryotic nucleus, DNA is com-

pacted, in part, by the histone family of 

proteins. This locked-down confi guration 

of DNA, known as chromatin, must rapidly 

respond to regulatory cues in the cell and 

open up specifi c gene regions to allow 

processes like transcription or DNA repair 

to occur. The histone proteins themselves 

play a key role in such transformations. 

Each histone carries a charged amino-

terminal peptide tail that protrudes from 

the compact chromatin structure. These 

peptides can recruit or repel trans-acting 

factors, which might alter the compact 

state of the DNA. In a new study by 

Dirksen et al. ( J. Proteome Res. 2006, 5, 

p53 Partners with Collagen
Antiangiogenic therapy is a promising strategy for 

treating cancer, essentially depriving a tumor of its 

lifeline by cutting off its blood supply. Understanding the under-

lying mechanisms of angiogenesis, along with the discovery of 

novel antiangiogenic agents, will greatly contribute to this fi eld. 

Several types of collagen proteins possess C-terminal fragments, 

such as endostatin and tumstatin, that have promising antian-

giogenic properties. The seemingly unrelated tumor suppressor 

protein p53 has also recently been implicated in the regulation 

of angiogenesis. Teodoro et al. (Science 2006, 313, 968–971) 

now report an intriguing link between p53 and α(II) collagen 

prolyl-4-hydroxylase (α(II)PH), an essential enzyme in collagen 

biosynthesis, that provides insight into the impact of angiogen-

esis regulation on cancer.

Various techniques, including polymerase chain reaction 

based subtractive hybridization and chromatin immunoprecipi-

tation, were used to establish that the α(II)PH gene is a direct 

target of p53 transcriptional activation. Several human cancer 

cells lines expressing variants of p53, collagen, or α(II)PH 

were then created to investigate the roles of these proteins in 

angiogenesis regulation. It was demonstrated that 

p53 dependent expression of α(II)PH ultimately results 

in an increase in the generation of the antiangiogenic collagen 

fragments, presumably because of increased collagen synthesis 

and subsequent processing. Inhibition of α(II)PH with the small-

molecule inhibitor ethyl-3,4-dihydroxy benzoate or an antisense 

oligonucleotide against α(II)PH resulted in decreased endostatin 

levels, indicating that α(II)PH is a necessary component of endo-

statin production. Moreover, expression of α(II)PH in the absence 

of p53 was suffi cient to stimulate the emergence of endostatin and 

tumstatin in conditioned media. Implications of these fi ndings on 

angiogenesis were demonstrated when conditioned media contain-

ing antiangiogenic collagen fragments selectively triggered apop-

tosis in human umbilical vein endothelial cells. Furthermore, when 

cells expressing α(II)PH were xenografted into nude mice, tumor 

growth was dramatically suppressed. The authors propose that p53 

induction of α(II)PH expression initiates a pathway for 

increased collagen synthesis and processing, yet 

another mechanism to add to p53’s repertoire 

of tumor suppressor activities. EG

2380–2388), a short consensus peptide 

that resembles all of the histone protein 

tails was synthesized and used as bait in 

a nuclear fi shing expedition. The peptide 

was immobilized on a resin, and nuclear 

extracts from human immune cells were 

applied to this matrix. Factors that bound 

to the histone-like peptide were identi-

fi ed in a comprehensive manner via mass 

spectrometry of eluted material. Next, the 

authors employed the same proteomics 

but with nuclear extracts from cells that 

were treated with bleomycin, an agent that 

induces double-stranded breaks in the 

DNA. Interestingly, they found that 40 dif-

ferent proteins were no longer recovered 

in DNA damage condi-

tions, but also 44 new ones 

appeared to bind in response to damage. The 

study goes further and identifi es the phos-

phorylation state of many of the bound pro-

teins. These modifi cations may play key roles 

in modulating factor binding to the histone 

tails. This study demonstrates that a relatively 

simple experiment combined with a sensitive 

detection method can yield a host of interest-

ing candidates and new directions for more 

careful inquiry. Also, because DNA damage is 

just one of the cellular phenomena to which 

chromatin must adapt, this methodology 

may prove useful to those who look closely at 

gene expression and cell signaling. JU
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Symbiosis: Chemical Biology at Wisconsin
Laura L. Kiessling*, Sally Garbo Wedde, and Ronald T. Raines
Department of Biochemistry and Department of Chemistry, University of Wisconsin–Madison, 1101 University Avenue,
Madison, Wisconsin 53706

C hemical biology has been percolat-
ing at the University of Wisconsin
(UW)–Madison for most of the uni-

versity’s history (www.chemicalbiology.
wisc.edu; 1–4). UW–Madison played a pre-
dominant role in early research on vita-
mins—those small molecules that are
essential in trace amounts for human life.
There, Harry Steenbock developed the irra-
diation process for the production of vitamin
D and thereby eliminated the scourge of
rickets (5, 6). Vitamin A was discovered at
Wisconsin, as were the vitamin B complex
and the hormonal form of vitamin D. Karl
Paul Link isolated the potent anticoagulant
dicoumarol there and then synthesized war-
farin, an analogue that is still a common
chemotherapeutic agent. Microbial fermen-
tation methods developed at UW–Madison
enabled the large-scale biosynthesis of
penicillin and other antibiotics. H. Gobind
Khorana carried out the first chemical syn-
thesis of a gene there (7), and W. S. Johnson
and Eugene van Tamelen devised synthetic
routes to steroids inspired by the biosynthe-
sis of this critical class of natural products
(8). The use of natural protease inhibitors
to devise highly effective inhibitors of as-
partyl proteases was an insight that arose
at Wisconsin and was used to design potent
HIV protease inhibitors (9). These and other
triumphs demonstrate an early symbiosis
of chemistry and biology, which fostered
the training of eminent interdisciplinary sci-
entists such as Carl Djerassi and Ralph
Hirschmann.

Seeking to coalesce the well-established
success in research at the interface between

chemistry and biology, Dan Rich sought one
of the initial Chemistry–Biology Interface
(CBI) Training Grants from the National Insti-
tutes of Health (NIH) in 1993. His vision
was to provide graduate students with a
multitude of opportunities for interdisci-
plinary training in chemis-
try and biology. The
process of preparing
the grant application
launched the UW–Madi-
son program in chemical
biology (www.chemical
biology.wisc.edu). The
now long-standing NIH
training grant remains a
core component of gradu-
ate training in chemical
biology at the university.

Since the inception of the training
program, UW–Madison’s commitment
to graduate-student training in chemical
biology has increased. For example, the
university has made the recruitment of
faculty members with research interests
in chemical biology a priority. As a result,
graduate students have a wide variety of
research options from which to choose.
In addition, a powerful infrastructure for
conducting chemical biology research has
been built. Third, courses in chemical
biology have been developed that employ
innovative teaching methods. These
courses are designed not only to introduce
students to concepts in chemical biology
but also to build their skills in critical think-
ing, creative problem selection, and com-
munication. Lastly, students affiliated with
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the training program have an opportunity
to gain research experience in industry.
Such experiences allow graduate students
to make truly informed career decisions.

The aforementioned components were
designed to provide graduate students with
an education that goes beyond teaching
them to design and implement experiments.
The Wisconsin approach includes helping
students develop the skills to formulate
exciting research questions, design ap-
propriate experiments, critically evaluate
results, and explain to others why their
conclusions are important. It is with this
backdrop that the program components
are discussed.

RESEARCH OPPORTUNITIES
In 1998, UW–Madison launched an inno-
vative program—the Cluster Hiring Initiative.
This bold effort was designed to foster col-
laborative research, education, and out-
reach by creating new interdisciplinary areas
of knowledge that cross the boundaries of
existing academic departments. As an in-
dicator of the UW–Madison’s commitment
to chemical biology, it is the focus of one
of the selected Cluster Hiring Initiatives
(www.clusters.wisc.edu/clusters/show/8),
selected by the Provost with input from
faculty. A central aspect of this initiative is
the recruitment of faculty members with

interdisciplinary research in-
terests. With the new faculty
members hired under the
initiative added to existing
faculty, the university now
has �36 research groups
with chemical biology re-
search interests. Thus, grad-
uate students have an op-
portunity to engage with a
wide variety of chemical
biology faculty members at
the cutting edge of the field.
Because chemical biology
research groups not only are

located in the core departments of chemis-
try, pharmaceutical sciences, and biochem-
istry but also are interspersed throughout
the university, from bacteriology to phar-
macology to chemical and biological engi-
neering. This spectrum of research opportu-
nities allows incoming students to choose
a research adviser from a variety of depart-
ments. Because chemical biology students
are located in many different departments,
extensive cross-fertilization of ideas, ap-
proaches, and expertise occurs.

RESEARCH INFRASTRUCTURE
UW–Madison has recognized the impor-
tance of building the proper infrastructure
for conducting research in chemical biology.
Graduate students have ready access to
state-of-the-art equipment with personnel
to help them implement experiments in
areas that are new to them and their
research group. This infrastructure is espe-
cially important to graduate students in
chemical biology, who often need access
to a wide variety of experimental methods
and instrumentation. Some of UW–Madison
facilities of interest to chemical biologists
are the Keck Laboratory for Biological
Imaging (KLBI), the Biophysics Instrumenta-
tion Facility (BIF), and the Keck Center for
Chemical Genomics (KCCG).

Imaging methods are invaluable for moni-
toring protein or small-molecule localization

and function. Indeed, chemical biologists
continue to make major contributions to this
area. Moreover, many chemical biologists
benefit from applying modern imaging
methods. The KLBI provides the necessary
facilities and expertise to the campus. Simi-
larly, the BIF offers instruments for evaluat-
ing the strength and stability of biomolecu-
lar interactions that require a wide variety of
methods. Both centers are staffed by highly
experienced scientists who advise students
and faculty on implementing experiments.

The KCCG is especially valuable for
chemical biologists, because it provides
equipment for researchers to synthesize
and screen libraries of small molecules. The
center is composed of a Chemical Genomics
Research Facility and a Compound Screen-
ing Facility (CSF). The former has equipment
for library generation (liquid handlers and
microwave ovens that accelerate library syn-

thesis) and instrumentation used to develop
and implement screens (plate readers,
surface plasmon resonance imaging, etc.).
The CSF is integrated with the Comprehen-
sive Cancer Center, providing a conduit for
chemical biologists to mix with scientists
from different disciplines. The facility con-
tains compound libraries, screening robot-
ics, data-analysis tools, plate readers, and
high-throughput microscopy; chemical
biologists and biologists are able to identify
compounds with biological activity that
could serve in drug development or as
research tools.

An Interdisciplinary National Coopera-
tive Drug Discovery Group works closely
with the KCCG. This UW–Madison consor-
tium of natural-products researchers is using
natural products as blueprints to develop
new medicines to treat colon, breast, cer-
vical, and pancreatic cancer. The campus-
wide group, led by Ben Shen, is producing
and testing analogues of natural compounds
from microorganisms. These engineered
“natural products” provide an alternative

UW–Madison CBI trainees (L to R) Jared Mays, Christopher
Marvin, Joseph Binder, Rachael Carpenter, Emily English,
Matthew Shoulders, Paola Mera, Kelly Gorres, Kimberley
Peterson, and Nicholas George.
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to the libraries produced by chemical
synthesis.

EDUCATION
The chemical biology curriculum at
UW–Madison includes two core courses
that have been tailored to interdisciplinary
researchers—chemical biology and a chemi-
cal biology seminar. These courses have
unique features devised to promote inde-
pendent thinking and creativity. In addition,
each course has aspects that help to hone
graduate-student skills in written and oral
communication.

Chemical Biology Course. The beginning
of the chemical biology course is taught
from a perspective of how to merge chemi-
cal and biological concepts to explore bio-
logical systems. The course is organized
around the flow of information in biological
systems (DNA to RNA to protein) and
emphasizes how to use chemical approach-
es to intervene in each step to elucidate and
control that flow. A major goal is to empower
scientists: to give chemists relevant novel
targets and to offer biologists useful new
tools and approaches. Examples of topics
include creating small molecules that act to
inhibit or enhance transcription and using
genetic methods to synthesize proteins con-
taining non-natural residues. An introduc-
tion to the chemical concepts underlying

catalysis is given, and chemical approaches
to controlling signaling pathways are dis-
cussed. In addition to using specific
examples, the course focuses on common
features among different approaches. For
example, many aspects of chemical biology
rely on modularity: proteins have modular
units, and molecules composed of modular
units can be used to alter protein function,
localization, degradation, and so forth.
When students are shown that approaches
that address very different biological ques-
tions can be based on similar fundamental
concepts, they can begin to recognize how
to devise new strategies to solve the biologi-
cal questions that interest them.

Student participation is a key component
of this course. Because the student partici-
pants have heterogeneous backgrounds
(i.e., some come from biology, others from
chemistry), the lively in-class discussion
allows students to appreciate different sci-
entific perspectives. Perhaps the most valu-
able (and fun!) aspect of this course,
however, is student participation in peer
review through in-class study sections. Each
student writes an original research pro-
posal, which is reviewed anonymously in an
NIH-style study section composed of a
subset of other students in the course. The
study sections, in which a faculty member
acts as the chair and scientific-review

administrator, offer students the unique
opportunity to experience the review
process from the perspectives of both an
applicant and a reviewer. Students typically
find that serving as a reviewer is challeng-
ing, and the faculty chairs provide feedback
at the meetings on their reviews (e.g., do the
criticisms focus on the central issues of the
grant?). The students’ feedback reveals that
through this exercise, they have developed
a deeper appreciation of the importance of
clarity in writing (see Box 1). In addition,
they also build their communication skills in
the study-section meetings; in these
venues, the students must present their
ideas to a group with heterogeneous scien-
tific backgrounds. The skills that students
gain from this experience are critical for
success, whether they later choose a career
in academia, government, or industry.

Chemical Biology Advanced Seminar.
The participants in the chemical biology
seminar are typically advanced graduate
students who already have completed the
course in chemical biology. In the seminar,
students discuss key publications from the
past year. The format is designed to encour-
age an active dialogue. Students are given
(or choose) a specific paper to present. A
few days before the class meets, the pre-
senter sends three to five discussion ques-
tions to other members of the class so that
they can consider them as they read the
assigned paper. During the course period,
the student presenter provides the group
with background information that summa-
rizes the key findings and puts them into
context. The students then break up into
small groups to talk about the discussion
questions. During the last 10–15 min, the
entire class comes together again to share
the ideas that were raised in the small
groups. What makes this course interesting
and stimulating is that it prompts the dis-
cussion of larger issues: the importance of
the paper and the questions it seeks to
address, the benefits or drawbacks of the
approaches used, and the potential future

Box 1. Comment from the 2006 Evaluations for the Chemical Biology Course
“This was, by far, the most interesting class I have ever taken—undergraduate or oth-
erwise. With few exceptions, I never noticed the amount of time that had elapsed
during lecture until we were dismissed. The topics discussed were very intriguing, the
papers used to augment the learning process were applicable and represented
leaders in the field, and the instructors were very knowledgeable and interested in
engaging the students. This class was an excellent example of a graduate-level course
with just the right pace and had a degree of difficulty (for material covered) that served
to appropriately stretch the student’s mind. Finally, the proposals were a good addi-
tion to the class requirements. Few classes ever truly challenge the student to perform
in this capacity—while this was not the first proposal I’ve written, it was the first nec-
essary for a normal class, as opposed to senior-level research. Furthermore, the
requirement that the hypothesis utilize chemical-biology-related techniques to answer
present, novel questions helped me to grapple with the field effectively.”
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directions of the research field under discus-
sion. Thus, this seminar allows students to
practice their formal presentation skills and
to develop their ability to think critically
about science.

CAREER CHOICES
Chemical biology students benefit from their
varied research and training experiences
when they select a career. The CBI trainees,
who typically have three consecutive one-
year appointments under the training grant,
participate in industrial internships. The
internships, usually �12 weeks long, give
students an opportunity to gain research
experience in a new environment. Many stu-
dents elect to pursue their internships in the
pharmaceutical or biotechnology indus-
tries; others carry out research in a govern-
ment laboratory (e.g., NIH or Los Alamos).
Students are uniformly positive about their
experiences, and they draw on them in
making postgraduation career decisions.
This type of training opportunity is available
to all chemical biology students.

As described earlier, the CBI Training
Grant (GM008505) from the National Insti-
tute of General Medical Sciences catalyzed
graduate training in chemical biology at
UW–Madison. Indeed, this grant, which has
been running since 1993, helps fund the
training of 10–12 outstanding chemical
biology students every year. Moreover,
several additional affiliated students receive
funding from other sources. The training
grant director (Laura Kiessling), the deputy
director (Jon Thorson), and an advisory com-
mittee (five faculty trainers and one
graduate-student trainee) develop and
oversee the program in conjunction with the
chemical biology trainer faculty. Trainees
take the chemical biology course and a
course on ethics for scientists and teachers,
attend the chemical biology advanced
seminar and the chemical biology collo-
quium, help recruit and welcome new stu-
dents, participate in industrial research
internships, receieve an annual allowance

to travel to present their research at scien-
tific conferences, and receive invitations to
special and routine seminars by relevant sci-
entists. The CBI committee considers ap-
pointments of incoming graduate students
nominated by departments and of current
graduate students early in their programs
nominated by trainers and have made a
substantial impact. Although the CBI train-
ing grant has been a catalyst for chemical
biology graduate education at Wisconsin,
the educational initiatives described are
open to all graduate students at the university.

Current trends indicate that the bound-
ries between traditional scientific disci-
plines will continue to blur (10). We antici-
pate that educational initiatives like those at
Wisconsin and elsewhere (11–17 ) will con-
tinue to facilitate the evolving symbiosis
between chemistry and biology.

Note added after print publication: Because of a
production error, the following references were
misformatted: 5, 7, 10–17. These errors do not
affect the scientific integrity of the article. This
paper was originally posted September 15, 2006,
and the electronic version was corrected and re-
posted to the web on October 20, 2006. An Addi-
tion and Correction may be found in ACS Chem.
Biol. 1(9).
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Chemical biology students benefit from their varied research

and training experiences when they select a career.



The Evolution and Refinement of a
Chemical Biology Training Program:
A Canadian Perspective
D. Scott Bohle*
Department of Chemistry, McGill University, 801 Sherbrooke Street West, Montreal H3A 2K6, Quebec, Canada

I n April 2005, the McGill University
chemistry department completely reor-
ganized its graduate education curricu-

lum by throwing out the traditional distinc-
tions of organic, inorganic, physical, and
analytical chemistries. They were replaced
with the new subdisciplines of chemical
biology, materials, synthesis/green/cataly-
sis, and environmental/atmospheric chem-
istry. McGill is not alone in instituting this
type of reorganization, but those familiar
with academic inertia will appreciate the
magnitude of the change. A year later, we
are now well along in our experiment in edu-
cation, and this article will attempt to syn-
thesize the experience: its successes and
outcomes, intended or not.

Throughout this process, we have been
surprised at how often the issue of what
constitutes chemical biology comes up. Of
course, many definitions exist about what
chemical biology is (and is not), but in terms
of establishing a curriculum, we have found
these discussions often dead-end in seman-
tic cul-de-sacs. This is by no means a new
problem for emerging subdisciplines in
chemistry; as a fledgling science, organo-
metallic chemistry was once described as
“concerning those compounds with metal–
carbon bonds.” However, an examination of
a recent issue of the ACS journal Organome-
tallics clearly demonstrates that this restric-
tive early definition has aged, and many
species described in that journal have no
metal–carbon bonds or contain those of

only ancillary interest. In a parallel manner,
the textbooks of organometallic chemistry
have evolved over the past 50 yr. We have
every reason to believe that a similar fate
awaits contemporary attempts to define
chemical biology in an
overly narrow or restric-
tive way.

Perhaps a more
enlightened way to
proceed toward devis-
ing a graduate curricu-
lum is phenomenologi-
cal. What do the stu-
dents of chemical
biology study? What is it
that the researchers in
this field find important
for their students to know? Here again, in
our experience, the answers are as varied as
the groups engaged in the field. Current
graduate students enrolled in our chemical
biology program typically take two of the
three classes in bioorganic, biophysical, or bio-
inorganic chemistry. Students have taken
classes in advanced spectroscopy, diffrac-
tion, organometallic chemistry, immunol-
ogy, materials chemistry, and supramolecu-
lar chemistry, in addition to those three
classes. These courses naturally reflect
those currently being offered, and the chal-
lenge is determining what new or combined
courses best meet the students’ needs.

An important component of our chemical
biology program is a fellowship scheme
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funded by the Canadian Institutes of Health
in 2002 to support, attract, and promote
graduate students and postdoctoral
researchers in chemical biology. This is a
joint interdisciplinary program between the
Faculty of Medicine’s departments of bio-
chemistry and pharmacology and the
Faculty of Science’s department of chemis-
try; �20 one-year fellowships are available
to students who are working in this area.
These fellowships provide 100% support for
graduate trainees and 50% support for post-
doctoral researchers. A 50% match by the
principal investigator is required for the
latter. It is interesting trying to marry the
divergent cultures found in medical and
chemistry departments, and an almost
equal split occurs in the numbers of stu-
dents supported between the schools. To
determine whether a project is eligible for
these fellowships, we apply the operational,
old-fashioned definition of chemical biology
(1): “Chemical biology can be defined as the
design or identification and the exploitation
of novel small molecules as tools to investi-
gate questions in biology” (Chemical
Biology Research, McGill University, www.
medicine.mcgill.ca/biochem/cihr/index_
big.html). However, we have found that a
wide range of excellent students and their
projects are accommodated by this defini-
tion. In terms of requirements beyond the
core chemistry, the course load is minimal,
limited to attendance of selected depart-
mental seminars and two or three work-
shops over the course of the year. Four years
after the program was instituted, the results
are positive in terms of the number of stu-
dents, papers, and presentations. However,
the students voice lingering concerns: the
cascade of acronyms used in many bio-
medical talks can be bewildering for the
uninitiated, whereas the arcane subtleties
of chemical mechanisms seem a trivial exer-
cise for many of the biochemists. It remains
a challenge to find the right participants for
the seminar series. On the other hand, the
workshops have been more successful and

well-received and have included high-
throughput screening, RNA silencing tech-
niques, computational chemistry, and
career choices upon graduation. The stu-
dents have benefited from these work-
shops; in addition, the workshops have
been well-received by volunteers from
academia and industry who have made
presentations.

Where does this leave undergraduate
education? A recent bold suggestion by the
authors of one of the chemical biology text-
books is that “today physical chemistry is
one of three pillars of teaching and research
in chemistry departments worldwide, and it
is foreseeable that in the not too distant
future a branch focusing on the borderline
between chemistry and biology will be the
fourth pillar” (2). While chemical biology
may very well evolve into the fourth pillar of
chemical education, the current consensus
here is that students need a strong funda-
mental background in their chosen science.
We have not instituted a similar reform for
undergraduate education; less latitude for
change exists at this level because the
courses are subject to accreditation by
external agencies. Once again, though, we
can look to what courses the students take
outside of chemistry. Here, we find that
chemistry students, both medicine- and
science-bound, have opted to take rigorous
courses in areas such as biochemistry and
immunology. In one exceptional case, a
student with a double major in chemistry
and immunology has gone on to graduate
school in chemical biology. Thus, the
demand from the students themselves for
courses in these new interdisciplinary areas
is high: the challenge is to integrate this
demand with the established programs.
Perhaps this is the real issue: when will the
established programs recognize the legiti-
macy of the students’ perceived educational
needs?

Another perspective on the construction
of a chemical biology program is that of the
future employers of our students: the

academy and the biotechnical and pharma-
ceutical industries. Here, the response to
the chemical biology subdisciplines has
been mixed. The reception by traditional big
pharma here in Montreal has been surpris-
ing. Some firms welcome our students and
provide support for key parts of our lecture
series. On the other hand, some firms
repeat a mantra: “If we want a chemist to
make things, we will hire a synthetic
chemist who will make them and a biologist
to evaluate them” or “There’s no point in
coming out of graduate school knowing
nothing more about synthesis than
methods to produce amide bonds.” In spite
of this dour assessment of chemical
biology, we have found that many of our
graduates have gone on to careers in the
private sector—often to prepare new
amides.

In the future, we intend to refine our
graduate education so that it further reflects
the needs of our students in this area. In a
dynamic, formative discipline such as ours,
this process is by definition active as well as
iterative. A chemist is motivated to work in
chemical biology because of the simple fact
that a sizeable amount of chemistry can be
learned from our growing understanding of
biology. We are in a remarkable period of
discovery in this new subdiscipline, and no
doubt many new ways of thinking about tra-
ditional chemistry will soon emerge from our
collective efforts. Along the way, we may
have to make and break a few amide bonds.

Acknowledgment: The author gratefully
acknowledges support from the CIHR, NSERC, CFI,
and the CRC councils and schemes for their
support of chemical biology at McGill.
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Graduate Education in Chemical Biology at the
University of Michigan
Tonia J. Buchholz†, Bruce Palfey‡, Anna K. Mapp§, and Gary D. Glick�,*
†Second-Year Student, ‡Associate Program Director, §Steering Committee Member, �Program Director, Chemical Biology
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A round the country, chemical biology
is increasingly recognized as a focal
point for understanding biology at

the molecular level—where modern biologi-
cal and biomedical research is pursued from
a uniquely chemical perspective.

Research in chemical biology has been
conducted at the University of Michigan for
many years in several departments, includ-
ing biological chemistry, biophysics, chem-
istry, medicinal chemistry, and pharmacol-
ogy. Historically, no single program provided
large numbers of faculty working in this
area. Moreover, graduate training in chemi-
cal biology within individual departments
often forced students to conform to existing
departmental guidelines that may not have
been appropriate for them. This meant that
in some cases it was difficult for students to
get the training they needed.

In response to the need for specific
graduate education in chemical biology, a
new interdepartmental doctoral program
was initiated in 2004. The program is essen-
tially a virtual department and leads to a
Ph.D. in chemical biology. Alternative
models, in which students apply to an
umbrella recruiting program that allows
them to select from several departments to
do their Ph.D. work after they matriculate,
are used by several institutions (including
Michigan for the biomedical sciences).
Although such a model opened the door for
more thesis advisers for students to choose
from, we selected the virtual department to
ensure that students in the program receive

a high-level, cohesive graduate experience;
that the program would have full control
over the graduate curriculum; and that a
level of research collaboration and mentor-
ship is enabled that is not
possible in existing
departments. Our program
faculty (now �40) is
drawn from seven depart-
ments across campus.
Students entering the
Michigan chemical
biology doctoral program
are free to choose any of
these faculty or groups of faculty as thesis
mentors, and this allows them access to
most laboratories on campus that do chemi-
cal biology research. Our faculty members
have a diverse group of interests covering
nearly all areas of what can be described as
chemical biology.

A major challenge in designing our
program is that “chemical biology” means
different things to different people. Thus,
entering students have varying backgrounds
and diverse interests. Rather than trying to
impose a specific vision of what chemical
biology should be, we have taken a very
open attitude. The chemical biology doctoral
program at Michigan is structured to maxi-
mize the flexibility a student has in design-
ing his or her curriculum and to place the
key decision points in the hands of the stu-
dents. A sequence of two core courses is
required; a minimal list of topics is covered
that we believe every chemical biologist
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should know, including macromolecular
structure and folding, molecular recognition
of small and large molecules, catalysis,
protein biosynthesis and degradation,
signal transduction, combinatorial synthe-
sis, screening, and chemical genetics. In
this course, each topic taught includes
examples of how both chemists and biolo-
gists have addressed the problems being
discussed (e.g., use of small molecules and
structure-function studies). Two literature-
based discussion courses are also required.
Beyond these prescribed courses, students
fill their remaining credit requirements with
whatever courses interest them from the
broad range offered throughout the univer-
sity. In this way, students are free to tailor
their coursework to suit their own interests
and visions of what chemical biology is.

Although a flexible curriculum is impor-
tant, research is at the heart of any Ph.D.
program. The structure of the chemical
biology Ph.D. program emphasizes research
training from the beginning. Students are
supported by the program in their first year
as research fellows, during which time they
complete a minimum of two research rota-
tions, which can begin the summer before
they matriculate. These rotations generally
last a semester, but students have the
option of splitting them into half-rotations,
maximizing their exposure to research in the
labs of different faculty. By April of the first
year, students select a faculty thesis mentor
and start their thesis work. Students are not
required to work as teaching assistants at
any time in the program, although arrange-
ments can be made for those desiring that
experience. The progress of the students
toward their degree is monitored by annual
meetings with their thesis committee and
with the program leadership team. The
program is structured to minimize distrac-
tions from research with the goal of having
students defend their thesis research within
5 years. Another challenge for a program
that spans a large, diverse campus like
Michigan is keeping a sense of identity and

coherence both for the faculty and students.
This problem is somewhat mitigated
because the laboratories of the participating
faculty are within walking distance of each
other. To further build esprit de corps, the
program sponsors monthly lunches for the
students. In addition, the members of the
steering committee have dinner with all the
students twice a year and involve the stu-
dents in decisions about their training. For
example, many of our students are inter-
ested in working in more than one lab for
their thesis research, so we recently estab-
lished mechanisms for joint mentorship and
collaboration within the program. Such joint
mentorship fosters collaborations among
program faculty and allows students to
create thesis projects that span specialties
and reflect the cross-disciplinary nature of
research in chemical biology.

How successful are we? Only time will tell,
but as we move into the second year, results
are extraordinarily encouraging. A class of 6
from around the U.S. matriculated in the first
year, and a class of 16 will be entering in the
fall of 2006. This puts our program on track
to reach its target of 22 new students per
year in 2007. Our students come from top
undergraduate institutions throughout the
U.S. and include two students from Western
Europe and one from Asia. Their academic
credentials as a group place them among
the best graduate students in the sciences
at Michigan! Much of the success must be
attributed to the active involvement of all
program faculty in teaching, recruiting, men-
toring, and social events. Constant feedback
from the students has also been extremely
important, allowing us to develop a program
that truly meets the needs of our graduate
cohort. Finally, our program could not have
flourished without the support of the chairs
of the participating departments, their
respective deans, and the senior adminis-
tration at Michigan, plus very significant
funding to get the program started.

What was attractive about Michigan’s
chemical biology program? The inaugural

students enrolled in chemical biology were
drawn here for numerous reasons. The excit-
ing science being pursued by individual pro-
fessors, the reputation of the University of
Michigan, and the enthusiasm shown by the
faculty members and their strong desire to
work together across departments to create
a successful Ph.D. program are just a few of
the key factors. To paraphrase one student:
“I feel like I’ve made an excellent choice.
The scientific diversity of the faculty in the
program challenges you to become fluent in
both the language of biology and that
of chemistry. Additionally, the faculty
members are as committed to our profes-
sional development and success as they are
to growing a top-notch chemical biology
program that will continue to make impor-
tant scientific contributions at the cross-
roads of chemistry and biology.”

Note added after print publication: The name of
author Tonia J. Buchholz was inadvertently mis-
spelled. This error does not affect the scientific
integrity of the article. This paper was originally
posted September 15, 2006, and the electronic
version was corrected and reposted to the web on
October 20, 2006. An Addition and Correction may
be found in ACS Chem. Biol. 1(9).
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Designing a Curriculum That Goes Beyond a
List of Topics
Michelle M. Sulikowski* and Brian O. Bachmann
Department of Chemistry and the Vanderbilt Institute of Chemical Biology, Vanderbilt University, 7330 Stevenson Center,
Nashville, Tennessee 37235

I nstitutions with rapidly expanding
chemical biology programs are faced
with the task of designing a curriculum

for a field that resists self-definition. The
Vanderbilt Institute of Chemical Biology
(VICB) has designed a program for chemical
biology education that attempts to mirror
the strengths of the qualities of contempo-
rary multidisciplinary research: flexibility
and collaboration.

Though the recent proliferation of new
journals may suggest otherwise, “chemical
biology” is not a new term in the lexicon of
scientific research. In fact, the origins of
chemical biology can be traced back at least
as far as 1946. Linus Pauling and George
Beadle first created a joint research program
at the California Institute of Technology that
aimed for “the analysis of physiological pro-
cesses in terms of the nature and structure
of the chemical substances which are
involved in them”; they completed a “labo-
ratory of chemical biology” by 1954 (1).
Today, chemical biology has reemerged as a
term that means many things to many
people, but the points of agreement are a
recognition of the inseparability of modern
chemistry and biology and an appreciation
of the benefits of bringing in-depth expertise
in both disciplines together to solve prob-
lems of significance in the life sciences. But
questions remain about how to cultivate an
appreciation for chemical biology in stu-
dents and how to design a curriculum that
provides a meaningful educational experi-
ence in this large, diverse field.

Interdisciplinary programs like chemical
biology face a unique set of challenges in
terms of training. Students typically come to
chemical biology with a degree in a tradi-
tional science such as chemistry. A program
must build on that knowledge base in addi-
tion to exposing students to completely new
areas for which they may not have a basis
for understanding at
the graduate level. The
balance between
stimulating students
and overwhelming
them is delicate. We
have addressed these
concerns at VICB in both
the foundations of
chemical biology course
(Figure 1) and the
chemical biology
seminar (Figure 2),
which are part of the
newly created Ph.D. in
chemical and physical
biology.

The chemical biology seminar (Figure 2),
taken during the first year, is a vigorous
series that features prominent speakers
from academia and industry as well as pairs
of researchers from within the VICB. Semi-
nars can be challenging for first-year stu-
dents, but this series offers the additional
challenge of absorbing and understanding
material that is often out-of-field, and stu-
dents may not have an appropriate back-
ground to scaffold that learning. We have
initiated an interactive, peer-led learning
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environment that uses BlackBoard, a web-
based learning tool, to meet this challenge.
Each student chooses one speaker per
semester for in-depth learning and be-
comes the local expert or peer tutor for
that seminar. Through a PowerPoint tu-
torial and interactive discussions, stu-
dents teach themselves and each other
in a supportive environment that meets
them where they are in the learning curve.
Students learn at their own pace on a level
that is appropriate to their scientific back-
grounds. After completion of the course,
students often report that they form lasting
professional and social relationships with
peers, achieve a significantly better under-
standing of the seminar content, feel more
at ease asking for and receiving help, and
acquire a greater sense of self-directed
learning.

The foundation of a chemical biology
course (Figure 1) is challenged by the amor-
phous nature of chemical biology. No clear
consensus exists on the definition, but we
must offer coursework that captures the
essence of chemical biology. The difficulty
of teaching such a course is finding bridges
between the reductionism used in the study
of biological systems and that used to de-
scribe molecules (e.g., the chemical bond).
Students with a chemistry background are
often overwhelmed by the complexity and
vocabulary of biological systems, and stu-
dents with a biology background are often
overwhelmed by the vocabulary and science

of chemical structures, reactions, and
interactions.

One solution to this dilemma is to assign
team-based homework and presentations,
which require multidisciplinary collaboration
for an integrated solution. In this way, stu-
dents with different strengths can all bring
something to the table in a group that, only
as a whole, has enough expertise to solve an
integrated chemical biology problem. This
mimics the very nature of chemical biology
research, which relies on distributed exper-
tise to solve problems. Pauling put it best:
“No one method is good enough to solve the
problem, and every method must be applied
as effectively as possible.”

In our pedagogy, we choose topics that
use chemical principles, methods, tools,

and insights to address
problems in biology.
The course is taught by
a small number of
faculty from the College
of Arts and Science and
the Vanderbilt Univer-
sity School of Medicine
to provide breadth of
coverage while main-
taining continuity
among lecturers. A risk

of teaching a class entitled chemical biology
is to devolve into a series of topics with no
clear unifying theme. Hence, we centered
our course around two case studies: natural
product biosynthesis and drug discovery.
Natural product biosynthesis encompasses
genomics, biochemistry, chemistry, and
pathways, and many of the methods used in
the study of biosynthetic pathways are
applicable to other areas, such as drug dis-
covery and development. Similarly, modern
drug-discovery efforts span many disci-
plines, from cell biology and signaling path-
ways to chemical synthesis. These two
areas are unified by having a chemical basis
and a shared central theme of molecular
structure and biological effects of both large
molecules and small.

Figure 1. Chemical and physical biology Ph.D. curriculum.

Figure 2. Format of the chemical biology seminar course.
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An important goal for any new program is
to offer a clear identity to a student or a
researcher in the field of chemical biology;
this is particularly important to Vanderbilt
where students disperse into multiple
departments across campus after their first
year. The chemical biology course and
seminar series, which require students to
work with each other across disciplinary
lines on a daily basis, have resulted in a
sense of community that is maintained by
continued attendance at the chemical
biology seminar series and the VICB’s
annual research retreat.

Trends in graduate education and
research often translate into areas of under-
graduate interest, so we have begun teach-
ing a freshman writing course in chemical
biology. The course provides a basic foun-
dation in chemical structures, cell biology,
and biomolecules and uses it as a starting
point to explore the contemporary literature.
We have introduced regular research talks
into the course, with several VICB members
presenting their work at a level appropriate
for freshmen. Students report that although
they may not fully understand the details of
each seminar, the big picture makes such
an impact on their thinking about research
and interdisciplinary fields of study that
�70% of them actively seek research expe-
riences within the university. Communica-
tion is an important focus in the course;
25% of instructional time is committed to
discussion about the process of research,
orphan drugs, drug discovery as a business,
U.S. Food and Drug Administration regula-
tions, and moral and ethical issues related
to drug discovery. Students regularly write
about their understanding of research lec-
tures and topics that are presented in the
course rather than take tests. Students
prepare a research report on a topic of their
choosing in the area of drug discovery; this
undertaking serves as a capstone project.
The report emphasizes chemical and bio-
logical aspects in addition to social and
ethical implications. Students report that

they achieve a greater understanding of the
process, promises, and pitfalls of research;
become more aware of the complexity of the
drug-discovery process; and feel that the
course makes their studies in other science
courses seem more relevant.

The chemical biology program at the
graduate and undergraduate levels has at
its core the goal of producing graduates who
are self-directed learners capable of both
creative and critical thinking across tradi-
tional disciplinary lines. We feel that we are
building a curriculum that achieves these
goals through the use of innovative teaching
techniques and that is flexible enough to
meet students at their level.

The solutions to the problems of training
students in chemical biology will reflect the
unique strengths and philosophies of the
faculty at a given university. All the colleges,
including the medical center, of Vanderbilt
University are juxtaposed on a single cam-
pus. This greatly facilitates academic and
research collaborations between chemists
and biologists. Productive interactions are
further supported by the existence of the
VICB, which was created in 2002 by an
investment from the Chancellor’s Academic
Venture Capital Fund. The VICB has recruited
faculty and students, established critical
core facilities, and generated substantial
extramural support for multidisciplinary
research and training in chemical biology.
The creation of a Ph.D. program in chemical
and physical biology was the inevitable next
step in this growth cycle.

REFERENCE
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I n Japan, organic chemistry has been the
traditional approach to elucidating bio-
logical phenomena. The department of

agricultural chemistry and the department of
pharmacology have been the backbone of
chemical biology, and many students gradu-
ating from these departments are employed

by pharmaceutical compa-
nies. Therefore, Japanese
universities have not
needed to reorganize their
departments to conduct
research at the interface of
chemistry and biology.

As the field matures and
grows, however, some uni-
versities do plan to estab-
lish a department for
chemical biology, and

chemical biologists in Japan have organized
the Japanese Association of Chemical
Biology to facilitate research. To place the
education system in perspective for all
readers, it’s important to note that Japan has
national, public, and private universities. As
examples of how chemical biology is taught
at these universities, we will discuss the
graduate program at Tokyo Medical and
Dental University (TMDU; national) and the
undergraduate and graduate programs at
Keio University (private).

School of Biomedical Science, TMDU.
Research emerging from the decoding of the
human genome opened the door to practi-
cal research and collaboration between

fields. The fields now working together
include molecular and cellular biology,
structural biology and immunology, neuro-
science, pharmacology, and bioinformatics.
In response to the social and academic
demands of the new era, the School of Bio-
medical Science of TMDU was established
in 2003; it is the first postgraduate school
engaged in the education and research of
postgenome medicine in Japan. In this
graduate school, we started the biomedical
science Ph.D. program to create scientists
who have the ability to manage expanding
information, resolve practical problems, and
promote innovation in the life sciences. This
program has two courses, bioinformatics
and functional biology, and accepts under-
graduate students educated in medicine,
biology, bioscience, chemistry, pharmacol-
ogy, informatics, and systems engineering
from all over the world. To support the wid-
ening research fields, outstanding institutes
in the Tokyo area, such as the National
Cancer Center, the Tokyo Metropolitan Insti-
tute, and RIKEN, are contributing their
resources and scientific expertise to this
new program. For detailed information on
our Ph.D. program, go to www.tmd.ac.jp/
mri/SBS/index_e.html.

Chemical biology is one of the major sub-
jects of our Ph.D. program. Chemical biology
involves solving biological problems at the
molecular level and using the techniques,
knowledge, and ideas of chemistry to regu-
late biological systems. We developed a
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lecture series and a practice course. The
lecture series provides an overview of the
chemical biology field and topics of recent
research. Bioprobes (Osada, H., Ed.;
Springer: New York, 2000) and Molecular
Cell Biology (Lodish, H., Berk, A., Zipursky,
L., Matsudaira, P., Baltimore, D., and
Darnell, J., Eds.; W. H. Freeman and Co.: New
York, 2000) are used as primary texts. We
invite prominent researchers from Astellas
Pharma, Inc., a major pharmaceutical
company in Japan, as adjunct professors to
teach the practical application of chemical
biology for drug discovery. In the practice
course, students learn molecular design and
the syntheses of bioprobes, the structural
analyses of bioprobes, and their applica-
tions to the biological systems in an experi-
mental and hands-on manner. In this
course, students also experience high-
throughput screening with a chemical robot.

Department of Biosciences and Infor-
matics, Keio University. As the sequencing
of the human genome approaches comple-
tion, we must work to elucidate this new life
science. To enter this new era, Keio Univer-
sity established the department of bio-
sciences and informatics in 2002. Research
activity at our new department involves
unraveling the mysteries of life systems not
only by using our knowledge of biology,
molecular biology, and chemical biology but

also by explaining the solution in terms of
informatics.

In their first year, undergraduate students
are required to take biology, physics, chem-
istry, and mathematics, which are the
common ground of the natural sciences and
technology. In the second year, they study
the three basic disciplines on which our
department is founded: biology, chemistry,
and bioinformatics.
Students are encour-
aged to expand their
studies beyond the
traditional frame-
work of biology by
looking at life from
the viewpoint of
molecular theory
and by conducting
computerized analy-
ses in the lab to
process data on biological function.

Third- and fourth-year students can sys-
tematically investigate various areas of
biology, including chemical, molecular, and
cell biology; biochemistry; and genome
technology. They also study data mining
and pattern recognition, two essential tools
in informatics for understanding biological
phenomena and function.

Department of Applied Chemistry, Keio
University. The department of applied
chemistry covers many areas of pure and

applied chemistry, including chemical
biology. In the field of chemical biology, the
research activity at this department involves
both the synthesis of bioactive molecules
and the analysis of life systems.

In their first year, students are required to
learn fundamental subjects, such as math-
ematics, physics, chemistry, and biology. In
the second year, they study the four basic
disciplines on which our department is
founded: physical, inorganic, organic, and
biochemistry. Undergraduates are encour-
aged to take their studies beyond the tradi-
tional framework of chemistry: to combine
and modify subjects to create new ones,
such as chemical biology. Third- and fourth-
year students can systematically learn about
the various realms of chemistry, such as
analytical, environmental, material, syn-
thetic organic, polymer, and biochemistry.

Graduate School of Science and Tech-
nology, Keio University. Advanced courses
of chemical biology are taught by the staff
from our graduate school as well as instruc-
tors from other graduate institutes. Students

can investigate
natural product
chemistry, chemical
genetics, and signal
transduction
systems for cell func-
tion and their regula-
tion by using small
molecules, drug dis-
covery, medicinal
chemical synthesis,
and so on. They also

study systems biology from a chemical
biology perspective. A graduate student
who wants to study chemical biology first
selects an adviser. The student then con-
ducts his or her research under the guidance
of the adviser during the two-year master’s
program. When they complete the program,
students choose to either graduate with a
master’s degree or to advance to the 3-yr
Ph.D. program.

The data in Table 1 indicate that 80% of
undergraduate students go on to pursue

TABLE 1. Where students from Keio University go after graduationa

Undergraduate students Graduate students

Employed at companies
Pharmaceutical 5 30
Food 5 10
Chemical 7 30
Other 3 20

Work at institutes 0 5
Work at universities 0 5
Attend graduate school 80

aA total of 100 undergraduate students and 100 graduate students were surveyed.

Tokyo Medical and Dental University Students
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graduate degrees. The data also show that
students who graduate from the chemical
biology course will work for chemical com-
panies as well as pharmaceutical
companies.

One student who attends the graduate
school at Keio University and studies cell
biology stated that “the chemical biology
approach enables us to easily study signal-
transduction systems involved in cellular
events of interest.” Another graduate
student in the chemistry field stated that
“chemical biology education tells me the
importance of chemistry in life sciences and
prompts me to participate in biosciences
from the viewpoint of chemistry.”

With the growing interest in chemical
biology, our chemical biology education
program at Keio University will progress by
promoting interdisciplinary research and
training in systems biology. This program
will train students to be scientists and engi-
neers who have new viewpoints different
from those of students of classical chemistry
or traditional biology and who will have the
skills to flourish in various fields around the
world.
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MLL Core Components Give the Green Light to
Histone Methylation
Brendan D. Crawford and Jay L. Hess*
Department of Pathology, University of Michigan Medical School, 1301 Catherine Road, M5240 MS1, Ann Arbor,
Michigan 48109-0602

O ver the past decade, considerable
progress has been made in under-
standing how transcription is regu-

lated through covalent modifications of his-
tones. It is now clear that in addition to
acetylation, phosphorylation, and ubiquiti-
nation, lysine methylation of histone tails
plays a fundamental role in transcriptional
regulation (1). Defining how the “readers,
writers, and erasers” of this epigenetic code
interact and how their activity is regulated is
currently a major area of interest for many in
the transcription field. A recent paper by
Dou et al. (2) provides important insights
into regulation of histone H3 Lys4 (H3K4)
methylation.

Methylation of lysines on histone H3 and
H4 tails confers either activating or silencing
effects on transcription, depending on the
specific modified residue (1). Dimethylation
and trimethylation of H3K4 are associated
with the coding region of actively tran-
scribed genes (3). In contrast, histone H3
Lys9 (H3K9) and Lys27 (H3K27) methylation
is associated with transcriptional repres-
sion. With the exception of Dot1, an H3
Lys79 methyltransferase (MT), all of the
lysine MTs share an evolutionarily con-
served catalytic domain, the SET domain,
whose name is derived from the MTs
Su(var)3-9, Enhancer of Zeste (EZH), and
Trithorax. Only one H3K4 MT, Set1, has been
identified in yeast; however, many human
Set1 homologues have been identified,
including Set1a, Set1b, and four members
of the Mixed-Lineage Leukemia (MLL) family

(4–9). Of these, MLL1, which is homologous
to the Drosophila protein Trithorax, has
been the most intensively studied because
of its involvement by chromosomal translo-
cations in a variety of acute lymphoid and
myeloid leukemias (10). Several years ago,
the bacterially expressed MLL SET domain
was shown to have modest MT activity itself
(11). However, like other Set1 family
members, MLL1 exists as part of an MT
complex with enhanced MT activity (6) that
includes a number of other proteins, such as
the histone acetyltransferase MOF (males
absent on the first) and three core compo-
nents, WDR5, RbBP5, and Ash2L (12,
Figure 1). The finding that these core compo-
nents are evolutionarily conserved from
yeast to humans and are shared among the
different human Set1 family members sug-
gests that they play important roles in regu-
lating MT activity. Indeed, recent work by
Wysocka and colleagues (13) shows that
WDR5 is required for histone H3K4 trimethy-
lation. In this report, WDR5 was found to
bind preferentially to dimethylated H3K4,
and its knockdown resulted in decreased
expression of MLL1 target genes without
affecting binding of MLL1 complexes to
these targets. Several recent manuscripts
(14–18), notably the study by Dou and col-
leagues (2), provide a clearer picture of the
roles that not only WDR5 but also RbBP5
and Ash2L play in regulating MT activity.

An MT Structural “Presentation”
Platform. Dou and colleagues (2) used bac-
ulovirus expression in insect cells and
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ABSTRACT Trimethylation of histone H3 Lys4
(H3K4) is associated with transcriptional activa-
tion. One of the chief effectors of H3K4 methyla-
tion is mixed-lineage leukemia 1 (MLL1), a gene
that is disrupted by chromosomal translocation in
acute leukemia and a master regulator of Hox and
other genes. In a recent paper, core components
of the human MLL histone methyltransferase (MT)
complex were found to form a structural platform,
with one component (WDR5) mediating associa-
tion between the specific histone H3K4 substrate
and the MT. This novel regulatory mechanism,
which is conserved from yeast to human, is
required for both methylation and downstream
target gene transcription.
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immunoaffinity purification to reconstitute a
functional MT complex composed of WDR5,
RbBP5, Ash2L, and the catalytic C-terminus
of MLL1 (MLL-C) in vitro. Various combina-
tions of the three subunits were expressed
through the baculovirus system, and inter-
actions were examined through immunopre-
cipitation assays to determine the structural
organization of the core complex. WDR5 and
RbBP5 were shown to jointly mediate asso-
ciation with MLL-C. Interestingly, WDR5,
RbBP5, and Ash2L formed an independent
complex in the absence of MLL-C, an indica-
tion that together they form a structural plat-
form for association with the different Set1
or MLL-family H3K4 MTs (Figure 1). After Dou
and colleagues (2) determined the structural
contributions to the core complex, they
examined the functional contribution of
each core component to H3K4 MT activity. In
vitro histone MT (HMT) assays revealed that
the absence of RbBP5 or Ash2L in the
complex significantly reduces H3K4 trimeth-
ylation. In contrast, the absence of WDR5
completely abolishes methylation activity.

Subsequent in
vivo studies based
on RNAi on trans-
fected cells by Shi-
latifard and col-
leagues (14) show
very similar
findings.

The WDR5 Link.
The above results
show that MLL1
requires the
WDR5-RbBP5-
Ash2L structural
platform for full
catalytic activity
and indicate a
central role for
WDR5 in not only
MLL1 MT activity
but also likely for
the other H3K4
MTs as well. Four

groups have reported the crystal structure of
WDR5, which contains seven WD40 repeats
organized in a whorl of �-“propeller blades”,
each composed of four antiparallel pleated
sheets (15–18). These studies show that a
central depression formed by the WD40
repeats specifically recognizes N-terminal
H3 peptides via interactions primarily with
residues A1, R2, and T3. Mutations of any
of these three residues inhibit binding. All
studies show the H3K4 is solvent-exposed
and thus available for further methylation.

Most studies that analyzed binding of
WDR5 to histone tails report higher affinity
of WDR5 for dimethylated H3K4 than the
unmodified peptide (15, 18), although
Couture et al. (16) report that WDR5 has vir-
tually identical affinities for mono-, di-, or tri-
methylated H3K4. Subtle kinetic differences
may account for why dimethylated H3K4 is a
preferred binding partner in in vitro assays
(15, 18), which are likely to be magnified in
more in vivo situations. In support of this,
pull-down studies in the context of intact
MLL complexes show preferential interac-

tion with K4 dimethylated tails (19). One
take-home message is clear: WDR5 is
required for full MLL1-complex mediated
H3K4 trimethylation, possibly through regu-
lating its activity.

Dou et al. (2) explored this possibility by
constructing WDR5 mutants with a disrup-
tion of each of the three residues that make
contact with histone H3 peptides, as deter-
mined by the structural studies above. Two
of the WDR5 mutants, S91K and F133A, dis-
rupted the interaction of MLL1 with the
complex. The Y191F mutant was particularly
instructive because it preserved the integrity
of the MLL1 complex and dramatically
reduced both binding of the complex to
histone and MLL1 HMT activity. Together
with the structural studies, Dou et al.’s (2)
work indicates that WDR5 plays a unique
role by linking the catalytic subunit of MLL-C
and its histone H3K4 substrate in such a
way that the complex can bind mono- or
dimethylated H3K4 while “presenting” K4
for further methylation (Figure 2), a concept
suggested from structural studies (15, 18).

Effects on MLL1-Mediated Transcription.
After Dou and colleagues (2) identified a
functional role for WDR5 in MLL1-mediated
HMT activity, they examined the role of

Figure 1. MT structural platform. WDR5, RbBP5, and Ash2L, core
components of the MLL1 MT complex, form a structural platform for the
different Set and MLL-family MTs that are required for trimethylation of
histone H3K4.

Figure 2. WDR5 link. WDR5 interacts with
methylated H3K4, presenting it for further
methylation and, with MLL1, linking the
catalytic MT domain with its substrate.
This interaction is necessary for H3K4
trimethylation and subsequent transcription
of MLL1 target Hox genes.
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WDR5-RbBP5-Ash2L in regulating the tran-
scription of two well-characterized MLL1
target genes, HOXA9 and HOXC8. An analy-
sis of separate small interfering RNA (siRNA)
knockdowns of each of the components
revealed reduced expression of HOXA9 and
HOXC8, compared with the core complex.
Chromatin immunoprecipitation experi-
ments revealed that trimethylated H3K4 was
reduced at the HOXA9 locus when each of
the three components was individually
knocked down with siRNA. Trimethylated
H3K4 was also reduced at the HOXC8 locus
with RbBP5 or WDR5 knockdown and dim-
ethylated H3K4 with RbBP5 knockdown. Of
note is a very recent report by Shilatifard and
colleagues (14), who used a similar
approach and showed that ASH2L is also
pivotal for trimethylation of MLL1 targets.
These combined siRNA knockdown results
demonstrate that all three core compo-
nents, WDR5, RbBP5, and Ash2L, are
needed for full MLL1 target gene expression
and that this requirement lies in the regula-
tion of H3K4 dimethylation and/or trimethy-
lation. Notably, in the study by Dou et al. (2),
MLL1 recruitment to either the HOXA9 or
HOXC8 locus was not disturbed by knock-
down of WDR5, RbBP5, or Ash2L, an indica-
tion that these core components are not
involved in MLL1 recruitment but rather in
regulating MLL1 complex MT activity.

Looking Ahead: Biological and Chemical
Implications. This study provides important
insights into how histone methylation is
regulated by bringing together specific MTs
and histone tails via scaffolding compo-
nents with WD40 repeats such as WDR5.
One area of interest will be to determine
whether the expression of the core subunits,
or perhaps their post-translational modifica-
tions (PTMs), are developmentally regu-
lated and whether, for example, this plays a
role in the regulation of target genes such as
the Hox genes. It will also be important to
identify the specific sites of interaction of
the SET domain with core components and
whether these interactions are developmen-

tally regulated. The function of many of the
other components of the MLL complexes,
such as HCF-1 and -2, Dpy-30, and menin,
remain to be determined. Using approaches
similar to those employed by Dou et al. (2)
should be a powerful tool for resolving these
issues. It is intriguing that the amino acids in
the histone H3 tail recognized by WDR5, in
particular R2 and T3, are known to be
methylated and phosphorylated in vivo.
Couture et al. (16) showed that these PTMs
inhibit WDR5 binding, and this lends further
credence to the concept of a “phosphom-
ethyl switch” in which the modification
status of the histone tail regulates its ability
to undergo subsequent PTMs (20).

Another important question will be to
determine whether similar mechanisms
apply to other HMTs involved in transcrip-
tional activation and repression. Other
WD40-containing proteins, such as Embry-
onic ectoderm development (Eed) and
RbAp46/48, have been shown to associate
with repressive EZH2 complexes that methy-
late Lys27 (21, 22). Furthermore, Eed knock-
out mice show global defects in histone
H3K27 methylation, an indication that Eed
plays a role similar to that of WDR5 in facili-
tating histone methylation (23). Because
considerable amounts of WDR5 are present
in lower-molecular-weight complexes com-
pared with those identified for either the
MLL family or EZH2 (14), determining what
roles WDR5 and related WD40 repeat pro-
teins may play beyond histone methylation
will be very interesting.
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M any bioactive natural products
derive their activity from the
sugar components of their struc-

tures. Variations in the structures of these
sugars can have profound impacts on the
biological activity, selectivity, and pharma-
cokinetic properties of the parent com-
pounds (1, 2). Because of the important role
sugars play in natural product bioactivity,
the development of robust chemical and
enzymatic methods to derivatize natural
products with diverse sugar moieties has
attracted much attention. Several comple-
mentary strategies, including semisynthesis
(3, 4), pathway engineering (5–7), and in
vitro enzymatic glycosylation techniques (4,
8, 9), have emerged from recent efforts as
effective means of varying natural product
sugar structures. The feasibility of biosyn-
thetic and chemoenzymatic glycodiversifica-
tion methods relies on the substrate toler-
ance of glycosyltransferases (GTs), enzymes
that catalyze the coupling of sugar donors to
aglycon acceptors. Accumulating evidence
suggests that GTs involved in natural
product biosynthesis are generally
substrate-flexible, which bodes well for
future engineering work. Although glycodi-
versification with these techniques has
enjoyed much success, sugar randomiza-
tion by any method remains challenging. In
particular, generation of activated nucle-
otide diphosphate (NDP)-sugars and appro-
priate acceptor substrates often need elabo-
rate chemical or enzymatic syntheses (10),
and in vivo engineering methods require
detailed information about biosynthetic
pathways as well as well-behaved genetic

systems for gene disruption and heterolo-
gous expression (6).

The recent Science article by Thorson and
coworkers (11) presents findings that have
the potential to revolutionize the way
researchers alter the structures of glyco-
sylated natural products. First, they estab-
lished that several GT-catalyzed reactions
are reversible. Hence, with the addition of
excess NDP, they were able to generate
NDP-activated sugars from glycosylated
natural products by running the GT reaction
in reverse. This finding is significant
because it provides access to NDP-sugars in
a single enzyme-catalyzed step, bypassing
the need for any tedious chemical or enzy-
matic syntheses. Second, they performed
one-pot sugar exchange and aglycon
exchange reactions, in which a GT can
couple either product of its reverse reaction
(the NDP-sugar or aglycon) to a non-natural
cosubstrate (a different NDP-sugar or
aglycon). Notably, this methodology yielded
�70 glycosylated natural product ana-
logues in a relatively straightforward
manner.

After the proposed role of CalG1, the 3-O-
methyl-L-rhamnosyl transferase involved in
calicheamicin (CLM) biosynthesis, was veri-
fied, 10 other thymidine 5�-diphosphate
(TDP) sugars (Figure 1, top, a–j) were identi-
fied from a TDP sugar library as alternative
substrates of CalG1. The enzyme was incu-
bated with CLM �3

I (1) and an alternative
sugar substrate, TDP-3-deoxy-D-glucose (c),
to test the regiospecificity of the CalG1-
catalyzed reaction. Serendipitously, two
new products, which were subsequently

*Corresponding author,
h.w.liu@mail.utexas.edu.

Published online September 15, 2006

10.1021/cb600365q CCC: $33.50

© 2006 by American Chemical Society

ABSTRACT Glycosyltransferases (GTs) are
ubiquitous enzymes that catalyze the transfer of
a sugar moiety from an activated donor to an
acceptor and thus play important roles in natural
product biogenesis, virulence, and biomolecular
recognition. Sugars are often critical for bioactivity
of natural products, and methodologies for cre-
ating diverse glycoforms of these compounds are
highly desirable. A recent study demonstrates that
several GTs involved in natural product biosyn-
thesis catalyze reversible reactions. Sugar
exchange and aglycon exchange strategies were
used to exploit this reversibility to generate �70
calicheamicin analogues.
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identified as deglyco-
sylated CLM �3

I and
an analogue with
the 3-O-methyl-L-
rhamnose moiety
replaced by 3-deoxy-D-
glucose (1c), were
detected. Control reac-
tions showed that
the observed sugar
exchange is a result of
CalG1-catalyzed de-
glycosylation (reverse
glycosylation resulting
in the formation of a
true sugar nucleotide
intermediate) of 3-O-
methyl-L-rhamnose
followed by re-glyco-
sylation with 3-deoxy-
D-glucose. Taking
advantage of the
reversible property of
CalG1-catalyzed reac-
tion, the authors used
the 10 alternative
sugar substrates (a–j)
to judiciously explore
the ability of this
enzyme to catalyze
3-O-methyl-L-
rhamnose removal
and subsequent gly-
codiversification of 8
CLM analogues (1–8).
In all cases, the sugar-
exchanged product was identified, and a
library of 72 new CLM derivatives (1a–j,
2a–j, 3a–j, 4a–j, 5a–j, 6a–j, 7a–j, 8a, 8b)
was generated, with an average yield of
60% (Figure 1, inset box). These experi-
ments nicely illustrate the power of using
the reverse GT reaction for glycodiversifica-
tion of natural products.

Also demonstrated in this work is the elu-
cidation of GT function via a reverse glyco-
sylation assay. Several CLM derivatives were
used to assay CalG4, a GT proposed to be

responsible for the attachment of the amino-
pentose moiety of CLM. The fact that CalG4
is capable of removing the attached sugar in
all cases confirms its assigned role. This
enzyme, like CalG1, can also catalyze sugar
exchange. The development of this assay
based on the reversibility of GT-catalyzed
reactions has significant implications for the
study of GTs. Because the GT is assayed in
the reverse direction, the NDP-sugar and
aglycon substrates for the forward reaction
are not required. For compounds with mul-

tiple sugar appendages, this assay could be
used not only to identify which GT is respon-
sible for a given glycosyltransfer step but
also to reveal the order of glycosylation
events.

To better assess the prevalence of syn-
thetically useful reverse GT reactions in
nature, the authors assayed the well-
studied GTs from the vancomycin biosyn-
thetic pathway, GtfD and GtfE (12), and
found that both catalyze reversible reac-
tions. GtfD could also catalyze aglycon

Figure 1. Reverse GT-catalyzed reactions used for glycorandomization of CLM analogues. These reactions are described
in ref 11.
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Figure 2. GT-catalyzed reactions. a) GtfD-catalyzed aglycon exchange reaction. b) Two GTs used in tandem one-pot aglycon exchange described in
ref 11.
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exchange, stripping L-vancosamine (9) from
vancomycin (10) and coupling it to a non-
natural vancomycin derivative (11) (Figure 2,
panel a). A final elegant demonstration of
the utility of the reversibility of the GT reac-
tions was an experiment in which GtfE and
CalG1 were used in a tandem one-pot
aglycon exchange reaction in which a non-
natural azido sugar (12) was removed from
the vancomycin aglycon by GtfE and then
transferred to the CLM aglycon (13) by CalG1
(Figure 2, panel b). These experiments dem-
onstrate a convenient way to transfer
“exotic” sugars between structurally related
and between unrelated natural product
scaffolds.

Applications based on the reversibility of
GT-catalyzed reactions that have previously
been reported for the enzymatic synthesis of
uridine 5=-diphosphate-glucose (13) and,
more recently, in “aglycon switch” reactions
catalyzed by VinC, the GT found in the vice-
nistatin biosynthesis pathway (14). Also, a
plant GT, flavonol 3-O-galactosyltransferase,
was found to catalyze the forward and

reverse reactions with Keq values near unity
(15). So neither the concept nor the demon-
stration of the reversibility of GT-catalyzed
reactions is novel. Yet, what Thorson and
coworkers (11) have done is to significantly
expand upon these previous findings,
elegantly demonstrating the feasibility of
several important new applications of
GT-catalyzed reactions, such as one-pot
generation of glycodiversified natural
product libraries, two-GT-mediated aglycon
exchange, GT functional elucidation via
reverse assay, and facile synthesis of exotic
NDP-sugars.

This work provokes two questions: What
in the way of reversibility and in vitro
synthetic utility can be expected from
GT-catalyzed reactions involved in biosyn-
thesis of other bioactive natural products,
polysaccharides, and glycoproteins? Are all
GTs amenable to reverse catalysis? We
investigated the four reaction types pre-
sented in this report: NDP-sugar synthesis,
sugar exchange, one-GT aglycon exchange,
and two-GT aglycon exchange (Figure 3),

with kinetic simulations to determine both
the advantages and limitations of each reac-
tion type. Importantly, all of the simulations
revealed that the values of the equilibrium
constants (Keq) of GT-catalyzed reactions are
the single most critical factor governing reac-
tion efficiency. While simulating each reac-
tion type, we assumed that Keq values for
glycosyltransfer reactions ranged from 4.5 to
159, which are the values reported for the
GtfE- (11) and OleD- (16) catalyzed reac-
tions, respectively. The simulations suggest
that in each of the reactions (Figure 3), con-
ditions can be manipulated to give the
desired product in �90% yield from the lim-
iting substrate. In the one-step NDP-sugar
synthesis reaction (Figure 3), the concentra-
tion of NDP can be raised to push the equi-
librium toward products. Typical outcomes
for sugar and aglycon exchange reactions
(Figure 3) are illustrated by the sugar
exchange simulations presented in Figure 4.
In the most favorable scenario (Figure 4,
panel c), the sugar removal reaction is
reversible (such as in the GtfE-catalyzed
reaction in which 1/Keq1 � 1/4.5), whereas
the coupling reaction is essentially irrevers-
ible (Keq2 � 50). Here, high percent conver-
sions of the limiting substrate (Figure 4,
panel a, A1S1) to the desired glycoform
(Figure 4, panel a, A1S2) can be readily
obtained even at low molar equivalents of
the variable substrate (Figure 4, panel a,
NDP-S2). When the Keq values of the sugar
and aglycon exchange reactions are not con-
ducive to high product yields (such as those
in Figure 4, panel d), the concentration of
either of the species in the denominator of
the Ksugar exchange expression (Figure 4,
panel b) can be raised to improve the
product yield. Unlike the NDP-sugar synthe-
sis reactions, only catalytic amounts of NDP
are needed for efficient conversion in sugar
and aglycon exchange reactions (Figure 4,
panel e). Similar results were obtained in
the simulations of both one- and two-GT
aglycon exchanges. Thus, the simulations
suggest that it will be feasible to use a

Figure 3. The utility of the reverse glycosylation reaction. Three reaction types were presented
by Zhang et al. (11) The equilibrium constants (Keq) represent the forward (glycosylation)
reactions. Here, as in the text, all equilibrium constants for reverse glycosylation steps are
written as 1/Keq.
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variety of GTs whose reactions exhibit differ-
ent degrees of reversibility as catalysts in
both NDP-sugar synthesis and sugar and
aglycon exchange reactions; Thorson’s
methodology will thus be applicable to
numerous systems.

This work also brings to the forefront the
dearth of detailed kinetic and mechanistic
studies on GTs and highlights the need for
this type of information in order for scien-
tists to take full advantage of the tremen-
dous opportunities this new technology
offers. As more GTs from diverse sources are
characterized, quantitative data on reaction
reversibility and specificity will prove invalu-
able in assessing their synthetic potential.
Structural analysis of GTs will also facilitate
engineering to enhance their substrate flex-
ibility, potentially allowing custom design of
GT catalysts. However, the effective demon-
stration and exploitation of the reversibility
of GT-catalyzed reactions presented in this
work have clearly opened up many new
avenues for exploration. Whether for the elu-
cidation of GT function or the enzymatic syn-
thesis of antibiotics or polysaccharides of
defined structure, these methods will likely
enjoy widespread use in future glycoscience
research.
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M acrolide antibiotics are among
the most effective and successful
natural product anti-infective

agents and are featured in ongoing efforts
toward the development of new therapeu-
tics that target drug-resistant pathogens.
Erythromycin was the first macrolide to be
introduced into human use, and its structure
continues to be a crucial template for pro-
duction of semisynthetic antibiotics, particu-
larly the new ketolide anti-infective agents
introduced recently into the clinic (1).

The erythromycin biosynthetic pathway
(2, 3) has also been a key model system for
understanding the intricate series of steps
involved in assembly of the 14-membered
macrolactone ring system and the glycoside
appendages that together form the mac-
rolide class of antibiotic agents. Assembly of
the core macrolactone of erythromycin is
prescribed by a series of multifunctional
enzymes called modular polyketide syn-
thases (PKSs), which have been studied
genetically and biochemically over the past
15 yr. The frontier in new efforts to under-
stand and engineer these fascinating
megaenzymes requires detailed atomic-
level structures of the individual catalytic
domains and domain partners that com-
prise the modular PKS system. Recently,
Tang et al. (4) provided penetrating new
insights into the workings of this biochemi-
cal assembly line in reporting the first crystal
structure of a modular PKS ketoacyl
synthase-AT di-domain. Together with a
recent crystal structure of a modular PKS

ketoreductase (KR) domain (5) and crystallo-
graphic analyses of mammalian and fungal
fatty acid synthases (6, 7), a unified and
unexpected picture is emerging that offers a
refined understanding of the versatile capa-
bilities of these extraordinary biological
catalysts.

Since the first studies of polyketide bio-
synthesis a century ago (8), chemists have
recognized the striking parallels between
mechanisms involving assembly of this
hugely diverse family of bioactive natural
products and their cousins, the more chemi-
cally modest, but essential, fatty acids (9).
Both are constructed by linking a short-
chain acyl-coenzyme A (CoA) starter unit
with several additional short-chain acyl-CoA
extender units to form a more complex
product. For both polyketides and fatty
acids, the center of this process is the set of
carbon–carbon bond-forming reactions that
link the acyl subunits, with both systems
depending on an acyl carrier protein (ACP) to
mediate the reaction sequences for chain
elongation and subsequent keto group pro-
cessing. In terms of structural outcome, the
similarities between polyketide metabolites
and fatty acids stop here. The products of
the fatty acid biosynthetic machinery (fatty
acid synthase or FAS) are limited with
respect to chain length, involve a small
number of biosynthetic subunits or
appended functional groups, and usually
result in a metabolic product devoid of stere-
ochemistry. By contrast, enzymes involved
in construction of complex polyketides (the

*Corresponding authors,
davidhs@umich.edu,
janetsmith@umich.edu.

Published online September 15, 2006

10.1021/cb600376r CCC: $33.50

© 2006 by American Chemical Society

ABSTRACT Modular polyketide synthases
(PKSs) are large multifunctional proteins that syn-
thesize complex polyketide metabolites in micro-
bial cells. A series of recent studies confirm the
close protein structural relationship between cata-
lytic domains in the type I mammalian fatty acid
synthase (FAS) and the basic synthase unit of the
modular PKS. They also establish a remarkable
similarity in the overall organization of the type I
FAS and the PKS module. This information pro-
vides important new conclusions about catalytic
domain architecture, function, and molecular rec-
ognition that are essential for future efforts to
engineer useful polyketide metabolites with valu-
able biological activities.
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modular PKSs) are renowned for their ability
to create chemical diversity involving starter
and extender units, regio- and stereochem-
istry, and chain length. An elaborate “pro-
gramming” process that resides within the
basic synthase unit, or PKS module, enables
this diversity.

A fundamental enigma exists when com-
paring the basic enzymatic subunit of a type
I FAS with a fully equipped type I PKS
module (Figure 1). Both are huge multifunc-
tional proteins composed of an equal set of

catalytic domains, including a keto acyl syn-
thase (KS), acyltransferase (AT), dehydratase
(DH), enoylreductase (ER), KR, ACP, and ter-
minal thioesterase (TE). In the case of FAS,
these catalytic domains exist on a single
multifunctional enzyme that operates itera-
tively, where the growing fatty acid chain
cycles through the prescribed set of catalytic
reactions until the proper chain length is
achieved and is finally off-loaded by the ter-
minal TE. In the modular PKSs, this same
series of seven catalytic domains (KS-AT-KR-

DH-ER-ACP-(TE)) participates as part of a
larger composite complex involving many
modules that include sequential chain
extensions and keto group processing reac-
tions, where the growing acyl chain is
passed from one module to another until it
is off-loaded and (typically) cyclized as a
macrolactone by the terminal TE (10). From
this more complex arrangement, polyketide
metabolites can display an almost limitless
chemical diversity. The PKS module and the
type I FAS have a clear evolutionary connec-

Figure 1. Comparison of type I FAS and modular PKS. a) Mammalian FAS functions iteratively to generate a long-chain saturated fatty acid chain.
b) Bacterial modular PKS, derived from primordial bacterial type I FAS (that in turn evolved into mammalian FAS) is composed of a series of mod-
ules bearing specific combinations of catalytic domains that operate sequentially. The metabolic outcome is a complex linear polyketide chain
elongation intermediate that is finally cyclized by the terminal TE domain. c) Examples of polyketide chemical diversity, including (from left to right)
epothilone, avermectin, rapamycin, and erythromycin aglycone.
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tion, apparent both in the similar sequences
of their catalytic domains and in the order of
these domains in the multifunctional pro-
teins. However, the wide distribution of
PKSs in the microbial world and the extreme
chemical diversity of their products are the
result of considerable divergence from their
common FAS ancestor (Figure 1). Nature has
removed catalytic domains from many
modules, rendered domains inactive in
others, rearranged domains in some, and
occasionally imported non-FAS catalytic
domains (e.g., the curacin (11) and jamaic-
amide (12) PKSs). The linking sequences in
PKS modules and FAS appear dissimilar, in
contrast to the sequences of the catalytic
domains that they connect. In light of such
divergence, what relationship, if any,
remains in the overall structures of the PKS
module and the FAS?

Over the past few months, several crystal
structures have been reported that focus on
distinct aspects of these multifunctional
proteins. Three seemingly disparate contri-
butions (4–6) provide a new, unifying view
of the FAS and PKS systems (Figure 2). In
reality, the great divergence of PKS modules
has clouded the fundamental similarity in
overall architecture of the PKS module and
its type I FAS ancestor. The nearly simulta-
neous publication of these three new crystal
structures clears the clouds, sheds a bril-
liant light on their structure and mecha-
nisms, provides directions for additional
studies, and reminds us once again that
protein structure is far more conserved than
primary sequence.

First to appear was the structure of the
porcine FAS from Ban and coworkers (6).
Crystallization of this 540-kDa dimeric
megaenzyme was a major achievement.
Although the resolution of the electron
density map was too low (4.5 Å) for detailed
fitting of the amino acid sequence, previ-
ously reported structures of five enzymes
(KS, AT, DH, ER, KR) could be fit to the map
with a high degree of confidence. The
overall structure has upper and lower halves

connected by a narrow “waist” (Figure 2).
The KS and AT domains reside in the lower
half of the protein, and the DH, ER, and KR
domains reside in the upper half. The funda-
mentally dimeric KS, DH, and ER domains
reside along the dimer axis, and the mono-
meric AT and KR domains are at the periph-
ery. Even after all the catalytic domains had
been placed, some regions of electron
density were unaccounted for. These were
ascribed to long linking sequences
(between KS and AT domains, between DH
and ER domains) and to the terminal TE.

One month later, Keatinge-Clay and
Stroud (5) reported the structure of the KR
domain from module 1 of the erythromycin
PKS. Crystals were derived from a tryptic
fragment that included a large linker region
preceding the assigned KR domain, as well
as nearly 100 residues following it. The
structure contained a huge surprise; the
entire region forms a single protein structure
consisting of an amino-terminal “structural”
domain intimately associated with the previ-
ously assigned catalytic domain at the
carboxy terminus. It does not appear that
the KR catalytic domain can exist in the
absence of its structural domain partner.
Keatinge-Clay and Stroud then examined
sequences of many PKS modules and found
a KR structural domain upstream of nearly
all assigned KR catalytic domains. The KR
structural domain is less well-conserved
than the KR catalytic domain but is easily
recognized by an amino-terminal peptide
that makes critical contacts with the cata-
lytic domain. The newly assigned KR struc-
tural domain is nearly 200 amino acids in
length, and thus, a large region of blank
“linker” sequence can now be assigned
across the family of type I PKS modules. One
of the most surprising findings is that, in
PKS modules containing both ER and KR
domains (erythromycin PKS module 1 lacks
an ER domain), the ER domain is between
KR structural and catalytic domains in the
polypeptide sequence.

Figure 2. FAS and PKS multifunctional protein
structures. a) Crystal structure of porcine FAS
(6, PDB code 2CF2). Individual domains are
colored separately and linked sequentially as
shown in Figure 1 (KS-AT-DH-ER-KR). Dotted
lines indicate the locations of unassigned
electron density in the FAS map. b) Crystal
structure of the KS-AT di-domain from module
5 of the erythromycin PKS (4, PDB code
2HG4). The sequence of domains along the
polypeptide is N-dock-KS-link-AT-“sticky-
tape”. The overall position and orientation
of KS (blue) and AT (green) domains are
strikingly similar in the PKS module and in
the type I FAS shown in panel a. c) FAS
structure with missing domains modeled from
PKS structures. The KS-AT linker (yellow) and
the “sticky-tape” (red) are from the structure
of the KS-AT di-domain structure shown in
panel b. The FAS KR (magenta) is overlaid
with the KR catalytic domain (dark blue) from
module 1 of the erythromycin PKS (5, PDB
code 2FR1); the partner PKS KR structural
domain is shown in light blue.
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Each of the FAS and KR crystal structures
provides important clues about missing
regions of the other. One of the regions of
unassigned electron density in the FAS map
is adjacent to the KR catalytic domain and
seems likely to be a KR structural domain
(5), given the superposition of the PKS and
FAS KR catalytic domains (Figure 2, panel c).
Indeed, the FAS sequence includes a large
unassigned “linker” region upstream of the
ER domain, in an analagous position to the
newly assigned KR structural domain of PKS
modules. If the type I FAS and the PKS
module have a common organization of KR
structural and catalytic domains, then the
dimeric organization of DH and ER domains
is also likely to be common.

The connection of PKS and FAS architec-
ture is even stronger in the third new crystal
structure, by Khosla and colleagues (4), of
the KS-AT region from module 5 of the eryth-
romycin PKS, the first view of a modular PKS
di-domain. The di-domain is an extended
dimer with KS domains at the center joined
to peripheral AT domains by a linker domain
of �100 amino acids. The structure also
includes 30 amino acids of the linker
sequence following the AT domain. This
extended C-terminal peptide acts as a
crucial “sticky-tape” in the overall structure,
making extensive hydrophobic contacts as
it wraps around the linker and KS domains
ending near the dimer axis. One of the most
exciting aspects of this structure is its strik-
ing similarity to the lower half of the type I
FAS structure in overall size and shape of
the dimer and in the positions of the KS and
AT domains (Figure 2). These structural simi-
larities, as well as sequence similarities in
the KS-AT linker domains and in the sticky-
tape peptides of PKS modules and type I
FASs, imply a similar architecture for the two
multifunctional proteins (4). In accord with
this idea, unassigned electron density in the
FAS map lies between KS and AT domains in
exactly the same position as the linker
domain in the PKS. Likewise, the sticky-tape
peptide, mapped onto the FAS structure,

would end exactly at the waist of the struc-
ture where the lower half (KS-AT) connects to
the upper half (DH-ER-KR-ACP-TE). Thus, it
appears that PKS modules may also have
DH-ER-KR-ACP-(TE) upper and KS-AT lower
halves joined at a waist.

With the significant new insights gained
in these recent studies, what structural or
functional questions remain to be clarified
in the type I FAS and PKS systems? More-
over, what opportunities for practical appli-
cations exist given the new information
gained from the combined information of
these crystal structures? Now that the close
structural and functional similarities
between type I mammalian FAS and bacte-
rial modular PKSs are so evident, a mystery
remains. What is the basis for the protein
biochemical metamorphosis of a primordial
FAS (that operates as an iterative system to
generate an 18-carbon saturated fatty acid)
to a multimodular PKS (where an individual
catalytic domain functions only once in a
sequential series of steps to generate a
complex polyketide molecule)? The most
salient unique element of modular PKSs is
the N-terminal and C-terminal docking
domains (Figure 3) that mediate specific
module–module interactions. This feature
enables cognate pairs of PKS proteins to
transfer sequentially an individual linear
acyl chain elongation intermediate from one
module to another in a process called chan-
neling (Figure 1, panel b). The molecular
details of this fascinating process remain
obscure, but again, the new structures
provide a coherent view. The PKS di-domain
structure includes a portion of the
N-terminal docking domain, which is its
“ticket” to molecular recognition and asso-
ciation with the preceding PKS module. The
coiled-coil helices at the dimer axis are con-
sistent with an NMR structure of the isolated
docking domains (13), demonstrating that
the basis for successful docking is formation
of a four-helix bundle with the C-terminus of
the previous module. The emerging model
of docking domains is also consistent with

the emerging model of a common architec-
ture for PKS modules and the type I FAS. The
docking domain coiled-coil extends from the
di-domain on the opposite side from the
sticky-tape linker peptide. This corresponds
to the bottom of the lower half of an intact
module. The complementary docking

Figure 3. Model of docked PKS modules. A
hypothetical PKS module n�1 is assembled
from the PKS and FAS structures shown in
Figure 2, with catalytic domains colored as
in Figure 1. The terminal module n�1 also
includes an ACP domain from the solution
structure of the actinorhodin PKS ACP (18,
PDB code 2AF8) and a terminal TE domain
from module 6 of the pikromycin PKS (15,
PDB code 1HFK). The N-terminal docking
domain (brown) of module n�1 associates
with the C-terminal docking domain (gold and
blue) of module n, as seen in the solution
structure of fused docking domains from
modules 2 and 3 of the erythromycin PKS
(13, PDB codes 1PZQ and 1PZR). Flexible
connections between domains are shown as
dotted lines. The lower half of module n is
shown in outline form.
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domain at the C-terminus of the preceding
module would presumably extend from the
ACP domains of its upper half (Figure 3).

The remarkable insights provided by
these new structural studies were accom-
plished with native proteins in the absence
of natural substrates or substrate mimics.
Further understanding, particularly details
about modular PKS protein–protein interac-
tions, substrate channeling, dynamics, and
catalysis, will require cocrystal structures
with appropriate molecular probes or affinity
labels, in conjunction with protein NMR
analysis. Several new cocrystal structures of
the pikromycin PKS terminal TE domain
involving affinity labels based on natural
substrates have recently demonstrated the
power of this approach (14, 15).

Ultimately, understanding the basis for
molecular recognition and substrate chan-
neling in modular PKSs will be of wide-
ranging practical importance for scientists
working with these metabolic systems.
Although progress has been made toward
empirical engineering of PKSs that are func-
tional and able to generate new com-
pounds, these examples are limited to two
or three modules (specifically, heterologous
modules or catalytic domains derived from
phylogenetically related bacteria) that gen-
erate tri- or tetraketide metabolites in
modest yields (16). When these approaches
enable de novo design of polyketide path-
ways that are versatile, are scalable, and
provide efficient access to structurally
diverse products, the ability to create new
natural product chemical entities will go sky
high (17).

Acknowledgment: We thank David L. Akey for
assistance in building the structural models dis-
played in Figures 2 and 3. Work on modular PKSs
in the authors’ laboratories is supported by
National Institutes of Health grants GM076477
(D.H.S.) and DK042303 (J.L.S.).

REFERENCES
1. Nguyen, M., and Chung, E. P. (2005) Telithromycin:

the first ketolide antimicrobial, Clin. Ther. 27,
1144–1163.

2. Cortes, J., Haydock, S. F., Roberts, G. A., Bevitt, D. J.,
and Leadlay, P. F. (1990) An unusually large multi-
functional polypeptide in the erythromycin-
producing polyketide synthase of Saccharopoly-
spora erythraea, Nature 348, 176–178.

3. Donadio, S., Staver, M. J., McAlpine, J. B., Swanson,
S. J., and Katz, L. (1991) Modular organization of
genes required for complex polyketide biosynthe-
sis, Science 252, 675–679.

4. Tang, Y., Kim, C. Y., Mathews, I. I., Cane, D. E.,
and Khosla, C. (2006) The 2.7-Å crystal structure
of a 194-kDa homodimeric fragment of the
6-deoxyerythronolide B synthase, Proc. Natl. Acad.
Sci. U.S.A. 103, 11124–11129.

5. Keatinge-Clay, A. T., and Stroud, R. M. (2006) The
structure of a ketoreductase determines the organi-
zation of the beta-carbon processing enzymes of
modular polyketide synthases, Structure 14,
737–748.

6. Maier, T., Jenni, S., and Ban, N. (2006) Architecture
of mammalian fatty acid synthase at 4.5 A resolu-
tion, Science 311, 1258–1262.

7. Jenni, S., Leibundgut, M., Maier, T., and Ban, N.
(2006) Architecture of a fungal fatty acid synthase
at 5 Å resolution, Science 311, 1263–1267.

8. Collie, J. (1907) Derivatives of the multiple keten
group, J. Chem. Soc. 91, 1806–1813.

9. Hopwood, D. A., and Sherman, D. H. (1990) Molecu-
lar genetics of polyketides and its comparison to
fatty acid biosynthesis, Annu. Rev. Genet. 24,
37–66.

10. Aldrich, C. C., Venkatraman, L., Sherman, D. H., and
Fecik, R. A. (2005) Chemoenzymatic synthesis of the
polyketide macrolactone 10-deoxymethynolide,
J. Am. Chem. Soc. 127, 8910–8911.

11. Chang, Z., Sitachitta, N., Rossi, J. V., Roberts, M. A.,
Flatt, P. M., Jia, J., Sherman, D. H., and Gerwick, W. H.
(2004) Biosynthetic pathway and gene cluster anal-
ysis of curacin A, an antitubulin natural product from
the tropical marine cyanobacterium Lyngbya majus-
cula, J. Nat. Prod. 67, 1356–1367.

12. Edwards, D. J., Marquez, B. L., Nogle, L. M., McPhail,
K., Goeger, D. E., Roberts, M. A., and Gerwick, W. H.
(2004) Structure and biosynthesis of the jamaic-
amides, new mixed polyketide-peptide neurotoxins
from the marine cyanobacterium Lyngbya majus-
cula, Chem. Biol. 11, 817–833.

13. Broadhurst, R. W., Nietlispach, D., Wheatcroft, M. P.,
Leadlay, P. F., and Weissman, K. J. (2003) The struc-
ture of docking domains in modular polyketide
synthases, Chem. Biol. 10, 723–731.

14. Giraldes, J. W., Akey, D. L., Kittendorf, J. D., Sher-
man, D. H., Smith, J. L., and Fecik, R. A. (2006) Struc-
tural and mechanistic insights into polyketide mac-
rolactonization from polyketide-based affinity
labels, Nat. Chem. Biol. 2, 531–536.

15. Akey, D. L., Kittendorf, J. D., Giraldes, J. W., Fecik,
R. A., Sherman, D. H., and Smith, J. L. (2006) Struc-
tural basis for macrolactonization by the pikromycin
thioesterase, Nat. Chem. Biol. 2, 537–542.

16. Menzella, H. G., Reid, R., Carney, J. R., Chandran,
S. S., Reisinger, S. J., Patel, K. G., Hopwood, D. A.,
and Santi, D. V. (2005) Combinatorial polyketide
biosynthesis by de novo design and rearrangement
of modular polyketide synthase genes, Nat. Bio-
technol. 23, 1171–1176.

17. Gonzalez-Lergier, J., Broadbelt, L. J., and Hatzimani-
katis, V. (2005) Theoretical considerations and com-
putational analysis of the complexity in polyketide
synthesis pathways, J. Am. Chem. Soc. 127,
9930–9938.

18. Crump, M. P., Crosby, J., Dempsey, C. E., Parkinson,
J. A., Murray, M., Hopwood, D. A., and Simpson, T. J.
(1997) Solution structure of the actinorhodin
polyketide synthase acyl carrier protein from Strepto-
myces coelicolor A3(2), Biochemistry 36,
6000–6008.

www.acschemicalbiology.org VOL.1 NO.8 • 505–509 • 2006 509

Point ofVIEW



Single-Insect NMR: A New Tool To Probe
Chemical Biodiversity
Aaron T. Dossey†, Spencer S. Walse‡, James R. Rocca§, and Arthur S. Edison†,§,¶,*
†Department of Biochemistry and Molecular Biology, University of Florida, Gainesville, Florida 32610-0245, ‡Center for
Medical, Agricultural and Veterinary Entomology, USDA-ARS, Gainesville, Florida 32604, §McKnight Brain Institute,
University of Florida, Gainesville, Florida 32610, and ¶National High Magnetic Field Laboratory, University of Florida,
Gainesville, Florida 32610

I ndividual organisms often produce
natural products in very small quantities
(1). Accordingly, their isolation and

identification traditionally require large
amounts of starting material and a signifi-
cant effort in sample preparation. Analytical
techniques such as mass spectrometry
(MS), capillary electrophoresis, and fluores-
cence spectroscopy are now extremely sen-
sitive and are being used to expedite this
process. The use of NMR on the other hand,
has lagged behind due to large sample
requirements. Although notoriously insensi-
tive, NMR is indispensable to natural
product identification because it provides
structural information that is not accessible
with other techniques. Microcoil (2–6) and
cryogenic (7) technology for NMR probes
has significantly reduced sample mass
requirements and enhanced several natural
product studies (3, 8–12). We recently com-
bined the advantages of small-diameter
samples with cryogenic technology in a
1-mm-diam NMR probe made from high-
temperature superconducting (HTS) mate-
rial to achieve �25� greater sensitivity than
a conventional probe (13). Here we have
used this novel probe to characterize the
defensive secretions of individual walking
stick insects.

Anisomorpha buprestoides (order Phas-
matodea) is common in the southeastern
U.S. and is often found in pairs with the
smaller male riding on the back of the
female (14). When threatened, it accurately

sprays a secretion at predators (14, 15). Fol-
lowing the extraction of �1000 A. bupres-
toides “milkings” into methylene chloride,
Eisner and Meinwald (15) identified its
active component as a cyclopentanoid
monoterpene dialdehyde that they named
anisomorphal. At about the same time,
Cavill and Hinterberger (16) identified a
similar compound in ants that they named
dolichodial. Anisomorphal had lower optical
activity than dolichodial, suggesting that
A. buprestoides secretions contained a
mixture of isomers or an optically active
impurity (15). Subsequently, two related ste-
reoisomers were identified from a plant in
the mint family, Teucrium marum (cat
thyme) (17–19). The minor isomer from
T. marum was assigned to anisomorphal
(17). For clarity, we will refer to any of the
stereoisomers with the covalent structure as
“dolichodial-like” (Scheme 1); we will
suggest specific assignments at the end of
this work.

Without purification or additional prepa-
ration, we were able to collect the 1D 1H
NMR spectrum (Figure 1, panel a) within
�10 min following the milking of a single
midsized A. buprestoides male. The spec-
trum was more complicated than expected
for a compound with only 10 carbon atoms,
so we extracted the sample with an equal
volume of deuterated chloroform (CDCl3)
and collected 1H NMR data on the respec-
tive aqueous (Figure 1, panel b) and organic
(Figure 1, panel c) fractions.
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ABSTRACT Because of analytical limitations, mul-
tiple animals or plants are typically required to identify
natural products. Using a unique 1-mm high-
temperature superconducting NMR probe, we directly
examined the chemical composition of defensive
secretions from walking stick insects. Individual milk-
ings were dissolved in D2O without purification and
examined by NMR within 10 min of secretion. We
found that Anisomorpha buprestoides secretes similar
quantities of glucose and mixtures of monoterpene
dialdehydes that are stereoisomers of dolichodial. Dif-
ferent individual animals produce different stereoiso-
meric mixtures, the ratio of which varies between indi-
vidual animals raised in the same container and fed
the same food. Another walking stick, Peruphasma
schultei, also secretes glucose and a single, unique
stereoisomer that we are naming “peruphasmal”.
These observations suggest a previously unrecog-
nized significance of aqueous components in walking
stick defensive sprays. Single-insect variability of
venom demonstrates the potential importance of
chemical biodiversity at the level of individual
animals.
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We confirmed that the aqueous fraction
contains essentially pure glucose by adding
0.9 �L of 50 mM D-glucose with 0.11 mM
3-(trimethylsilyl) propionate-2,2,3,3-d4

(TSP) in D2O to a similarly prepared sample.
Only the peaks corresponding to those in
the aqueous fraction increased in intensity
(Figure 1, panel e), no additional resonances
were detected, and the resonances ob-
served within the aqueous fraction were
identical with those of aqueous D-glucose
(Figure 1, panel f). HPLC/MS of aqueous
fractions supplemented with 13C6 D-glucose
also supports this conclusion (Supplemen-
tary Figure 1). Using HPLC and colorimetric
(20) assays, we estimate that an A. bupres-
toides secretion contains between 140 and

280 mM glucose. By NMR, we find roughly
equal amounts of glucose and dolichodial-
like isomers (Figure 1), but the exact ratio
varies between animals. We are unaware of
any previous reports of glucose in phasmid
insect secretions.

In order to assign the NMR resonances
(Supplementary Table 1), 2D datasets were
recorded from a single walking stick milking
(Figure 2). We were able to collect high-
quality COSY, TOCSY, ROESY, and natural
abundance 13C HMQC and HMBC datasets
in the time typically used for conventional
600 �L samples (Supplementary Figure 2).
From the 1D and 2D NMR data on A. bupres-
toides, we identified two major dolichodial-
like isomers with the corresponding diols
that are expected in aqueous solution

(Scheme 1). Each major isomer could be
fully assigned through 1H–1H and/or
1H–13C scalar coupling correlations. Diols
were recognized by the disappearance of
the formyl2 (Scheme 1) aldehyde proton in
water and were verified by extracting the
sample into CDCl3, which essentially elimi-
nates the diol. We estimate that in water the
diols are about 14% of the concentration of
the dialdehydes based on integration of
NMR peaks in the aldehyde and vinyl
regions. Using gas chromatography (GC)
with mass spectrometry detection (GC/MS)
we also identified two major isomers as well
as a minor isomer (Figure 3, panel c and
Supplementary Figure 3).

The isomeric heterogeneity of dolichodial-
like isomers led us to examine the composi-
tion of single milkings from different indi-
vidual A. buprestoides as a function of time.
We separated four half-grown males from
our culture into their own containers, col-
lected a sample from each, and analyzed
them by 1D 1H NMR. We similarly collected
and analyzed milkings from the same four
animals 2 and 8 d later. An expansion of the
vinyl region of the NMR spectrum of each
milking for each animal is shown (Figure 3).
The chemical shifts of the vinyl protons are
different for each isomer and thus provide a
direct indication of the heterogeneity of the
samples. To our surprise, different indi-
vidual A. buprestoides raised under identi-
cal conditions produce different mixtures
of dolichodial-like isomers. Furthermore,
the composition of the isomeric mixture
changed with time for some individuals.

Peruphasma schultei, a recently described
walking stick from Peru, also produces a
defensive secretion (21). We obtained a
pooled sample of three P. schultei milkings
and found by NMR that it also contains
glucose but only one dolichodial-like isomer
and corresponding diol; it was distinct from
either of the two major isomers found in A.
buprestoides based on a comparison of
NMR chemical shifts (Figure 2 and Figure 3)
and by GC (Figure 3, panel c).

To compare and name the different
dolichodial-like isomers identified in this
study, we performed GC/MS on chloroform
extracts of walking stick secretions and
T. marum, reported previously to produce
dolichodial and a small amount of aniso-
morphal (17). The two T. marum isomers are
consistent with the two major A. bupres-
toides isomers (Figure 3, panel c), and on
the basis of assignments of Pagnoni and co-
workers (17), we are assigning the A. bupre-
stoides isomers at 11.95 and 12.15 min to
“dolichodial” and “anisomorphal”, respec-
tively (Figure 3, panel c). These results are in
apparent disagreement with more recent
studies suggesting that A. buprestoides pro-

Scheme 1. Aqueous equilibrium between the
dialdehyde (right) and diol forms (left) of
dolichodial-like structures. Chiral carbons are
identified by asterisks. The numbering
scheme is according to Chemical Abstracts
Service.

Figure 1. One-dimensional 1H NMR spectra of
single A. buprestoides milkings. All spectra
were collected at 600 MHz using a 1-mm HTS
probe, and sample temperatures were 27 °C.
Each spectrum was collected with eight scans.
a) About 1 �L was collected from a single
insect on a glass pipet tip and added to 10 �L
of D2O containing 0.11 mM TSP. The sample
was loaded into a 1-mm capillary NMR tube
without purification, and the spectrum was
obtained within �10 min of the sample
collection. Sample a was extracted with 15 �L
of chloroform-d3, and the aqueous b) and
organic c) fractions were collected and
recorded. d) Expansion of a second sample
that includes the aqueous component and the
vinyl organic region of the spectrum. e)
0.9 �L of pure 50 mM D-glucose was added to
sample d. The region of the expansions in d–f
is indicated by a bracket in spectrum a. The
horizontal dashed lines in spectra d and e
indicate the constant vinyl peak intensities,
and the asterisks indicate peaks that
increased in intensity. f) NMR spectrum of
pure glucose.
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duces a single dolichodial-like isomer (22).
This could be due to improvement of analyti-
cal methods, genetic variability, or environ-
mental factors. The P. schultei and minor
A. buprestoides isomers at 11.78 min
(Figure 3, panel c) appear to be the same
and, we believe, are previously unreported.
We are naming this isomer “peruphasmal”.

Previous studies using MS, electrophore-
sis, or LC have reported individual variation
in polypeptide toxins from snakes (23–25),

cone snails (26), and a variety of arthropods
(27–30). To our knowledge, it has never
before been possible to perform a detailed
molecular study of a mixture of natural prod-
ucts from an individual insect using NMR.
This new capability provides the possibility
of elucidating chemical variation, such as
stereochemistry, in greater detail. Three
major findings on walking stick defense
secretions were enabled by high-sensitivity
NMR (13): (i) the heterogeneity of defensive
dolichodial-like stereoisomers that varies
between A. buprestoides individuals and
with time, (ii) a new dolichodial-like isomer
called peruphasmal from P. schultei, and
(iii) the identification of glucose in phasmid
secretions. The quantity of glucose suggests
a biological or chemical role in walking stick
venom that merits further investigation.

METHODS
Insect Rearing and Sample Preparation. Adult

A. buprestoides were collected at night in Gulf
Hammock, FL, during the fall of 2005. Eggs pro-
duced by the insects were hatched in captivity. The
young phasmids were fed a diet of only variegated
Ligustrum sinense purchased from a local plant
nursery. We were able to collect single milkings
from half-grown males consisting of �1 �L of a
whitish fluid by gently touching the secretory duct
with a glass pipet. To this we added 10 �L of D2O
containing 0.11 mM TSP as a chemical shift refer-
ence to the sample.

NMR. NMR experiments were done using a 600-
MHz 1-mm triple-resonance HTS cryogenic probe
that was developed through collaboration
between the University of Florida, the National
High Magnetic Field Laboratory (NHMFL), and
Bruker Biospin (13). The total sample volume is
�8 �L, and each sample was loaded into a 1-mm
� 100-mm capillary NMR tube (Norell, Inc.) using a
10-�L syringe with a fixed 110-mm � 30-gauge
blunt needle. The capillary tube was held in a stan-
dard 10-mm spinner using a Bruker MATCH device,
and the capillary–MATCH–spinner combination
was lowered vertically into the magnet on an air
column as usual. The sample temperature was
regulated at 27 °C. The spectrometer was a Bruker
Avance 600 with Xwin-NMR software, and all other
data acquisition was done using standard technol-
ogy. Two-dimensional datasets were processed
using NMRPipe (31) and manually assigned using
NMRView (32).

GC–Flame Ionization Detector. A Hewlett-
Packard (Palo Alto, CA) 5890 series II gas chro-
matograph and a flame ionization detector
(GC–FID) with nitrogen make-up gas (1.5 mL/min)
and helium carrier gas (1.3 mL/min) were used.
Cool on-column and splitless injections (1 �L)

were at 40 and 200 °C, respectively; the detector
was maintained at 260 °C. The oven program was
as follows: isothermal for 5 min, heating from 40
to 200 °C at 11 °C/min, isothermal for 10 min,
heating from 200 to 250 °C at 25 °C/min, and then
isothermal for 15 min. GlasSeal connectors
(Supleco) fused three silica columns in series: a
primary deactivated column (8 cm long, 0.53 mm
i.d.), an HP-1MS retention gap column (2 m long,
0.25 mm i.d., df � 0.25 �m), and a J&W DB-5 ana-
lytical column (30 m long, 0.25 mm i.d., df �
0.25 �m).

GC/MS. A Varian 3400 gas chromatograph and
a Finnigan MAT Magnum ion trap mass spectrom-
eter in electron impact ionization mode (70 eV)
with a filament bias of 11765mV or chemical ion-
ization mode (isobutane) were employed to
acquire full-scan spectra over the ranges m/z
40–400 at 0.85 s per scan. Holox (Charlotte, NC)
high-purity helium was used as a carrier gas
(1.4 mL/min). Injection and oven conditions were
as above. Transfer-line and manifold temperatures
were 240 and 220 °C, respectively.
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R ecent advances in genomics and proteomics are
increasing our understanding of transcriptional
and post-transcriptional gene regulation and

how various gene products integrate into networks
(1–4). Understanding the functional importance of spe-
cific proteins in these contexts has been aided by
several methods, including targeted gene knockouts/
mutant collections, RNA interference in permissive
organisms, and yeast two-hybrid studies, used in combi-
nation with microarray transcriptional profiling and
mass spectrometry (3, 5–10).

While these strategies are facilitating the elucidation
of protein function, less attention has been focused on
the role biologically important small molecules play in
modulating protein networks. It is known that small mol-
ecules can play important regulatory roles. For example,
the cofactor NAD, in addition to a role in energy homeo-
stasis, binds directly to Sir2 and orthologous histone
deacetylases and regulates chromatin silencing, aging
in response to caloric restriction, and repression of p53-
mediated apoptosis in response to DNA damage (11,
12). The reduced form of this cofactor, NADH, binds the
transcription repressor Rex, facilitating high-affinity DNA
binding of this protein, and regulates expression of
several respiratory genes (13). Heme is also known to
interact specifically with heme-responsive motifs on the
transcription factor Hap-1, leading to transcriptional acti-
vation of genes involved in oxidative respiration (e.g.,
cytochrome c) and the response to oxidative stress (e.g.,
catalase and flavohemoglobin genes) (14). Similarly,
heme binding to the transcription repressor Bach1 dere-
presses gene expression (15). Given the integration of
small molecules into these critical circuits, broadly
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ABSTRACT Broadly applicable strategies facilitating direct and selective modu-
lation of the intracellular levels of physiologically important small molecules are
essential for dissecting their integral and multiple roles in cellular processes.
Therefore, we have been exploring the suitability of RNA aptamers for this purpose.
Using the Escherichia coli heme biosynthetic pathway as a simple model of a nega-
tive feedback regulated process, we show that heme-binding RNA aptamers, devel-
oped in vitro and expressed intracellularly, induce a heme-dependent growth
defect in an E. coli heme auxotroph defective in converting �-aminolevulinic (�-ALA)
acid into downstream products. Relative to a control oligonucleotide, the aptamers
also induce �-ALA accumulation in cells grown under heme-limiting conditions.
Increasing the concentration of heme in the media completely reverses both the
growth defect and �-ALA accumulation, except for two aptamers for which reversal
is partial. Thus, these aptamers specifically target their cognate ligand in vivo and
functionally modulate its intracellular concentration, demonstrating that RNA
aptamers are useful tools for elucidating the role of heme and possibly other small
molecules in regulating cellular networks.
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applicable strategies that facilitate the systematic eluci-
dation of their roles in these contexts are required to
improve our understanding of cellular physiology.

Nucleic acid aptamers have several characteristics
that make them attractive tools in achieving this goal.
First, aptamers naturally encoded in the 5=-untranslated
region of several genes play integral roles in sensing and
regulating gene expression in response to the intracellu-
lar concentrations of small molecules such as amino
acids (16, 17), enzyme cofactors (18), purines (19, 20),
and Mg2� (21). Second, aptamers can be developed in
vitro using the readily accessible systematic evolution of
ligands by exponential enrichment (SELEX) procedure
(22, 23) and can conceivably be evolved to bind any
target, as exemplified by the wide range of small mol-
ecule, peptide, and protein aptamers previously
described (24, 25). While proteins binding these small
molecules may exist, aptamers offer greater flexibility
since they can be “tailor-made” to have specifically
desired properties (e.g., dissociation constants). Third,
RNA aptamers can be expressed intracellularly, and their
impact on cellular physiology can be examined using
simple phenotypic screens (e.g., growth rate) or global
approaches such as microarray, proteomic, and meta-
bolomic analyses. Last, aptamers selectively targeting
specific proteins have been used to investigate cell-
signaling pathways, as demonstrated by inhibition of
the mitogen-activated protein kinase (MAPK) pathway
by aptamers targeting extracellular-regulated kinase
(ERK1/2) in vitro (26) and cytohesin-2 in vivo (27), indi-
cating that they are useful tools for probing important
protein-based networks.

To evaluate the hypothesis that nucleic acid aptam-
ers can be used to explore the role of small molecules in
regulating cellular pathways, we have used Escherichia

coli heme biosynthesis as a model for a product feed-
back inhibited system (Figure 1). Reduction of transfer
RNA (tRNA)Glu by glutamyl-tRNA reductase (HemA) is
both the rate-determining (28) and regulated step in this
pathway. There are at least two mechanisms governing
bacterial HemA regulation, namely, (i) direct interaction
of heme with HemA, causing a decrease in its enzy-
matic activity (29, 30), and (ii) heme-dependent proteo-
lytic HemA degradation when intracellular heme is non-
limiting (31). In both cases, the net effect is that HemA is
highly active and flux through the biosynthetic pathway
is elevated when intracellular heme levels are low and
conversely when the cell is replete with heme. Here we
show that intracellular expression of in vitro evolved
heme-binding RNA aptamers in E. coli predictably modu-
lates this important biofeedback loop.

RESULTS AND DISCUSSION
In Vitro Aptamer Selection. Our first objective was to

establish high-affinity, expressible heme-binding RNA
aptamers for in vivo studies. Single-stranded DNA and
2=-NH2-modified RNA aptamers targeting other porphy-
rins, such as N-methylmesoporphyrin IX (NMM) and
hematoporphyrin IX (HPIX) have previously been
reported (32–35). While these aptamers bind heme,
they are unsuitable for our purposes, since they cannot
be expressed or loaded into E. coli at functionally impor-
tant concentrations. Furthermore, attempts to convert
both the DNA and 2=-NH2 RNA aptamers into expressible
2=-OH aptamers have resulted in significantly decreased
binding affinity (35, 36), making this strategy highly inef-
ficient. Thus, a 2=-OH RNA heme-binding aptamer library
had to be evolved de novo for our experiments.

Aptamers were generated using the in vitro SELEX
method from a starting library containing 6 � 1013

unique sequences and a 50-nucleotide variable region.
The RNA library, body-labeled with [�]-33P-ATP to facili-
tate monitoring the selection process, was applied to a
column containing immobilized mesoprotoporphyrin IX
(MPIX) to retain aptamers having the ability to bind the
protoporphyrin IX (PPIX) scaffold. After the column was
washed to remove nonspecifically bound sequences,
heme-binding aptamers were specifically eluted with
2.5 mM heme in selection buffer. Library selection was
judged complete after eight rounds, when the recovered
RNA postselection was the same as in the previous
round (Figure 2, panel a). The ability of the round 7
selected library to bind PPIX was qualitatively assessed

Figure 1. Schematic of the
E. coli heme biosynthetic
pathway. tRNAGlu � glutamyl
tRNA; GSA � glutamate-1-
semialdehyde; �-ALA � �-
aminolevulinic acid; PBG �
porphobilinogen; HemA �
glutamyl-tRNA reductase; HemL
� glutamate-1-semialdehyde
aminotransferase; HemB �
�-aminolevulinic acid dehydra-
tase.
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relative to the round 2 library using fluorescence spec-
troscopy. Free PPIX, when excited at 400 nm gives an
emission spectrum with a maximum at 620 nm, and this
remains unchanged upon incubation with round 2
library. However, incubation of the round 7 selected
library with PPIX results in a bathochromic shift in the
emission maximum to 635 nm along with an increase in
the emission intensity, indicative of a binding interac-
tion (Figure 2, panel b).

The rounds 6 and 8 DNA libraries were blunt-end-
cloned into a plasmid vector and transformed into
E. coli, from which individual aptamers for sequencing,
binding affinity characterization, and archiving were
obtained. Sequence data obtained for two and 28
aptamers from the round 6 and 8 pools, respectively, are
summarized in Table 1. Analysis using the MEME algo-
rithm (37) revealed the occurrence of a highly conserved
G-rich motif in the majority of sequenced clones (Table
1). Interestingly, 6-5 and several round 8 aptamers do
not contain this consensus sequence. These may repre-
sent distinct heme-binding classes or RNA molecules
with no significant heme affinity that bind well to the
solid support in spite of negative selection. For 6-5, the
latter appears to be the case (vide infra). The majority of
sequenced aptamers, however, contain this G-rich
motif, suggesting that it represents a conserved aptamer
element that is important in heme binding. The motif
selected in our experiments, where heme (FePPIX) is
used to specifically elute 2=-OH-RNA aptamers,
resembles those obtained during the selection of DNA
and 2=-NH2-RNA aptamers to NMM and HPIX, respec-
tively (32–34). This suggests that the PPIX scaffold is the
predominant binding surface interacting with selected
aptamers and that the electronic or steric changes upon
metal coordination (heme), pyrrole N-methylation
(NMM), and hydration of the vinyl side chains (HPIX) do
not significantly alter this interaction. The observation
that these aptamers bind interchangeably with the dif-
ferent PPIX derivatives supports this conclusion.

Next, the heme-binding affinity of selected aptamers
was determined using UV–vis spectroscopy monitored
heme titrations. Upon binding heme, aptamers induce a
shift in the Soret maximum from 396 nm for free heme
to �405–408 nm, with slight hyperchromicity. By titrat-
ing heme into aptamer containing solutions and moni-
toring by difference UV–vis spectroscopy, we deter-
mined apparent dissociation constants (Kd) for the
binding interaction, and these are summarized in

Table 1. For the tested aptamers, the apparent Kd’s
ranged between 190 and 450 nM, indicating a reason-
ably high-affinity interaction. A dissociation constant for
6-5 could not be determined, since the UV–vis spectrum
for 6-5 with heme was indistinguishable from that of free
heme (Figure 3). Co-incubating equimolar concentra-
tions of 6-5 and 8-13, which binds heme and induces a
shift in the heme Soret maximum, with one heme
equivalent produces a spectrum practically identical to
that of heme and 8-13 alone (data not shown). Indeed, if
the heme-binding affinity of 6-5 and 8-13 were compa-
rable, a Soret shift toward the 6-5/heme maximum
would be expected. Thus, 6-5 does not contain the con-
sensus G-rich motif and does not appear to have signifi-
cant heme-binding affinity.

The selected G-rich motif, which may form G-quartets
(34), is directly involved in heme binding, as demon-
strated by the ability of the chemically synthesized
G-rich elements from 8-8 and 8-34 to also bind heme
(data not shown), and this finding is consistent with
earlier reports (33, 34). Interestingly, the apparent disso-
ciation constants for the motifs from 8-8 and 8-34 are
1.8 and 4.5 �M, respectively, indicating that these con-
structs bind heme less tightly than the full-length aptam-
ers by �4–10-fold. This suggests that unidentified cis- or

Figure 2. Monitoring of the aptamer selection progress. a) The in vitro selection
protocol and progress monitored by 33P-labeled RNA recovery at the end of each
round; * indicates the amount of RNA (pmols) applied to the subtraction or
selection column; ** indicates that Ve is the number of column volumes of selection
buffer used during the washing step. b) Fluorescence emission spectra for PPIX
only, PPIX � round 2 pool (negative control), PPIX � round 7 pool, and PPIX �
PS2.M (positive control � DNA heme-binding aptamer reported in ref 25). The shift
in emission maximum from 600 nm for free PPIX to 623 nm is indicative of a
binding interaction between round 7 pool and PPIX.

ARTICLE

www.acschemicalbiology.org VOL.1 NO.8 • 515–524 • 2006 517



trans-acting structural elements in the full-length aptamer
may be stabilizing heme binding to the G-rich motif.

Impact of Heme-Binding Aptamers on E. coli Growth.
We hypothesized that intracellular aptamer expression
will lead to heme sequestration and impair aerobic bac-
terial growth. The heme-permeable E. coli heme aux-
otroph RP523 was selected for these studies for two

main reasons. First, prototrophic E. coli strains can sig-
nificantly upregulate heme biosynthesis (38, 39),
decreasing the likelihood that subtle growth phenotypes
due to intracellular heme sequestration will be detect-
able. Second, growth of the auxotroph is strictly depend-
ent upon heme added to the media, and this can be
directly controlled experimentally. For testing in E. coli,

TABLE 1. The randomized region of sequenced aptamers

Aptamera Screenedb Sequencec Kd (nM)d

6-3 Yes UGGUUUCAGCGACAGGAGGGGUGUAGGUGGAUUGCUGUCCUUUGCGUGU 188
6-5 Yes CUUAUGCAGUUUUACAGGGGUGAUAUGACUGCACCAGUAGGGGGAUGUUC ND
8-1 Yes UGCUAGUGUUGUAUGCACGUGGAGGAGGAGGCGUACACUUGCUUUGUGGU (2) 309
8-2 UGCUAGUAUUGUAUGCACGUGGAGGAGGAGGCAGAAAAGCGCUUUAGGGUGUUAC
8-3 UGCAGAAGUUGCGUGUGGAGGAGGUGGCAUGACUGCUGUUAGGGUAGUUG
8-5 GGGAUCUGGUUGAAACUGGAGGCCUAUAGAAGUUGGUUGUGUGUUUUGAG
8-6 GUCCUGUGAUGGUAUUUUUCGUUCCGCUUACUUCGACAUGAGGCCCGGAUCCAUCUGAAU
8-7 Yes GAUUGACCGUAUGGAGGAUGCAAAGGGAGGGAGGUCACUUGAGUUAGUUA 256
8-8 Yes GCAGGAUGUGGAGGAGGCAUCUGCUGCAAUCGGGACUUGUGUCGAGUAUC (4)
8-12 Yes GCAUUGUCUGCGUGUGGAGGCAGGAGGCAAGAUAAGAGGUGAUGCGGUUG 220
8-13 Yes CAUGUUGGCGAUACGUCUAAACGGUGGGUUGUGGAGGAUUGAUUUAUACG 371
8-19 Yes AGUAGUGUCAGCGUGUGGUGGAGGUUGGCGACAUAUGUAGGGUGCGAUUG 445
8-20 CGAAGGCACUUCAUGGGGUGGAGGAGGCAUGCGAGGUGUCCGGCGAGUGG
8-26 CACACGUGACUGUGGAGGCAGCGGAGGCGAGUUAUGUGAUGUUAAGAGGU
8-27 UAGGGUGAUUGUUGCUAGAGAUGGCAUGAAA
8-28 UAUGUUAAGAGGCCACUGAUGCGCGUAGGUCUCUGGGGAUUGAGGAAGGU
8-30 AGGUUGCGCUAGGUGAGGAAGGAGGUGUAGGUACGGCCUAUUGAGUGGGA
8-31 CGUAGUCCAUGAGUGUCUUUAGCUAACGGUUGGUAGUGAACCAUAUCCUG
8-32 GCCAAUGAGAGCUGUAGGAGGGCGGGACGUGCUUAGUGCGUGACACCGGA
8-33 UUGUCCUGACUUGCUUGAACGUUAGCGUGAUGCGUUAUGCCCUGGAUGGG
8-34 CACCAAUGACGGGGGUUAAGACGGAGGGAGAUGCAUCGGUGUGAAGCUGA
8-35 Yes UGCGCAAUACACGGUGAGGAGGUGGAGAGAUGUAGGUGCUUAGCAGUUGA 425
8-37 CGUGAACGCAUGUGGUGGAGGAGGCGAUUGCACGUGGGACCGAGCAUUUG
8-39 GAUGUANCGGUGUCUUAGCCUUGUGGGANUAGGGUGCGUAUGGGGAUGNC
8-40 UGGACCGCAGCACGGCGCUCGUGGUAAGGCCGUAUGCCCAUCGAAUGAAG

aAptamers with demonstrated PPIX scaffold binding are italicized, and �-ALA levels were determined for cells expressing aptamers shown in boldface.
bAptamers screened in the E. coli growth assay are indicated. cThe conserved motif identified using MEME is displayed as a sequence logo (generated
online at weblogo.cbr.nrc.ca/logo.cgi). G-rich regions within aptamer sequences are shown in italic boldface; two poly-G regions in the non-heme-
binding control oligonucleotide 6-5 that do not conform to the G-rich consensus are underlined. The number of clones harboring a given sequence
is shown in parentheses. dThe heme dissociation constants in select cases. ND � not detected.
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several characterized aptamers were cloned into the
RNA expression vector pGFIB, which is a high-copy
plasmid in which transcription is initiated by the strong
and constitutively active llp promoter and terminated by
the efficient rrnC terminator (40). From this plasmid,
tRNAAla, which is similar in size to our aptamers, is syn-
thesized in high abundance, with levels �70 � that of
chromosomally encoded tRNAAla (41).

RP523 cells were transformed with several pGFIB–
aptamer constructs, and production of full-length
aptamer was ascertained by chain reaction (RT-PCR) for
several aptamers (data not shown). To screen for an
aptamer-induced growth defect, cells were grown aero-
bically overnight in 1 mL cultures supplemented with
0.5, 1, 2, and 4 �M heme added to the media. The
extent of bacterial growth was determined by OD600

readings and normalized to RP523 harboring the non-
heme-binding construct pGFIB–6-5. Overall, final bacte-
rial density attained increases directly with heme con-
centration, as expected. For RP523 not harboring
plasmid, the EC50 for maximal growth is �1.5 �M, and
heme concentrations �4 �M are no longer growth limit-
ing (data not shown). These characteristics are also true
for RP523 harboring pGFIB–6-5, although there is a
slight decrease in the final bacterial densities achieved
at a given heme concentration. The results of screening
eight selected aptamers are summarized (Figure 4,
panel a) and illustrate that RP523 harboring 8-12, 8-13,
8-19, and 8-35 show dramatically less growth relative to
6-5 at 0.5–1 �M heme, while 6-3, 8-1, and 8-7 show a
trend toward decreased growth at 0.5 �M heme, but this
is not statistically significant. Growth of RP523 express-

ing 8-8 is not impaired relative to 6-5 at all of the tested
heme concentrations. Thus, the aptamers are differen-
tially effective at impairing bacterial growth. Importantly,
the growth defect induced is fully reversed by increasing
media heme concentration for cells expressing 6-3, 8-1,
8-7, 8-13, and 8-35 and partially so for 8-12 and 8-19
expressing cells. These data are consistent with the
hypothesis that the aptamers are inhibiting growth by
sequestering intracellular heme, and this effect can be
completely or partially overcome by increasing the bio-
available heme concentration.

Next, growth curves for RP523 expressing the
selected aptamers 8-1, 8-7, 8-12, 8-13, and 8-35 and
control oligonucleotide 6-5 were conducted at limiting
(1 �M) and saturating (10 �M) heme. At 1 �M heme,
bacteria expressing aptamers grew more slowly and
reached final optical densities �50% less than those of
the control culture (Figure 4, panel b). At 10 �M heme,
the growth curves for RP523 expressing 8-1, 8-7, 8-13,
and 8-35 and the control oligonucleotide 6-5 were iden-
tical. Similar to the screening studies, this defect is not
completely reversed for RP523 expressing 8-12, even
though the growth rate and final OD600 increased with
heme concentration. Overall, these data are consistent
with the screening results and indicate that intracellular
heme sequestration by aptamers slows bacterial growth
and limits the total number of cell doublings. At nonlim-
iting heme concentrations, the heme-sequestration
capacity of the aptamers is overcome, and sufficient
heme is available to support growth comparable to that
of control cultures.

Figure 3. UV–vis spectral properties and titration curve for selected aptamers. a) UV–vis spectra for heme alone and with
6-5, 8-7, and 8-8. b) Representative difference spectra obtained during heme titrations with aptamers. c) Representative
plot of �A405nm versus log[heme] fit to eq 1 used to determine dissociation constants for heme binding to aptamers.
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Determination of �-ALA Levels in RP523 Expressing
Aptamers. Heme auxotrophy in E. coli RP523 is due
to a mutation(s) in the hemB locus leading to absent
�-aminolevulinic acid dehydratase (ALAD) activity (42).
This enzyme is responsible for converting �-ALA into por-
phobilinogen in the heme biosynthetic pathway
(Figure 1). Since the hemA and hemL loci are intact in
RP523, this strain synthesizes �-ALA, and under heme-
limiting conditions, HemA activity increases, leading to
�-ALA accumulation. Conversely, when heme is nonlim-
iting, HemA activity is repressed, leading to decreased
�-ALA levels. Therefore, if aptamers are limiting intracel-
lular heme availability, �-ALA levels should be higher
relative to those in RP523 expressing control oligonucle-
otide 6-5. To test this, OD600-corrected �-ALA levels in
RP523 grown at 2–10 �M heme and expressing control
oligonucleotide 6-5 and the aptamers 8-12, 8-13, and
8-35 were measured using LC/electrospray ionization
(ESI)-MS in positive ions selected ion monitoring (SIM)
mode, and these data are summarized (Figure 4,
panel c). At 2 �M heme, �-ALA levels in aptamer
expressing cells were �1.5–4-fold higher than those in
cells expressing 6-5, suggesting that at this heme con-
centration, expressed aptamers are limiting intracellular

heme concentrations. Between 4 and 10
�M heme, �-ALA levels among 6-5, 8-13,
and 8-35 expressing cells are comparable,
indicating that excess heme overcomes the
sequestration effect of these aptamers.
Interestingly, �-ALA levels in 8-12 relative to
6-5, 8-13, and 8-35 expressing cells remain
elevated, even at nonlimiting heme
concentrations.

Altogether, there is a strong concordance
between the heme dependence of growth
and �-ALA levels in aptamer-expressing
cells. Relative to control cells, a growth
defect is observed at low heme concentra-
tions, �-ALA levels are correspondingly
high, and both parameters are normalized
at high media heme concentrations. Aptam-
ers are not all equally bioactive. Intracellular
aptamer efficacy is a function of at least
three variables, namely, (i) target affinity
(Kd), (ii) intracellular concentration, and (iii)
attaining the properly folded structure
required for productive target binding. As

shown in Table 1, the aptamers all bind heme with
similar affinity, so this variable cannot explain the differ-
ent growth phenotypes. Using quantitative RT-PCR, we
determined the intracellular levels of aptamers 8-1, 8-7,
8-12, 8-13, and 8-35 relative to control oligonucleotide
6-5 in cells grown at 2 �M heme. The aptamers and
control oligonucleotide are present at similar levels
(Figure 5), indicating that dramatic differences in the
intracellular concentration of the various aptamers do
not account for their differential in vivo efficacy. In vivo
folding efficiency, therefore, is most likely the factor

Figure 4. Impact of intracellularly expressed aptamers on RP523 growth and �-ALA production as
a function of heme concentration. a) Final cell density measurements obtained for small-scale
cultures containing initial heme concentrations of 0.5, 1, 2, and 4 �M. b) Representative growth
curves for selected aptamers at limiting (1 �M; top panel) and nonlimiting (10 �M; bottom
panel) heme. c) �-ALA concentration normalized to OD600nm for cells expressing control
oligonucleotide 6-5 and aptamers 8-12, 8-13, and 8-35.

Figure 5. Relative aptamer expression levels as
determined by quantitative RT-PCR.
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responsible for the differential efficacy of aptamers at
sequestering intracellular heme, with the aptamers
demonstrating strong heme-dependent phenotypes
reflecting those efficiently attaining folded structures
competent for heme binding. Misfolding of in vitro
selected aptamers when expressed intracellularly is a
recognized challenge; however, sufficiently diverse
libraries can be screened to identify those aptamers
possessing the desired intracellular activity and hence
the appropriately folded structure in vivo. Additionally,
aptamers 8-12 and 8-19 are interesting in that the
growth defect persists even at higher media heme con-
centrations. Similarly, in 8-12-expressing cells, �-ALA
levels remain elevated. This may reflect the possibility
that these aptamers fold intracellularly with the highest
efficiency, and transport of heme into the cell becomes
limiting prior to the aptamer heme-sequestration capac-
ity being surpassed. While we cannot completely
exclude additional “off-target” effects of these aptam-
ers, there is a clearly demonstrated “on-target” effect as
cells expressing 8-12 accumulate excess �-ALA. This
suggests that intracellular heme limitation remains a
reasonable explanation for the persistent growth defect
observed in these aptamer-expressing cells, so that
even at high heme concentrations in the culture media,
the sensed intracellular heme levels may remain low
due to sequestration.

Overall, the �-ALA data are significant for two
reasons: First, they validate the hypothesis that the
tested aptamers are specifically targeting heme in vivo
and, therefore, are acting “on-target”. Second, the data
indicate that the aptamers can sequester intracellular
heme and perturb the heme-mediated inhibition of the

heme biosynthetic pathway predictably and in an objec-
tively measurable way, thus confirming their utility as
tools for probing this heme-dependent cellular circuit.

In this study, we have used in vitro SELEX to evolve
and test the first reported expressible heme-binding
RNA library in a cellular system. Selected aptamers,
when expressed in an E. coli heme auxotroph, induce a
growth defect and �-ALA accumulation at low heme con-
centrations, and both phenotypes are reversed upon
increasing heme concentration in the growth media.
Together, these data indicate that aptamers are selec-
tively binding their cognate ligand in vivo. Furthermore,
by restricting the bioavailable intracellular heme pool,
with respect to both inhibiting cell growth and modulat-
ing heme-dependent repression of the heme biosyn-
thetic pathway, these aptamers impact an important cel-
lular regulatory circuit predictably, thereby validating
this approach in efforts to elucidate other heme-
regulated networks and possibly other small molecule
regulated cellular processes.

This strategy is inherently appealing because it can
be used to explore a wide range of biologically important
compounds, since the versatility of SELEX will enable
discovery of suitable aptamers. While we have used an
E. coli heme auxotroph to facilitate screening based on a
growth phenotype, this is not an absolute requirement.
Using aptamers to perturb intracellular pools of physi-
ologically important small molecules in conjunction with
global screening methods such as transcriptional profil-
ing microarrays, proteomics, and metabolomics may
augment and extend findings based on gene knockout
and other available approaches.

METHODS

Preparation of Selection and Subtraction Columns. MPIX (Fron-
tier Sciences) was immobilized on oxirane-activated acrylic beads
(Sigma-Aldrich) as previously described (34). Briefly, 3.1 mg (4.4
�mol) of MPIX was dissolved in 1 mL of DMSO, then diluted to 10
mL with 100 mM KH2PO4, pH 9.5, and added to 1.07 g of activated
acrylic beads. This slurry was gently rotated for 2 d in the dark; then
the beads were washed extensively with (i) 10 mM KH2PO4, pH 5,
(ii) H2O, (iii) 0.1 M NaOH, (iv) H2O, (v) 100 mM KH2PO4, pH 8.0, and
finally, (vi) 100 mM KH2PO4, pH 8, with 5% �-mercaptoethanol. The
beads were gently rotated in this buffer in the dark for 2 d, before
being washed extensively with H2O. Subtraction beads were pre-
pared by treating 1 g of activated beads with 100 mM KH2PO4, pH
8, and 5% �-mercaptoethanol as above. Both selection and sub-
traction beads were stored in 10 mM KH2PO4, pH 7.2, 150 mM
NaCl, 0.02% sodium azide buffer at 4 °C in the dark.

In Vitro RNA Transcription Reactions. Oligonucleotides were
obtained from Integrated DNA Technologies, Inc. The randomized
single-stranded DNA library with sequence GCC GGA TCC GGG CCT
CAT GTC GAA [N]50T TGA GCG TTT ATT CTG AGC TCC C was synthe-
sized on a 1 �mol scale and polyacrylamide gel electrophoresis-
purified prior to use. A 5=-HindIII primer (CCG AAG CTT AAT ACG ACT
CAC TAT AGG GAG CTC AGA ATA AAC GCT CAA) and 3=-BamH1
primer (GCC GGA TCC GGG CCT CAT GTC GAA) were used for PCR
amplification of the starting library and RT-PCR during library
evolution.

Prior to the first selection round, a single-stranded DNA library
(10 � 100 �L reactions, 10 pmol DNA per reaction) in 10 mM Tris-
HCl, 50 mM KCl, 7.5 mM MgCl2, pH 8.3, 1 mM each dNTP, 2 �M
each 5=- and 3=-primers, and Taq DNA polymerase (2.5 U) was sub-
jected to six cycles of PCR (pre-PCR, 94 °C � 4 min, 57 °C � 5 min;
PCR, 94 °C � 30 s, 57 °C � 60 s, 72 °C � 60 s, and a 7 min final
extension). The double-stranded product was purified and extracted
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from a 4% agarose gel, and 150 pmol was used as template for in vitro
transcription using the Ampliscribe T7 Flash Kit (Epicentre Biotechnolo-
gies) spiked with 1 �L of �-33P-ATP (3000 Ci mmol–1, 10 �Ci �L–1,
Perkin Elmer). Reaction times ranged from 4 h to overnight, at the
end of which DNase I (1 U) was added at 37 °C for 30–60 min to
digest the template DNA. RNA was purified by phenol–chloroform
extraction followed by ethanol precipitation at –20 °C.

Aptamer Selection. RNA (200–1000 pmol) in diethyl pyrocar-
bonate (DEPC)-treated water was denatured by heating to 70 °C for
5 min, allowed to cool to RT, and refolded in selection buffer (SB),
with composition 100 mM Tris–acetate, 200 mM sodium acetate,
25 mM potassium acetate, 10 mM magnesium acetate, 0.05%
Triton X-100, and 5% DMSO. For subtraction (rounds 1–3 and 8),
RNA in �200 �L of SB was added to �100 �L of subtraction resin
pre-equilibrated in SB and incubated at ambient temperature with
gentle mixing for 30 min. The supernatant and 3 � 50 �L of SB
washes of the subtraction resin were recovered and incubated with
selection resin (200 �L) for 1 h at ambient temperature with gentle
agitation. The selection resin was washed with 11 column volumes
of SB and eluted with 2.5 mM hemin (Sigma-Aldrich) in SB (6 � 200
�L aliquots with 10 min between additions). The eluted RNA in each
fraction was ethanol precipitated overnight at –20 °C with 20 �g of
glycogen as a carrier, and amplified using 8 � 50 �L Ready-To-Go
RT-PCR tubes (Amersham) and �300 pmol each 5=- and 3=-primers.
RT was carried out at 42 °C for 40 min, and the reverse transcriptase
was inactivated at 95 °C � 5 min, followed by 18 PCR cycles (94 °C
� 30 s, 57 °C � 60 s, 72 °C � 60 s) and a 7 min final extension. The
RT-PCR products were pooled, concentrated, and purified using 4%
agarose gel, and the desired length product was extracted and
ethanol precipitated. DNA was resuspended in DEPC-treated H2O
for the next round of in vitro transcription. At the sixth and eighth
selection rounds, the evolved library was blunt end cloned into
pSTBlue-1 vector (Invitrogen) and used to transform competent
NovaBlue E. coli cells (Invitrogen). Single colonies were used for
mini-prep cultures from which plasmid encoding a single aptamer
was isolated for sequencing and archiving. Plasmids were
sequenced at either Elim Biopharmaceuticals or the UC Berkeley
Sequencing Facility using the SP6 primer.

Determining Aptamer Heme-Binding Properties. Binding of
rounds two and seven libraries to the protoporphyrin IX scaffold
was qualitatively determined by fluorescence spectroscopy using a
FluoroMax-2. Refolded library RNA (�2 �M) and PPIX in the more
physiologic SHMCK buffer (20 mM N-2-hydroxyethylpiperazine-N=-
2-ethanesulfonic acid (Hepes), 120 mM NaCl, 5 mM KCl, 1 mM
MgCl2, 1 mM CaCl2, pH 7) were incubated at ambient temperature,
and the fluorescence emission spectrum was measured after exci-
tation at 400 nm. Binding of selected aptamers from the round 8
library to heme was determined by UV–vis spectroscopic difference
titrations using a Cary 300 Bio spectrophotometer equipped with a
dual cell Peltier accessory (Varian). Briefly, reference and sample
cuvettes containing SHMCK only and refolded RNA (�1–2 �M) in
SHMCK were prepared, and heme was added in 0.1–0.2 �M ali-
quots to each sample and reference cuvette pair at 25 °C while stir-
ring continuously. Difference spectra were recorded every 5 min,
and 	A405nm was plotted against log[heme] and fitted to eq 1 to
determine aptamer apparent heme-binding dissociation constants.

	A405nm � m1 � (m2 – m1)/{1 � 10(–m3(m0–log(m4)))} (1)

The variables are as follows: m0 � log[heme]; m1 � minimum
	A405nm; m2 � maximum 	A405nm; m3 � Hill coefficient; m4 �
apparent Kd.

Cloning of Aptamers into the RNA Expression Vector pGFIB.
Plasmid pGFIB was obtained as a gift from Prof. William McClain
(University of Wisconsin, Madison). With primers CCG GAA TTC AAT
ACG ACT CAC TAT AGG GAG CTC AGA ATA AAC GCT CAA (5=-EcoRI)
and GCC CTG CAG GGG CCT CAT GTC GAA (3=-PstI), full-length
aptamers were PCR amplified from the archival plasmid, purified by

4% agarose gel, extracted, and resuspended in ddH2O after ethanol
precipitation. Aptamers (0.36–0.50 �g of DNA) were double-
digested with EcoR1 (20 U) and PstI (20 U) for 4 h at 37 °C in 1�
EcoR1 Unique Buffer (New England Biolabs), then ligated into pGFIB
(�4.5 �g digested with 20 U of EcoR1 and 20 U of PstI for 5 h at 37 °C,
then treated with 0.6 U of calf intestinal phosphatase at 37 °C for an
additional 30 min) using the Rapid Ligation Kit (Roche). DH-5� E.
coli cells were transformed using aliquots of the ligation reactions
and grown overnight on Luria-Bertani plates supplemented with
50 �g mL–1 carbenicillin. Single colonies were selected for mini-
culture and plasmid isolation, and aptamer insertion was verified
by sequencing using the M13 Forward primer.

Screening Heme-Binding RNA Aptamers for in Vivo Function.
pGFIB/aptamer constructs were used to transform the E. coli heme
auxotroph RP523 obtained from the E. coli Genetic Stock Center
(http://cgsc.biology.yale.edu/top.html). Cells were grown overnight
on LB plates supplemented with 50 �g mL
1 carbenecillin and
15 �M hemin at 37 °C and stored in the dark at 4 °C. All growth
experiments were done in LB containing 50 �g mL
1 carbenecillin
and supplemented with the appropriate heme concentration as
indicated. For high-throughput screening, overnight cultures (1 mL
in 15 mL tubes) containing 0.5, 1, 2, and 4 �M hemin were inocu-
lated with RP523 harboring specific pGFIB/aptamer constructs from
starter cultures in the early to mid-log phase of growth and incu-
bated at 37 °C and 250 rpm. Optical density measurements (OD600)
at �14–20 h were used to assess the extent of bacterial growth.
For growth kinetics studies, 50 mL cultures in 250 mL Erlenmeyer
flasks inoculated with mid-log phase starter cultures (�0.5 mL) and
supplemented with 1 and 10 �M heme were grown at 37 °C and
250 rpm. OD600 readings were taken every 30–60 min to assess
growth.

Measurement of �-ALA Levels in RP523 E. coli. Cells were grown
in 5 mL of LB containing between 2 and 10 �M heme and harvested
by centrifugation after measurement of the OD600. Generally, cells
expressing control oligonucleotide 6-5 and aptamers were har-
vested at similar OD600 values, dictated by the maximum OD600

attained by aptamer-expressing cells. This ensured that the degree
of media heme depletion was similar between control and experi-
mental cultures. Cell pellets were resuspended in 200 �L of 4%
heptafluorobutyric acid (HFBA) and lysed by three freeze–thaw
cycles followed by sonication for 5 min. Supernatants containing
�-ALA were recovered after centrifugation at 14,000 rpm for 10 min
and quantitated using an Agilent 1100 series liquid chromato-
graph/mass selective detector (LC/MSD) operated in positive ESI
mode. A standard curve was constructed using authentic �-ALA
(Sigma-Aldrich) detected by monitoring the m/z � 114 [M – H2O �
H�]� and 132 [M � H�]� ions in SIMS mode. For the LC, a 150 mm
� 3.9 mm, 5 �m Nova-Pak C18 column (Waters) with 25 mM HFBA,
5 mM ammonium acetate (solvent A) and 90:10 methanol/5 mM
ammonium acetate (solvent B) as mobile phases were used. The
column was eluted at a flow rate of 0.4 mL min
1, according to the
following gradient: 5% B for 3 min; 5–25% B over 12 min;
25–100% B over 2 min; an isocratic phase at 100% B for 7 min;
100–5% B over 1 min. For the MSD, the drying gas flow rate and
temperature were 12 L min
1 and 350 °C, respectively, and the
nebulizer gas pressure was 35 psig. The capillary exit and fragmen-
tor voltages were –3000 and 70 V, respectively.

Quantitative RT-PCR. RP523 bacteria expressing 6-5, 8-1, 8-7,
8-12, 8-13, and 8-35 were grown in LB containing 2 �M heme. Cells
were harvested at OD600 � 0.3 by adding ice-cold 95:5 ethanol/
water-saturated phenol to 11% v/v and centrifuging for 2 min at
4 °C. Supernatants were aspirated, and cell pellets were frozen in
liquid nitrogen, then stored at –80 °C until needed. Total RNA was
isolated using TRIzol (Invitrogen) according to the supplier’s proto-
col. Approximately 2 �g of RNA was digested with 5 U of RNase-
free DNase I (Fermentas) in 10 mM Tris-HCl, pH 7.5, 2.5 mM MgCl2,
0.1 mM CaCl2 at 37 °C for 1.5 h. DNase I was inactivated at 75 °C for
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15 min after adding EDTA to 1 mM. cDNA syntheses with �200 ng
of DNase I-treated RNA were performed using the Thermoscript
RT-PCR System (Invitrogen). Target-specific primers for aptamers
(GCC GGA TCC GGG CCT CAT GTC GAA) and 16S rRNA (GGT TAC CTT
GTT ACG ACT T) as an internal reference were used for cDNA synthe-
sis. Q-PCR reactions were carried out in triplicate per RNA dilution
in 50 �L reactions containing 10 mM Tris-HCl, pH 8.5, 50 mM KCl,
1.5 mM MgCl2, 200 �M dNTPs, 0.1� SYBR Green I (Molecular
Probes), 1.5 U of Taq (Fermentas), and 200 nM primers. The primers
for amplifying the aptamer library were also used for aptamer quan-
titation by Q-PCR. For 16S rRNA, primers 16S_462F (GTT AAT ACC
TTT GCT CAT TGA) and 16S_801R (ACC AGG GTA TCT AAT CCT GTT)
were used. The temperature program used for both cDNA targets
was 95 °C � 10 min and 40 cycles of 95 °C for 30 s, 57 °C � 1 min,
72 °C � 1 min, followed by a melting curve. Buffer and no RT con-
trols for each RNA sample were included to verify the absence of
contaminating DNA in the DNase I-treated RNA samples. Expression
levels reported are relative to an aptamer/16S rRNA ratio of 1
assigned to sample 6-5.
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Design, Synthesis, and Biological Activity of a
Potent Smac Mimetic That Sensitizes Cancer
Cells to Apoptosis by Antagonizing IAPs
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T he proper regulation of apoptosis is crucial for
development and sustained health (1). Many
disease states result from over-sensitivity or resis-

tance to apoptotic stimuli (2). Of special interest is the
role of apoptotic resistance in aggressive cancers, since
a lack of death response often permits cancers to toler-
ate conventional treatment (3). The inhibitor of apopto-
sis (IAP) proteins are key components of the apoptotic
cascade (4) and are believed to prevent cell death
through interactions between their baculoviral IAP
repeat (BIR) domains and caspase-3, -7, or -9, which are
critical for the initiation and execution phases of apopto-
sis (Figure 1). Overexpression of IAP proteins in human
cancers has been shown to suppress apoptosis induced
by a variety of stimuli (5–7). X-chromosome-linked IAP
(XIAP) is a ubiquitously expressed IAP protein and a
potent inhibitor of caspases that plays a critical role in
resistance to chemotherapeutic agents and other pro-
apoptotic stimuli (8–11). Melanoma inhibitor of apopto-
sis (ML-IAP) is upregulated in a number of melanomas
but not expressed in most normal adult tissues (12, 13),
and down regulation of ML-IAP by RNA interference
leads to induction of apoptosis in tumor cells (14, 15).
Cellular Inhibitors of apoptosis 1 and 2 (cIAP1 and
cIAP2) are unique among IAP proteins for their ability to
interact with tumor necrosis factor receptor-associated
factors 1 and 2 (TRAF1 and 2) (16). In addition, cIAP1
and cIAP2 are targets of genetic amplification, which is
potentially correlated with resistance to antitumor
agents (17–19). Taken together, IAP proteins are attrac-
tive targets for anticancer therapeutic intervention (20).

One mechanism by which XIAP inhibits apoptosis is
the interaction between its BIR3 domain and caspase-9,
which prevents the enzyme from adopting the catalyti-
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ABSTRACT Designed second mitochondrial activator of caspases (Smac)
mimetics based on an accessible [7,5]-bicyclic scaffold bind to and antagonize pro-
tein interactions involving the inhibitor of apoptosis (IAP) proteins, X-chromosome-
linked IAP (XIAP), melanoma IAP (ML-IAP), and c-IAPs 1 and 2 (cIAP1 and cIAP2).
The design rationale is based on a combination of phage-panning data, peptide
binding studies, and a survey of potential isosteres. The synthesis of two scaffolds
is described. These compounds bind the XIAP-baculoviral IAP repeat 3 (BIR3),
cIAP1-BIR3, cIAP2-BIR3, and ML-IAP-BIR domains with submicromolar affinities.
The most potent Smac mimetic binds the cIAP1–BIR3 and ML-IAP–BIR domains
with a Ki of 50 nM. The X-ray crystal structure of this compound bound to an ML-
IAP/XIAP chimeric BIR domain protein is compared with that of a complex with a
phage-derived tetrapeptide, AVPW. The structures show that these compounds
bind to the Smac-binding site on ML-IAP with identical hydrogen-bonding patterns
and similar hydrophobic interactions. Consistent with the structural data, coimmu-
noprecipitation experiments demonstrate that the compounds can effectively block
Smac interactions with ML-IAP. The compounds are further demonstrated to acti-
vate caspase-3 and -7, to reduce cell viability in assays using MDA-MB-231 breast
cancer cells and A2058 melanoma cells, and to enhance doxorubicin-induced
apoptosis in MDA-MB-231 cells.
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cally active homodimer conformation (21). The four
N-terminal residues of the small subunit of caspase-9,
ATPF, make critical interactions with a peptide-binding
groove on XIAP-BIR3 (21, 22). The endogenous IAP
antagonist protein second mitochondrial activator of
caspases (Smac) is released from the mitochondria in
response to pro-apoptotic stimuli (23, 24). This mature,
processed form of Smac has been demonstrated to bind
to the same peptide-binding groove of XIAP-BIR3 via its
four N-terminal residues, AVPI, thus releasing caspase-9
and promoting apoptosis (22, 25, 26).

Recent data suggest that ML-IAP, cIAP1, and cIAP2
may inhibit apoptosis primarily by binding Smac and
thereby preventing it from antagonizing the ubiquitously
expressed XIAP, rather than by directly inhibiting
caspases (27–29). Regardless of the specific mode of
action, it is reasonable to believe that binding a Smac-
based peptidomimetic to the relevant BIR domains of
these IAP proteins will have a pro-apoptotic effect.
Indeed, Smac-derived peptides have been demon-
strated to sensitize a number of different tumor cell lines

to apoptosis induced by a variety of pro-apoptotic drugs
(20, 30–33). Pro-apoptotic activity has also been
reported for peptidomimetics, both in vitro and in vivo
(34–37). Such agents hold the promise of reducing
therapeutic resistance in cancers where IAP expression
precludes apoptosis. We report here the development of
Smac mimetics based on an easily accessible [7,5]-
bicyclic scaffold, including design rationale, synthesis,
binding affinities, and an X-ray crystal structure of an
isostere–IAP-BIR domain complex. Evidence for isostere-
driven activation of caspase-3 and -7 and induction of
apoptosis in cancer cells is also presented.

RESULTS AND DISCUSSION
Structural Analysis of Peptide–BIR Domain

Complexes. Structure/activity relationships of peptide
binding to the BIR domain of ML-IAP and the BIR2 and
BIR3 domains of XIAP were investigated previously
using peptide-phage display technology and peptide
library positional scanning (38). Most dramatically, for
peptides selected to bind ML-IAP-BIR and XIAP-BIR3,
alanine was found in the N-terminal (P1) position in
100% of the selectants. Other positions tolerated some
variation, although preferences for valine at P2, proline
at P3, and the aromatic residues phenylalanine or tryp-
tophan at P4 were apparent. Of these, the P2 position
could tolerate the most substitutions without significant
losses in affinity. Examination of the crystal structure of
the most potent peptide, AVPW (Table 1), in complex
with MLXBIR3SG (an ML-IAP/XIAP chimeric BIR domain
that preserves the native ML-IAP peptide-binding site)
(27) reinforces the key points of the phage selection
experiments (Figure 2, panel a).

The structure of the chimeric BIR domain in the 1.6 Å
resolution structure of the MLXBIR3SG–AVPW complex
is essentially identical to that reported previously for the
MLXBIR3SG–Smac 9-mer peptide complex (27) with a
C� root mean square deviation of 0.115 Å for 180 atom
pairs. In the P1 position, the alanine methyl group is
buried in a hydrophobic pocket formed by the side
chains of Leu131, Trp134, and Glu143 (ML-IAP residue
numbering) of the protein. Thus, substituting this methyl
group with anything larger leads to a large decrease in
binding affinity. The N-terminus of the peptide is in an
acidic environment with the amino group of Ala1 hydro-
gen bonded to the side chain carboxylates of Asp138
and Glu143. Others have noted that N-methylation of

Figure 1. Apoptotic pathway. The extrinsic apoptotic pathway is triggered when
death receptors, such as Fas, DR4, or TNF receptor 1, are engaged by their cognate
ligands, resulting in recruitment of the adaptor protein Fas-Associated Death
Domain (FADD) and the apical caspase, caspase-8. This leads to activation of
caspase-8 and subsequent activation of the effector caspases, caspase-3 and -7.
The intrinsic apoptotic pathway is triggered by stimuli such as irradiation, chemo-
therapeutic agents, or growth factor withdrawal. Activation of pro-apoptotic BH3-
only members of the Bcl-2 family neutralizes the anti-apoptotic proteins Bcl-2,
Bcl-xL, and Mcl-1, leading to disruption of the mitochondrial membrane poten-
tial and the release of cytochrome c and Smac from the mitochondria into the
cytoplasm. These events result in Apaf-1-mediated activation of caspase-9 and
subsequent activation of the effector caspases, caspase-3 and -7, and culminate in
dismantling of the cell. The IAP proteins are the last line of defense against cellular
suicide and act by inhibiting caspases (XIAP) and by preventing Smac from blocking
XIAP-mediated caspase inhibition (ML-IAP, cIAP1, and cIAP2). Smac mimetics bind
to IAP proteins and block their inhibitory activity by antagonizing the critical
IAP–caspase and IAP–Smac interactions.

526 VOL.1 NO.8 • 525–533 • 2006 www.acschemicalbiology.orgZOBEL ET AL.



the alanine is tolerated ithout loss of binding affinity
(34, 37). The relative promiscuity at the P2 position is ex-
plained by the lack of substantial interaction between
the Val2 side chain and the protein, although this
residue does form two main chain–main chain hydro-
gen bonds with the protein. Pro3 makes extensive van
der Waals contact with Trp147 and helps position the P1
and P4 residues for optimal binding. The P4-binding
pockets of the BIR domains were shown to accommo-
date a number of large aromatic groups, as illustrated by
the deep pocket binding the tryptophan side chain in
the crystal structure of the MLXBIR3SG–peptide
complex (Figure 2, panel a).

Despite its high binding affinity, AVPW has no mea-
surable biological activity in cell-based assays (data not
shown). Therefore, to obtain active agents, it is neces-
sary to translate the key components of the AVPW struc-
ture onto a non-peptide scaffold with more druglike
properties.

Isostere Design. The first step toward evolving the
peptide into a more druglike molecule was to determine
whether the bioactive conformation of the peptide

sequence overlapped with
that of known dipeptide
isosteres. A series of five
dipeptide isosteres were
substituted into positions P2
and P3 of the Smac-based
peptide AVPIAQKSE, and Ki

values were determined for
binding to ML-IAP-BIR and
XIAP-BIR3. Incorporation of
conformationally rigid dipep-
tide isosteres such as ben-
zodiazepine or 3-amino-1-
carboxymethylvalerolactone
in positions P2 and P3
resulted in complete loss of
activity. In both cases,
manual docking into the
peptide-binding site of
ML-IAP-BIR suggested unfa-
vorable steric clashes with
Trp147 as the cause of this
loss in binding affinity.
Molecular modeling sug-
gested that a more flexible
7-membered ring might

adopt a conformation that allows favorable interactions
with Trp147, while maintaining the P2 hydrogen
bonding with the protein as well as optimal binding ori-
entations at positions P1 and P4. Thus, substituting
3-amino-1-carboxymethylcaprolactam into positions P2

TABLE 1. Structure of isosteres 8–11 and binding affinities for
XIAP-BIR3, ML-IAP-BIR, cIAP1-BIR3, and cIAP2-BIR3

N
N

H

O

HN

O

S

NHO

N

N

X

X

Y

Compound X Y

Ki (�M)

XIAP-BIR3 ML-IAP-BIRa cIAP1-BIR3 cIAP2-BIR3

AVPIAQKSE (1) 0.67 0.5 b b

2 39.8 15.3 b b

AVPW 0.05 0.04 0.03 0.07
8 CH3 H (R) 0.77 0.05 0.05 0.13
9 CH3 H (S) 2.34 0.19 b b

10 H H (R) 0.27 0.28 0.11 0.49
11 H H (S) 3.00 4.19 b b

aBinding affinity for ML-IAP-BIR was determined using the chimeric protein MLXBIR3SG;
binding affinity for cIAP1-BIR3 was determined using the chimeric protein cIAP1XBIR3;
binding affinity for cIAP2-BIR3 was determined using the chimeric protein cIAP2XBIR3.
bNot determined.

Figure 2. Structure of the AVPW peptide and isostere 8 bound to the Smac binding
site. Solvent-accessible surface representation of the peptide-binding site of
MLXBIR3SG in complex with a) the phage-derived peptide AVPW and b) peptide
isostere 8. The protein surface is color-coded according to electrostatic surface
potential: red is negatively charged; blue is positively charged. This figure was
produced using the program PyMOL (www.pymol.org) (46).
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and P3 of the Smac-derived 9-mer peptide resulted in
compound 2 with binding affinity (Ki) to the ML-IAP-BIR
and XIAP-BIR3 domains of 15 and 40 �M, respectively.
While this represents a 30–60-fold loss in affinity rela-
tive to the starting peptide, prior peptide positional
scanning data showed similar losses in affinity when
proline was substituted with an alanine at position P3
(compound 3) (38). We reasoned that introduction of a
fused 5-membered ring within the context of the capro-
lactam to yield a [7,5]-bicyclic compound (4) should
retain the high affinity of the endogenous peptide
sequence, while altering the peptide character of the P2
and P3 positions (Figure 3).

Similar bicyclic lactams have been used previously to
conformationally constrain a peptide backbone (39). For
synthetic ease, a sulfur was chosen for the 3 position of
the 5-membered ring. Since we had discovered previ-
ously that substitution of proline in the tetrapeptide
AVPI with �-thioproline was tolerated without loss of
affinity (data not shown), this scaffold was chosen as
our initial target (Figure 3). The synthesis of Patchett
et al. (40) was used to construct the bicyclic [7,5]-lactam
4 as a 1:1 mixture of the two ring-junction diastereomers
(Figure 3). The diastereomeric mixture was determined
to have a Ki value for binding to ML-IAP-BIR of 1 �M.

Depending on the potency of each diastereomer, the
addition of the 5-membered ring to the caprolactam
peptide isostere results in a 15–30-fold improvement in
affinity for ML-IAP-BIR and thus gives a conformationally
constrained Smac mimetic with an affinity comparable to
that of the 9-mer peptide 1 (Table 1). This, in turn, indi-
cates that the [7,5]-bicyclic lactam effectively constrains
the middle portion of the molecule (P2–P3) and can be
expected to provide a scaffold that can be further opti-
mized at positions P1 and P4. N-Methyl alanine in the P1
position was found to impart proteolytic stability and, as
noted previously, is tolerated without loss of binding affin-
ity. Given the preference for aromatic groups in the P4
position, we focused on incorporating heterocyclic rings
that were able to place an aromatic group in the correct
orientation to interact with the P4-binding pocket of the
protein. A variety of 5-membered ring heterocycles were
synthesized, with pyrazole 6 (Scheme 1) used to construct
isosteres providing optimal positioning of the aromatic
ring in P4.

Synthesis. A convergent synthetic approach was
required to allow access to a variety of analogues
(Scheme 1). The aldehyde 5 was prepared in three steps
from diphenylmethylene glycine ethyl ester (synthetic
details are given in Supporting Information). The key step
of the synthesis is the condensation of 5 with primary
amines 6a,b, derived from either cysteine or penicilla-
mine, to give thiazolidines 7a,b. Saponification followed
by ring closure yielded peptide isosteres 8–11 (Table 1).

Discrimination between the BIR Domains. The Ki values
for binding of the different Smac mimetics to the relevant
BIR domains of XIAP, cIAP1, cIAP2, and ML-IAP were deter-
mined using a fluorescence polarization assay as
described in Methods (Figure 4).

The isosteres with the preferred bridgehead stereo-
chemistry bind to the BIR domains in the submicromolar
range with the highest affinity observed for isostere 8
binding to MLXBIR3SG (which can be considered equiva-
lent to ML-IAP-BIR, with regard to Smac peptide binding)
(27) and cIAP1XBIR3 (which can be considered equivalent
to cIAP1-BIR3, with regard to Smac peptide binding)
(Table 1). In the case of the penicillamine derivatives, the
nonpreferred ring-junction stereochemistry (isostere 9)
results in a 3–4-fold decrease in binding affinity for both
XIAP-BIR3 and MLXBIR3SG relative to isostere 8. Similarly,
for the cysteine derivatives, reversing the ring-junction
stereochemistry of the preferred isostere 10 to give the
diasteromer 11 results in a greater than 10-fold decrease

Figure 3. Conversion of peptide to isostere. Mutation of peptide 1 to give
either the caprolactam 2 or the peptide 3, where proline is substituted
with alanine, results in a 30-fold loss in binding affinity for the BIR
domain of ML-IAP. Fusion of a five-membered ring to the seven-
membered ring of 2 gives 4, which has a binding affinity comparable to
the starting peptide 1.
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in affinity for both XIAP-BIR3 and MLXBIR3SG. As antici-
pated (38), the penicillamine derivatives bind more
tightly to MLXBIR3SG than to XIAP-BIR3, while the
cysteine-derived isosteres 10 and 11 bind with essen-
tially equal affinity to both XIAP-BIR3 and MLXBIR3SG.
These data agree with a model in which the hydroxyl
group of Tyr324 of XIAP-BIR3 (the residue corresponding
to Phe148 in ML-IAP, Phe330 in cIAP1, and Phe316 in
cIAP2) has a steric clash with the (pro-R)-methyl groups
in the P3 positions of isosteres 8 and 9, while the aro-
matic side chains of the corresponding phenylalanine
residues in the other BIR domains investigated have
favorable interactions with the (pro-R)-methyl groups of
these compounds. In these examples, the selectivity for
ML-IAP-BIR over XIAP-BIR3 is on the order of 15-fold,
compared with the �100-fold discrimination observed
previously when (3S)-methyl-proline was substituted
into the AVPIAQKSE peptide (38).

Structure of MLXBIR3SG–Isostere 8 Complex.To gain
a more detailed understanding of the interactions
between the Smac mimetics and the BIR domain of

ML-IAP, the crystal structure of the complex between
MLXBIR3SG and peptide isostere 8 was determined to a
resolution of 2.3 Å and compared with that of the AVPW
peptide complex (Figure 2, panel b). X-ray data collec-
tion and refinement statistics are listed in Supplemen-
tary Table 1.

The key contacts seen in the structure of the
MLXBIR3SG–AVPW peptide complex (Figure 2, panel a)
are conserved in the structure of the complex with
peptide isostere 8 (Figure 2, panel b). For instance, the
main chain–main chain hydrogen bonds noted in the
AVPW complex structure are completely conserved in
the structure of the complex with isostere 8. The alanine
groups are also superimposable in the two structures,
with the side chain methyl groups being buried in a
hydrophobic pocket and the N-methyl group of isostere
8 being exposed to the solvent. The [7,5]-bicyclic moiety
of isostere 8 forms a slightly larger hydrophobic interface
with the protein, through contacts with Trp147 and
Phe148, than the corresponding valine and proline resi-
dues in the AVPW peptide complex. Overall, however, the
two complexes bury approximately the same total surface
area, with the AVPW peptide complex burying 722 Å2

and the isostere 8 complex burying a total of 747 Å2.
Mechanism of Action. To determine whether potent

peptide isosteres 8 and 10 ( and the weak binding 11
as a control) can prevent physical interaction between
ML-IAP and Smac, 293T cells were transiently trans-
fected with Flag-tagged ML-IAP or empty vector and myc-
tagged Smac (Figure 5). Following transfection, Smac
autoprocesses to generate the mature processed form
that is capable of binding to IAP proteins (Figure 5). Incu-
bation of lysates with isosteres 8, 10, and 11 reduced
ML-IAP–Smac binding in a dose-dependent manner
(Figure 5). Incubation of cellular lysates with isosteres 8
or 10 was more efficient at blocking the ML-IAP–Smac
interaction than was addition of isostere 11, in agree-
ment with their respective binding affinities (Table 1).
These results demonstrate that the peptide isosteres are
capable of competitively blocking protein–protein inter-
actions involving ML-IAP.

Caspase Activation and Cell Killing. Antagonism of
IAP proteins has been shown to stimulate apoptosis in
cancer cell lines. To determine whether the peptide iso-
steres can induce apoptosis in cancer cells, MDA-MB-
231 breast cancer and A2058 melanoma cells were
treated with isosteres 8, 10, and 11 (Figure 6, panels a

Scheme 1. Synthesis of isosteres 8–11.

ARTICLE

www.acschemicalbiology.org VOL.1 NO.8 • 525–533 • 2006 529



and b). Similar to other structurally distinct Smac mimet-
ics (34, 37), isosteres 8 and 10 exhibit single-agent
killing of the treated cells with approximate IC50 values
of 0.1 and 2 �M, respectively. Isostere 11 shows no
detectable single-agent activity, in agreement with its
lower affinity for the IAP-BIR domains. In addition, treat-
ment of MDA-MB-231 cells with isostere 8 induced
nuclear condensation and fragmentation further sup-
porting its pro-apoptotic activity (data not shown).

Treatment of the susceptible A2058 melanoma cells
with isosteres 8 and 10 also results in activation of
caspase-3 and -7 (Figure 6, panel c), suggesting that the
single-agent cell killing observed for these compounds
is due to the induction of apoptosis. Isostere 8 induced
significant caspase-3/7 activation in the submicromolar
concentration range, consistent with its higher activity in
the cell viability assay. Isostere 10 shows significant
caspase-3/7 activation in the low micromolar concentra-
tion range, which is again consistent with their observed
potency in the cell viability assay.

Smac-based peptides and Smac mimetics have been
shown to sensitize cancer cells to a variety of chemo-
therapeutic agents. To determine whether the IAP-
binding peptide isosteres might also collaborate with
chemotherapeutic agents to stimulate cell death, cell
viability of MDA-MB-231 cells treated with isosteres 8,
10, and 11 at 1 �M concentrations in the presence of

increasing doses of doxorubicin was investigated
(Figure 6, panel d). Isostere 8 shows potent single-agent
activity and additivity with doxorubicin. Isostere 10
shows modest single-agent activity that also appears to
be additive with the effect of doxorubicin. No significant
activity or additivity with doxorubicin is seen with iso-
stere 11.

CONCLUSIONS
In this study, a discrete and tight-binding peptide motif
has been translated into a peptide isostere that has
comparable binding affinity for relevant BIR domains of
IAP proteins. The peptide isostere contains a [7,5]-
bicyclic lactam that comformationally constrains the
P2–P3 portion of the molecule and a 5-membered het-
erocycle that optimally positions an aromatic ring in the
P4 position. Whereas the tightest binding peptide dis-
covered, AVPW, shows no cellular biological activity, the
peptide isosteres with the preferred ring-junction stereo-
chemistry disrupt key IAP protein–protein interactions,
cause activation of effector caspases, and exhibit both
single-agent cell killing and additivity with doxorubicin
in cancer cell lines. Similar conformationally constrained
Smac mimetics have been reported previously, although

Figure 4. Competition binding assays. Competition binding
curves for Smac mimetics binding to the a) MLXBIR3SG
and b) XIAP-BIR3 domains. See Methods for details of the
fluorescence polarization-based binding assays. The Ki

values (Table 1) were calculated from IC50 values as
described (43).

Figure 5. Immunoprecipitation shows isosteres compete
with Smac for the ML-IAP binding site. HEK293T cells were
transiently transfected with Flag-tagged ML-IAP or vector
plasmid and myc-tagged Smac. After 40 h transfection,
cells were lysed in NP40 lysis buffer. Lysates were
incubated with 0, 1, or 50 �M concentrations of the
indicated peptide isosteres for 2 h, followed by
immunoprecipitation with anti-Flag antibodies for 3 h,
SDS-PAGE, and immunoblotting with anti-Flag (lower
panel) and anti-Smac (upper panel) antibodies. The right-
hand panel shows the input amount of Smac protein from
HEK293T cells co-transfected with ML-IAP or the empty
vector. The right-most lane of each panel represents cells
co-transfected with myc-tagged Smac and the empty
vector.
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single-agent cell killing activity was not demonstrated
for these compounds (36). In summary, these results
demonstrate that small-molecule Smac mimetics can

overcome the inhibitory effects of the IAP proteins and
that such compounds have promise as potential cancer
therapeutics.

METHODS
Protein Production. The ML-IAP-BIR/XIAP-BIR3 chimeric

protein, MLXBIR3SG, and the BIR3 domain of XIAP (XIAP-BIR3)
were expressed and purified as described previously (27).
cIAP1-BIR3/XIAP-BIR3 and cIAP2-BIR3/XIAP-BIR3 chimeric pro-
teins, cIAP1XBIR3 and cIAP2XBIR3, respectively, were engineered,
expressed, and purified in a similar fashion to MLXBIR3SG. The
amino acid sequences of these BIR domains retain the native cIAP
peptide-binding sites (Supplementary Figure 1). Purified proteins
were concentrated and stored at �80 °C.

Compound Preparation. Isosteres 8–11 were synthesized as
described in Supporting Information text and stored as solids at
4 °C.

X-ray Crystallographic Analysis of MLXBIR3SG–Antagonist
Complexes. The peptide was reconstituted from lyophilized
powder in 10 mM 2-(N-morpholino)ethanesulfonic acid, pH 5.5;
final peptide concentration (25 mg mL�1) was verified by A280.

Purified MLXBIR3SG protein (20–25 mg mL�1) was mixed with
peptide (AVPW) in a 1:2 protein/peptide ratio. The MLXBIR3SG–
peptide complex was mixed with crystallization well solution
(100 mM Bis–tris(hydroxymethyl)aminomethane (tris), pH 6;
200 mM lithium sulfate; 20–25% (w/v) poly(ethylene glycol)
3350) in a ratio of 1 mL of protein complex to 1 mL of well solu-
tion. Hanging or sitting drops of the mixed solutions were then
allowed to equilibrate by vapor diffusion against a reservoir of
the well solution. Tetragonal bipyramidal crystals appear in a
few days and grow to full size (typically 0.1–0.2 mm long) in a
week.

Crystals of MLXBIR3SG complexed with AVPW were removed
from the crystallization drop and transferred to a stabilizer drop
(5 �L) containing 100 mM Bis–tris, pH 6; 200 mM lithium
sulfate; 30% (w/v) poly(ethylene glycol) 3350; and 0.5–1.0 mM
of compound 8. Crystals were left in the soaking solution over-
night as a hanging drop over a reservoir of the same solution (to

Figure 6. Cell killing and caspase activation experiments show single-agent activity and cooperation with doxorubicin.
a) MDA-MB-231 breast carcinoma and b) A2058 melanoma cells were treated with indicated amounts of isosteres 8, 10,
and 11 or DMSO control. Cell death was assessed by neutral red staining 30 h after the start of the treatment. c) A2058
cells were treated with indicated amounts of isosteres 8, 10, and 11 or DMSO control for 30 h, and caspase-3 and -7
activation was assessed using Z-DEVD-R110 as the fluorogenic substrate. d) MDA-MB-231 cells were treated with 1 �M
of isosteres 8, 10, and 11 or DMSO control in the presence of indicated amounts of doxorubicin. Cell death was assessed
as in panels a and b. NT � nontreated cells.
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prevent evaporation). Crystals were then transferred to a cryosta-
bilizer containing 100 mM Bis–tris, pH 6, 200 mM lithium
sulfate; 30% (w/v) poly(ethylene glycol) 3350; 15% (v/v) ethyl-
ene glycol; and 0.5–1.0 mM of the same compound used in the
soaking stage. After 15–20 min in the cryostabilizer, the crystals
were frozen in liquid nitrogen. Crystals of the parent complex
(AVPW) were prepared in the same manner, except that the
AVPW peptide was substituted for the inhibitor compound in the
soaking and cryostabilizer solutions.

Data for the AVPW peptide complex were collected at the
Advanced Photon Source (Argonne, IL), while data for the com-
pound 8 complex were collected using an in-house X-ray source.
Data statistics are listed in Supplementary Table 1.

The starting models for refinement of these structures were
derived from a 1.3 Å resolution structure of a different peptido-
mimetic complex (details to be published elsewhere), which was
stripped of the peptidomimetic antagonist molecule and all
water molecules within 10 Å of it. After one round of refinement
of the antagonist-free model, the new antagonists were built into
clear difference electron density visible in Fo – Fc maps. New
water molecules were picked automatically using the program
Arp/wArp (41), and the entire new complex models were sub-
jected to several rounds of positional, anisotropic B-factor, and
translation–libration–screw refinement using Refmac5 (42).
Refinement statistics for the complex structures are in Supple-
mentary Table 1.

Binding Assays. Initial polarization experiments were per-
formed in order to determine dissociation constants (Kd)
between IAP protein BIR domains and fluorescent probes.
Samples for fluorescence polarization affinity measurements
were prepared by addition of serial dilutions of MLXBIR3SG,
XIAP-BIR3, cIAP1XBIR3, or cIAP2XBIR3 in polarization buffer
(50 mM Tris [pH 7.2], 120 mM NaCl, 1% bovine globulins, 5 mM
dithiothreitol, and 0.05% octylglucoside) to 5 nM 5-carboxy-
flourescein (5-FAM)-conjugated AVP-diphenylalanine-AKK (AVP-
diPhe-FAM). The reactions were read after an incubation time of
30 min at RT with standard cut-off filters for the fluorescein flu-
orophore (�ex � 485 nm; �em � 530 nm) in 384-well black HE96
plates (Molecular Devices Corp.). Fluorescence polarization
values were plotted as a function of the protein concentration,
and the effective concentration 50 (EC50) values were obtained
by fitting the data to a four-parameter equation using Kaleida-
Graph software (Synergy software, Reading, PA). The apparent Kd

values were determined from the EC50 values.
Inhibition constants (Ki) for the antagonists were determined

by addition of 0.06 �M MLXBIR3SG, 0.5 �M XIAP-BIR3, 0.2 �M
cIAP1XBIR3, or 0.4 �M cIAP2XBIR3 to wells containing 1:3 serial
dilutions of the antagonists and 5 nM AVP-diPhe-FAM probe in
the polarization buffer. Samples were read after a 30-min incu-
bation. Fluorescence polarization values were plotted as a func-
tion of the antagonist concentration, and the IC50 values were
obtained by fitting the data to a four-parameter equation using
KaleidaGraph software. Ki values for the antagonists were deter-
mined from the IC50 values (43).

Cellular Coimmunoprecipitation. HEK293T cells were tran-
siently transfected with Flag-tagged ML-IAP or vector plasmid
and myc-tagged Smac. Forty hours after transfection, cells were
lysed in NP40 lysis buffer (44). Lysates were incubated with 0, 1,
or 50 �M of the indicated compounds for 2 h, followed by immu-
noprecipitation with anti-Flag antibodies for 3 h, SDS-PAGE, and
immunoblotting with anti-Flag and anti-Smac antibodies.

Analysis of Apoptosis. Human breast carcinoma MDA-MB-231
and human melanoma A2058 cells were obtained from ATCC.
Cells were grown in 50:50 Dulbecco’s modified Eagle’s and FK12
medium supplemented with 10% fetal bovine serum (FBS), peni-
cillin, and streptomycin. Doxorubicin was purchased from
Sigma. Cells ((1.5–2) � 104 cells per well) were seeded into

96-well dishes in media containing 5% heat-inactivated FBS.
The medium was changed 8–12 h later, and cells were treated
with different compounds, either alone or in combination with
doxorubicin, for 30 h. Cell viability was measured by neutral red
uptake as described previously (45).

Caspase Activation. Cells were seeded and treated with com-
pounds, either alone or in combination with doxorubicin (as
described above). Caspase-3/7 activity was measured 30 h later
using the Apo-ONETM Homogeneous Caspase-3/7 assay kit
(Promega) according to the manufacturer’s instructions.

Accession codes: The coordinates have been deposited with
the Protein Data Bank and are listed as follows: The AVPW struc-
ture is listed as 2I3H and the isostere 8 structure as 2I3I.
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Congratulations, You’ve Won. . .

T he beginning of October was rather uneventful for most of us. We woke to the sound
of alarm clocks, spouses, or children and proceeded with our daily routines. A select
few, including Roger Kornberg, Andrew Fire, and Craig Mello, took an unexpected path

on the crisp October morning: the Nobel Foundation informed them that they had won a
Nobel Prize. In this editorial, we celebrate their achievements. We speculate on whether we
have turned a corner and narrowed the perceived cultural gap between chemists and biolo-
gists so that they can appreciate the value of combining their respective tools to dissect
complex processes such as transcription and RNA interference (RNAi).

A picture is worth a thousand words, and this is evident in many of the images of the tran-
scription machinery captured by Roger Kornberg (1–3), this year’s winner of the Nobel Prize
in Chemistry. Kornberg’s lab, using X-ray crystallography coupled with biochemistry, system-
atically built molecular-level pictures of RNA polymerase, the machine responsible for
copying the DNA into messenger RNA (mRNA). These images have led many scientists to
dissect the details of the transcription process down to the atomic level, begun to explain
how transcription factors modulate the activity of the polymerase, and opened the door for
chemists to probe the mechanism by which this enzyme works.

mRNA, the product of the transcription process, led Andrew Fire and Craig Mello, who
shared the Nobel Prize in Physiology or Medicine, to their discovery of the process of RNAi.
They were trying to affect the levels of a muscle protein in worms by modulating the levels of
mRNA transcribed from the relevant gene. Injecting more mRNA or antisense RNA did not
modulate the concentration of protein, but injecting specific double-stranded RNA silenced
the target gene (4). This discovery opened up a whole new area of RNA biology and
chemistry.

It was Fire and Mello’s original work that inspired Phil Zamore—one of the scientists fea-
tured on the Ask the Expert section of the ACS Chemical Biology web site—to enter this fast-
paced field of research (5). Zamore notes that RNAi, which occurs naturally in plants and
animals, is “one manifestation of a broader set of RNA silencing pathways that defend cells
against external threats, such as viral infection, and internal threats, such as the ‘jumping’ of
transposons, and that also regulate endogenous genes, shaping gene expression during
development and in response to external environmental stimuli.” Today, this reverse-
genetics tool is used to deliberately turn off target genes and learn more about human
disease.

When a graduate student asked, “Speculate for a minute: where do you think the RNAi
field will be in 5 years? What do you think are the most interesting questions to ask?”
Zamore predicted that Fire and Mello, along with another colleague, would receive the prize
soon. “In 5 years, the number of small RNA classes will likely double or triple from the three
we now know. We will understand much more about how these small RNAs are made,
sorted, and function. We will begin to understand their evolutionary origins, but we will still
struggle with the important ‘why’ questions . . . Craig Mello, Andy Fire, and David Baulcombe
will have justly won the Nobel Prize for the discovery of RNAi [Fire and Mello] and siRNAs [Baul-
combe].” (For the complete answer, see http://community.acs.org/journals/acbcct/cs/Ask-
theExpert/ExpertResponse/tabid/72/Default.aspx?webEditionid�2&qid�5083.) With the
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Nobel Prize now awarded, we should expect an exciting 5 years in which we dissect the mech-
anism of RNAi, explore its potential and limits as a therapeutic (6, 7), and understand the
machines that bind the RNA and use it to silence genes.

As we move forward, we look back over our shoulders to 1959, when Arthur Kornberg
(Roger’s father) received his Nobel Prize in Physiology or Medicine. How much have the dis-
ciplines of chemistry and biology changed in the last 47 years? Twenty years ago, Arthur
Kornberg felt that chemists and biologists worked in two separate cultures (8). With the rise
of chemical biology, has this cultural divide narrowed? Have chemists begun to appreciate
the complexity of biological systems rather than fear it? Have they seen the need to apply
their chemical tools to dissecting the complex biological machines at the molecular level?
Are biologists appreciating the language and tools of chemistry and exploring how they can
be used to elucidate molecular details of biological processes? When this year’s Nobel Prize
winners and other scientists were interviewed about the awards, they indicated that the
advances made in the fields of transcription and RNAi have resulted from extensive collabo-
rative work between chemists and biologists—perhaps we have turned a corner.

Evelyn Jabri
Executive Editor
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Dissecting the Heterotrimeric G Proteins
Heterotrimeric G proteins are a family of signaling 
molecules that interact with several receptors 
involved in cell signaling events. The a, b, and 
g G protein subunits coexist in many different 
permutations, and this suggests that molecules 
that target specific subunits could be valuable 
molecular tools with which to probe G protein 
signaling pathways and could lead to the design 
of a multitude of therapeutic agents. Ja et al. 
(p 570) use messenger RNA display technology 
to discover and characterize the binding and bio-
logical activity of three classes of peptide-based 
modulators of Gai1.

A library based on the peptide R6A, which is 
known to bind with high affinity to the GDP-state 
of Ga subunits, was designed in the search for 
peptides that bound to a conformation of Gai1 
thought to be a transition-state mimic of GTP 
hydrolysis. Two peptides, AR6-04 and AR6-05, 
were identified and evaluated in cells expressing 
the G-protein-activated inwardly rectifying potas-
sium channels, which become activated upon 
release of Gbg subunits. Interestingly, the authors 
determined that the R6A peptide is unable to dis-
sociate Gabg heterotrimers in these cells, whereas 
AR6-05 actively dissociates Gbg from Ga and AR6-
04 stabilizes the heterotrimeric complex. These 
new molecular scaffolds will facilitate exploration 
of the multifaceted world of G-protein-regulated 
signaling cascades.

Hormone Hopping
Thyroid hormones are critical for proper cellular 
development. Interaction of the active form 
of thyroid hormone, 3,5,3′-triiodo-L-thyronine, 
with three isoforms of the nuclear thyroid hor-
mone receptor (TRa1, TRb1, and TRb2) triggers 
altered expression of various genes, stimulat-
ing a host of physiological responses. However, 
selective agonists and antagonists only exist 
for a subset of the receptors, and this makes 
systematic evaluation of the specific function 
of each receptor challenging. Now, Ocasio and 
Scanlan (p 585 and Point of View p 559) report 
the design, synthesis, and biological evalua-
tion of the first selective agonist for TRa1.

Clues from TRb-selective agonists along with 
analysis of structure–activity data led to the 
creation of a novel thyromimetic containing an 
imidazolidinedione moiety. This compound, 
referred to as CO23, exhibited selective activa-
tion of TRa1 in cells, prompting exploration 
of its activity in live animals. The well-studied 
process of amphibian metamorphosis is 
known to correlate with TR-isoform expression. 
Notably, tadpoles treated with CO23 experi-
enced more extensive hind-limb development 
but reduced resorption of gills, head, and tail 
than did controls. This work points to the role 
that TRa1 plays in tadpole development and 
provides new small-molecule tools for probing 
TR biology.

Mutants by Design
Designing substrate specificity into 
enzyme active sites makes pos-
sible the generation of proteins with 
intriguing medical and industrial 
applications. However, the use of 
traditional methods for producing 
such altered proteins can be a formi-
dable engineering feat. After failed 
attempts to employ conventional 
methods to tweak the substrate 
specificity of the DNA repair protein 
O6-alkylguanine-DNA alkyltransferase 
(AGT), Heinis et al. (p 575) develop 
a novel approach for mutant protein 
production that resulted in the iden-
tification of AGT mutants specific for 
O6-propargylguanine (PG).

Mutant proteins containing short 
amino acid sequences inserted into 
rationally chosen sites on the poly-
peptide surface were generated. The 
authors identified eight mutants that 
had acquired activity against PG and 
demonstrated several applications 
of such engineered proteins.  For 

example, fluorescent 
PG derivatives were 
used to examine the 
intracellular localiza-
tions of PG-binding 
AGT fusion proteins. In 
addition, two chimeric 

proteins, one containing the PG-spe-
cific mutant and the other with AGT 
specific for O6-benzylguanine, were 
labeled with suitable fluorescent 
alkylguanine ligands. The interac-
tion of the two fusion proteins upon 
addition of an appropriate ligand 
resulted in a FRET. This approach 
has significant potential for the 
creation of a variety of new enzymatic 
and fluorescent tools for biological 
discovery.

Pumping Up Antimicrobials
Microorganisms have the ability to pump out the very drugs designed to incapacitate them, render-
ing many potential antimicrobials essentially useless. Protein families termed multidrug-resistance 
pumps (MDRs) evict foreign molecules, often using a compound’s polarity as the basis for recogni-
tion. The use of MDR inhibitors can prevent this process; however, harmonizing the pharmaco-
kinetic properties of an MDR inhibitor with a structurally unrelated antimicrobial in the hopes of 
stumbling upon a favorable synergistic combination poses a significant challenge. Ball et al. (p 594) 
circumvent this hurdle via the synthesis and biological evaluation of a bifunctional-molecule- 
containing antibiotic and MDR efflux inhibitory properties. 

The hydrophobic, cationic compound berberine has potent antibiotic activity but is also an 
excellent substrate for certain MDRs. Berberine was covalently linked to the MDR inhibitor INF55 to 
produce a hybrid molecule called SS14. The antibiotic/efflux pump combination inhibitor was far 
more active than berberine against several bacterial strains, including Staphylococcus aureus and 
Enterococcus faecalis. In addition, SS14 rescued Caenorhabditis elegans infected with En. faecalis, 
demonstrating impressive in vivo efficacy. These results validate this strategy, which could be ap-
plied to other compounds susceptible to extrusion by MDRs.
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suggests a new strategy to control drug-resistant pathogens. (Read 
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interactions of the proteins participating in these processes within 
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signal transduction pathway within living cells involving heterotrimeric 
G proteins, and we screen peptide libraries for interactions with G 
proteins. Our results refine our knowledge about the critical structural 
determinants within G protein regulators and their physiological 
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I am interested in the evolution of proteins with desired qualities 
for industrial, biotechnological, or medicinal applications. In a 
recent project, I tested a novel strategy for altering protein substrate 
specificity by the insertion of amino acid loops into the protein 
backbone. The strategy was applied to reprogram the substrate 
specificity of O6-alkylguanine-DNA alkyltransferase, an enzyme that 
is used as a tag to label proteins in molecular imaging applications. 
(Read Heinis’s article on p 575.)Christian Heinis
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Natural Ribozymes Get a Closer Look
Over the past two decades, a handful of catalytic RNAs, or ribozymes, have 

served as alternative models in the study of biological catalysis. Among 

the most battered and tested natural specimens are the self-cleaving 

RNAs, which function in the replication and maturation of viral and satel-

lite RNAs. These ribozymes act as a built-in ruler and cutting tool to yield 

perfect RNA genome segments. Many labs have explored the therapeutic 

potential of this cutting-tool property to make custom ribozymes to stop 

the expression of several cellular or viral RNAs. A pair of recent studies 

shows that this idea was already sorted out in nature.

Recently, a ribozyme with an essential cofactor was discovered in bacte-

ria. The GlmS ribozyme tweaks the gene expression of the nearby protein 

gene in a feedback loop reminiscent of the bacterial protein operons stud-

ied in basic biochemistry courses. The ribozyme resides in the untrans-

lated region upstream of the 

messenger RNA (mRNA), 

which encodes an enzyme, 

glucosamine-6 phosphate 

synthase. If the cell lacks 

the enzyme’s product,  

glucosamine-6-phosphate, 

the mRNA remains intact 

and can be translated. 

When the product builds 

up, it binds to the ribozyme, and the self-cleavage occurs to inactivate 

the synthase mRNA. Now, a high-resolution look at the GlmS ribozyme 

demonstrates a likely mechanism that activates this cleavage event. Klein 

and Ferré-D’Amaré (Science 2006, 313, 1752–1756) determined the X-ray 

structure of the GlmS ribozyme with and without the cofactor mimic,  

glucose-6-phosphate, bound to the RNA. Whereas other metabolite-

sensitive RNAs in bacteria, known as riboswitches, change conformation 

dramatically upon binding of their ligand, the GlmS ribozyme adopts a 

remarkably similar fold in both states. The RNA structure does not change 

in response to the mimic, and no RNA cleavage occurs. However, if the 

legitimate cofactor is added to the crystal, cleavage is detected. The 

authors conclude that the RNA structure acts as a platform to bind and 

position the glucosamine-6-phosphate amino group for general acid–base 

and electrostatic catalysis. Also, sequences forming the ligand pocket are 
(continued on page 541)

Yin and Yang in p53
Interplay between O-GlcNAcylation and phos-
phorylation of proteins has been likened to a 
yin-yang concept, where an increase in one modifi-
cation can correlate with a decrease in the other. 
With respect to the tumor suppressor protein 
p53, phosphorylation can stabilize the protein by 
decreasing its degradation via the ubiquitin– 
proteasome pathway. Although p53 is also 
O-GlcNAcylated, the sites of O-GlcNAcylation and 
its effects on p53 function are not well-defined. 
Now, Yang et al. (Nat. Cell Biol. 2006, 8, 1074–
1083) use the small-molecule O-GlcNAcase inhibi-
tor streptozotocin (STZ) to provide insight into the 
role of O-GlcNAcylation in p53 regulation and the 
codependent relationship of p53 O-GlcNAcylation 
and phosphorylation.

Studies using the human breast cancer cell line 
MCF-7 revealed that cells treated with STZ and 
doxorubicin (Dox), a DNA-damaging agent that sta-
bilizes p53, retained increased levels of p53 and 
that the amount of O-GlcNAcylation specifically on 
p53 was also increased. In addition, the interac-
tion between p53 and Mdm2, an E3 ubiquitin-
ligase, was significantly reduced in the presence 
of STZ and Dox; this suggests that O-GlcNAcylation 
may lead to decreased p53 ubiquitination and, 
thus, increased stability. Although phosphoryla-
tion of p53 at certain sites does stabilize the pro-
tein by preventing Mdm2-mediated ubiquitination, 
paradoxically, phosphorylation of Thr155 actually 
facilitates p53 ubiquitination. Interestingly, the 
authors found that STZ greatly reduces Thr155 
phosphorylation, but the link between the states 
of Thr155 phosphorylation and p53 O-GlcNAcyla-
tion was still ambiguous. Enter the yin-yang. Just 
down the polypeptide street of Thr155 resides 
Ser149, which the authors determined was indeed 
a site of O-GlcNAcylation. Further investigation 
revealed that the presence of an O-GlcNAc at 
Ser149 results in dramatically reduced phos-
phorylation of Thr155, which in turn suppresses 
ubiquitin-dependent proteolysis and stabilizes the 
protein. These findings provide intriguing clues 
into the complex contributions that post-transla-
tional modifications play in p53 regulation. EG

From Klein, D. J., and Ferré-D’Amaré, A. R., Science, Sept 22, 2006  
(DOI: 10.1126/science.1129666). Reprinted with permission from AAAS.
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Malaria, which is derived from medi-

eval Italian meaning “bad air”, is the 

cause of >1 million deaths annually. 

Though the disease is not techni-

cally transmitted through “bad air” 

but through the parasite Plasmodium 

falciparum courtesy of its insect host, 

the human-health threat that it poses 

has certainly filled the airways around 

the globe. Building on recent findings 

that inhibitors of methionine amino-

peptidases (MetAPs) inhibit the growth 

of P. falciparum in culture, Chen et al. 

(PNAS 2006, 103, 14,548–14,553) 

identical between many bacterial species; this shows that this unique mechanism 

spans a long evolutionary history.

Do self-cleaving ribozymes exist in humans? K. Salehi-Ashtiani et al. have devel-

oped a clever new selection strategy for finding sequences in the human genome 

encode ribozymes (Science 2006, 313, 1788–1792). The scheme monitored 

trillions of genomic segments for instability under physiological salt conditions 

and the common ribozyme assistant, magnesium. Out of this complexity emerged 

four sequences that can self-cleave in a test tube. The authors chose to character-

ize one ribozyme that lies in the intron of the RNA-binding protein, CPEB3. The 

sequence showed high conservation among the sequenced mammalian genomes. 

Additionally, cross-species nucleotide changes often occurred in matched pairs, a 

hallmark of RNAs with functional secondary structures. Interestingly, this ribozyme 

appears to use a similar general acid–base catalytic mechanism and adopts a 

similar fold to the robust ribozymes from human hepatitis delta virus.

One lesson learned from the riboswitches and the GlmS ribozyme is that cofac-

tor binding can affect RNA activity. Because the search for human ribozymes took 

place without cofactors, other ribozymes may be hidden among human mRNAs, 

awaiting the right partner to unlock a hidden talent. The RNA world hypothesis has 

pushed researchers to select new ribozymes to help along the chemical reactions 

that took place in a primordial soup; however, these two studies should prompt a 

new interest in looking at RNA sequences that nature already selected. JU

Natural Ribozymes Get a Closer Look 
continued from page 540

now report the discovery of a new 

class of MetAP inhibitors that display 

exquisite selectivity for the malarial 

enzyme and show antimalarial activ-

ity in mouse malaria models.

MetAPs are highly evolution-

arily conserved metalloproteases 

tasked with removing the N-terminal 

initiator methionine during protein 

synthesis, distinguishing them from 

other proteases and from other 

antimalarial drug targets. Examina-

tion of the P. falciparum genome 

revealed four genes homologous to 

yeast and human MetAP genes, one of 

which was overexpressed in Esch-

erichia coli and purified in quantities 

suitable for high-throughput screen-

ing for small-molecule inhibitors. One 

structural class containing a 2-(2-

pyridinyl)pyrimidine core inherently 

displayed encouraging selectivity over 

the other P. falciparum and human 

MetAP enzymes and promising activity 

against P. falciparum in erythrocyte 

culture. Structure–activity analysis led 

to the identification of the compound 

XC11, which inhibited proliferation of 

both drug-sensitive and drug-resis-

tant P. falciparum parasites in culture 

while maintaining low toxicity against 

human fibroblasts. In addition, when 

mice infected with both drug-sensi-

tive and drug-resistant Plasmodium 

strains were treated with XC11, their 

average survival time was extended.

The authors propose that the superior 

metal-chelating ability of the 2-(2-

pyridinyl)pyrimidine functionality may 

be a key component in the mecha-

nism of inhibition of XC11, which 

may incorporate a third metal ion into 

the enzyme active site similar to that 

observed with other MetAP inhibitors. 

This class of compounds is an exciting 

starting point for the development of 

potential new antimalarial agents. EG

MetAP—A Match for Malaria?
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Exploiting Instability
Manipulating protein function at the genetic 
or protein level is a powerful method for 
exploring biological pathways, but it is often 
easier said than done. Whereas strategies 
such as transcriptional regulation of protein 
expression, RNA interference, or small-
molecule inhibition are frequently used to 
control protein function, inherent challenges 
unique to each method encumber their util-
ity. Now, Banaszynski et al. (Cell 2006, 126, 
995–1004) present a general strategy for 
controlling the stability, and consequently the 
function, of proteins. The approach involves 
small molecules and encompasses a level of 
versatility not available in other methods. 

The authors exploit the well-studied interac-
tions between the cytosolic protein FKBP and 
synthetic small-molecule FKBP ligands in 

MAGE Magic
Though no scientific tie exists between MAGEs (monoalkyl-

glycerol ethers) and the English term “mage” from which the 

word “magic” is derived, some sort of wizardry would definitely 

come in handy to elucidate the complex biochemical networks 

associated with MAGE biosynthesis and function. Fortunately, 

the use of a multidimensional profiling strategy combining 

activity-based proteomics and metabolomics by Chiang et al. 

(Chem. Biol. 2006, 13, 1041–1050) provided the magic touch 

for characterization of the enzyme KIAA1363, whose activity has 

been implicated in several types of cancer, as a 2-acetyl MAGE 

hydrolase.

The known reactivity of KIAA1363 with fluorophosphonate 

proteomics probes designated this otherwise uncharacterized 

enzyme as a serine hydrolase, and this facilitated the design of 

a selective, carbamate-based covalent inhibitor of the enzyme 

termed AS115. An LC/MS platform was used to evaluate the 

global metabolite profiles in cells treated with AS115, and 

the authors observed that the levels of certain MAGEs were 

dramatically reduced compared with untreated cells. Additional 

biochemical characterization of cancer cell lines and KIAA1363-

transfected cells confirmed that 

the enzyme catalyzes the hydro-

lysis of 2-acetyl MAGEs to MAGEs. Efforts to place this 

enzyme within cancer cell lipid signaling networks led to 

the hypothesis that KIAA1363 links the platelet-activat-

ing factor (PAF) and lysophospholipid pathways. Indeed, 

treatment of cells with AS115 protected 2-acetyl MAGE from 

hydrolysis, and this led to accumulation of PAF (the phos-

phorylcholyl derivative of 2-acetyl MAGE) and decreased 

levels of two lysophospholipids, alkyl-LPC and alkyl-LPA, 

which are derived from MAGE. Finally, short-hairpin-RNA-

mediated interference was used to demonstrate that 

knockdown of KIAA1363 expression significantly reduced 

the ability of cancer cells to promote tumor growth in mice, 

an effect that was correlated with impairment of their migra-

tion capacity. Notably, cell migration was rescued by addi-

tion of LPA, pointing to a mechanism by which KIAA1363 

could influence the aggressive properties of cancer cells. In 

addition to augmenting our understanding of lipid signaling 

in cancer cells, the general approach utilized in this work 

can be applied more broadly toward realizing the ultimate 

goal of deciphering the incredibly intricate metabolic and 

signaling networks in cells, magic notwithstanding. EG

their design of FKBP 
fusion proteins that 
are stable only in the 
presence of a specific small-molecule ligand. 
To identify appropriately destabilized FKBP 
domains, the authors expressed a library of 
FKBP mutants fused to yellow fluorescent 
protein (YFP) in cells, and they selected and 
characterized variants that exhibited reduced 
fluorescence in the absence of an FKBP ligand 
but increased fluorescence in the presence of 
the ligand. Kinetic and mechanistic analyses 
using a morpholine-containing FKBP ligand 
termed Shield-1 (Shld1) revealed that FKBP-
YFP protein levels were stabilized in a dose-
dependent manner within 24 h after expo-

sure. In addition, rapid, proteasome-mediated 
degradation of the protein upon withdrawal 
of the ligand correlated with the extent of 
destabilization conferred by the mutation. 
Shld1-dependent control of FKBP fusion 
proteins was demonstrated in several cell lines 
and with a variety of proteins, substantiating 
the versatility of the method. Notably, when 
levels of proteins that cause known morpho-
logical changes in cells were manipulated in a 
Shld1-dependent manner, the cells adopted 
the predicted phenotypes. This compelling 
strategy can be applied in a variety of biologi-
cal settings, including controlled investigation 
of proteins that exhibit dominant-negative 
phenotypes or the creation of knockin mice 
expressing Shld1-dependent genes. EG

Reprinted from Cell, 126, Banaszynski, L. A., et al., A rapid, reversible, and 
tunable method to regulate protein function in living cells using synthetic small 
molecules, 995–1004, Copyright 2006, with permission from Elsevier.

Reprinted from Chem. Biol., 13, Chiang, K. P., et al., An Enzyme that Regulates Ether Lipid Signaling Pathways in Cancer 
Annotated by Multidimensional Profiling, 1041–1050, copyright 2006, with permission from Elsevier.
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Carbohydrates are key recognition elements 

for a wide range of cellular communica-

tion processes, including development of 

the nervous system. Despite much recent 

progress in the field of oligosaccharide 

synthesis, generation of carbohydrate-con-

taining compounds for biological explora-

tion or therapeutic applications remains an 

arduous task. Bächle et al. (Angew. Chem., 

Int. Ed. 2006, 45, 6582–6585) now describe 

the design and synthesis of novel glycomi-

metic cyclic peptides that stimulate neurite 

outgrowth, pointing to a promising approach 

for developing novel therapeutics for neuron 

regeneration.

The human natural killer cell glycan HNK-1 

is known to play a role in regulation of the 

nervous system, and the presence of this 

carbohydrate enhances neurite outgrowth. 

Two previously identified linear peptide 

sequences known to bind to an HNK-1 mono-

clonal antibody were used to design a library 

of 26 cyclic hexapeptides, each of which 

contained one D-amino acid. The cyclization 

of the backbone and the incorporation of the 

D-amino acid were purposefully included in 

the design with the intent of reducing the con-

formational flexibility of the peptides, which 

could promote enhanced binding affinity and 

biological activity. Surface plasmon resonance 

was used to evaluate the binding properties 

of the peptides to the HNK-1 antibody, and 

selected peptides were investigated further for 

their ability to promote neurite outgrowth. Two 

cyclic hexapeptides were found to stimulate 

neurite outgrowth and, notably, to enhance 

survival of motor neurons. The solution 

structures of the two peptides were character-

ized by NMR spectroscopy revealing intricate 

details of how their specific conformations 

may contribute to antibody binding. This study 

demonstrates the power of restricting peptide 

conformation to extrude enhanced biological 

activity. EG

Glycomimetics Come Full Circle

Reproduced with permission from Angew. Chem., Int. Ed. from Wiley-VCH, Bächle, D., et al., 2006, 45, 6582.
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Slice, Dice, and Splice?
During the normal immune response, killer T lymphocytes 

recognize and kill extracellular antigens and selectively engulf 

cells that appear abnormal or infected. The 20S proteasome, 

responsible for routine turnover of cellular proteins, also liber-

ates peptide fragments from foreign agents that then mark 

cells for destruction. A new study indicates that making these 

peptide flags can be much more complicated than a simple 

dicing of infectious proteins. Warren et al. (Science 2006, 313, 

1444–1447) went looking for the peptide antigen causing 

T-cells to see other human cells as targets, an unfortunate phe-

nomenon in organ or graft rejections. After a large gene screen, 

they zeroed in on a peptide of just 20 amino acids. Some 

individuals have a single amino acid change in this peptide, 

which results in an immune response. When this exact synthetic 

peptide caused no response, the authors tried putting the pep-

tide inside the cell, and a potent response was restored. They 

Deciphering Deimination
Many proteins are known to contain the 
amino acid citrulline, which is gener-
ated upon the deimination of arginine 
residues by protein arginine deiminases 
(PADs). Protein citrullination appears to 
be involved in several important cellular 
processes, including apoptosis, gene 
transcription, and differentiation, but its 
precise functions are not well-defined. 
In addition, evidence shows that dys-
regulation of PAD4 may play a part in the 
development of rheumatoid arthritis (RA), 
and this makes PAD4 inhibitors attractive 
potential RA agents. In an effort to further 
elucidate PAD4 biology and create poten-
tial PAD4-based therapeutics, Luo et al. 
(Biochemistry, 2006, 45, 11,727–11,736) 
now report the functional and structural 
characterization of several analogues of 
the potent PAD4 inhibitor F-amidine.

F-amidine (N-α-benzoyl-N5-(2-
fluoro-1-iminoethyl)-L-ornithine amide) 
irreversibly inhibits PAD4 in a calcium-
dependent manner by reacting with 
an active site cysteine residue. Several 
additional inhibitors, modeled after the 
F-amidine structure, were synthesized 
that varied in the length of the side 
chain leading to the leaving group (con-
taining either two or four methylene 
units) and in the identity of the leaving 
group (fluoride, chloride, or hydrogen). 
Structure–activity analysis of the com-
pounds revealed that proper position-
ing of the reactive group in the active 
site and the presence of an effective 
leaving group are essential for potent, 
irreversible inhibition of the enzyme. 
The compound Cl-amidine was found 
to be the most potent inhibitor and 

preferentially inactivated the calcium-
bound form of the enzyme. In addition, a 
mammalian two-hybrid assay was used 
to confirm that Cl-amidine can specifi-
cally prevent the interaction between 
the nuclear receptor coactivator GRIP1 
and the deiminated form of the GRIP1 
binding domain of p300 in cells. Finally, 
the crystal structure of the PAD4–F-ami-
dine–calcium complex was determined, 
and subtle conformational insights into 
the mechanism of PAD4 inactivation 
by F-amidine and related compounds 
were revealed. These detailed studies 
provide important structural information 
for the effective design of PAD4-bind-
ing compounds for future biological and 
therapeutic applications. EG
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found that the peptide needs to encounter the proteasome 

first to generate the flag that sparks a T-cell attack. Using a 

series of peptides and immune assays, they found a surpris-

ing result. As shown previously, the proteasome can splice 

a longer peptide into a shorter one, removing several amino 

acids and joining two discontinuous fragments. But this time, 

the peptides were joined in an unconventional fashion. Two 

peptides were joined in a reverse fashion with respect to how 

they were coded and synthesized in their original protein. 

The carboxy end of the downstream peptide spliced with the 

amino end of the upstream peptide. The authors demonstrate 

that this strange transpeptidation reaction takes place after an 

acyl-enzyme intermediate is formed within the proteasome. 

This study brings to light a new function for the proteasome 

and dramatically expands the repertoire of short peptides that 

can be made in the cell. JU
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Spotlights written by Eva Gordon and Jason Underwood

Photocleavable Pheromones
Cell division is an extraordinarily complex process in all organisms, and yeast is an attrac-

tive model for probing the mechanisms involved in the cell cycle. The yeast peptide phero-

mone α-factor activates the mating pathway and arrests the cell cycle in the G1 phase, 

and its activity is regulated in part by secretion of a protease that degrades the phero-

mone. Use of α-factor to cause cell cycle arrest is often exploited to explore cell division 

pathways. However, treatment with the native pheromone does not provide practical tem-

poral control over the signaling pathways that are activated upon exposure. Parker et al. 

(Angew. Chem., Int. Ed. 2006, 38, 6322–6325) now describe the synthesis 

and biological application of a photocleavable peptide-based 

pheromone analogue that enables external manipula-

tion of the yeast mating signal.

Examination of the α-factor peptide sequence 

and structural information regarding binding 

to its G-protein-coupled receptor revealed clues for generating a photocleavable α-factor 

analogue whose activity could be controlled by UV irradiation. Strategic insertion of the 

D-enantiomer of (2-nitro)-b-phenylalanine into the flexible region of the peptide, along 

with replacement of a methionine with norleucine to increase peptide stability, resulted 

in the generation of a photocleavable peptide capable of inducing the mating response. 

Treatment of yeast with the pheromone analogue resulted in characteristic morphological 

changes associated with activation of the mating pathway, growth inhibition related to 

G1 arrest, and complete G1 arrest of a yeast culture. Notably, UV irradiation of the culture 

at a wavelength that does not induce DNA damage resulted in significant degradation of 

the pheromone analogue and release of the cells into the cell cycle. This strategy provides 

an innovative tool for exploration of the yeast cell cycle, especially in the context of early 

gene expression analysis 

during cell cycle recovery 

and microscopy experiments 

on solid media that were not 

previously practical. EG
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Reproduced with permission from Angew. Chem., Int. Ed. from Wiley-VCH, Parker, L. L., et al., 2006, 45, 6322.

CoNGRATuLATIoNS
Congratulations to Roger D. Kornberg for winning the 2006 Nobel Prize in Chemistry 

for his study of the molecular basis of eukaryotic transcription. Congratulations also to 

Andrew Z. Fire and Craig C. Mello for winning the 2006 Nobel Prize in Medicine for their 

discovery of RNA interference-gene silencing by double-stranded RNA.



Opportunities for Chemical Biologists: A View
from the National Institutes of Health
Jeremy M. Berg*
National Institute of General Medical Sciences, 45 Center Drive, 2As-12, Bethesda, Maryland 20892

T he most exciting and vibrant areas of
research often lie at the interfaces
between disciplines that have tradi-

tionally been separate. In the case of the
chemical and biological sciences, such
interfaces have been fruitfully explored for
more than a century. The fields of pharma-
cology, biochemistry, and biophysical
chemistry are relatively mature, yet they are
still quite active and full of challenging prob-
lems and opportunities for new discoveries.
These fields are integral to biomedical
research and have had a tremendous
impact on human health.

Chemical biology is a new variant at this
interface. The definition of this interdiscipli-
nary field is evolving as more researchers
become actively engaged and more
progress is made. Chemical biology is an
outgrowth of the revolutionary advances in
molecular biology that have taken place
over the past two decades. The ability to
manipulate DNA molecules and their
expression at will, made possible by a com-
bination of advances in our understanding
of central biological pathways and enzymes
as well as powerful and inexpensive
methods of chemical synthesis, has linked
biological sciences and chemistry in unprec-
edented ways. This marriage of chemical
synthesis and molecular and cell biology is
a major theme in chemical biology. Other
chemical biology research involves the
application of concepts from biology, such
as the use of Darwinian selection and evolv-
ing systems, to chemistry. Biomedical
science and public health can benefit

greatly from technical advances such as
new synthetic methods and novel instru-
mentation as well as from completely new
concepts that are developed as compo-
nents of chemical biology research.

The National Institutes of Health (NIH),
including its National Institute of General
Medical Sciences (NIGMS), has been sup-
porting research in chemical biology for
many years. The primary mechanism for
support of this research is the investigator-
initiated grant, typically an R01 grant. More
than 60% of the $1.94 billion NIGMS budget
this year is devoted to R01 grants or their
equivalents. Approximately one-third of
these grants have a significant chemical
component. A more complete description
of the NIGMS budget is available at http://
publications.nigms.nih.gov/loop/20060616.
html#1. Through investigator-initiated grant
applications, researchers are free to submit
ideas of their choosing relevant to the broad
NIH mission and to compete for available
funds through peer-review processes.

NIH highlights areas of particular interest
by issuing program announcements. One
announcement of relevance to chemical
biology is called Metals in Medicine (http://
grants.nih.gov/grants/guide/pa-files/
PA-05-001.html). This announcement, from
NIGMS and several other NIH components,
solicits research in specific areas at the inor-
ganic chemistry–medicine interface, includ-
ing metal metabolism and regulation and
the interactions of inorganic complexes with
living systems. No funds are set aside for-
program announcements, and applications
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compete directly with unsolicited applica-
tions for support.

Another NIGMS initiative relevant to
chemical biology is a network of centers for
Chemical Methodologies and Library
Development (CMLD) (www.nigms.nih.gov/
Initiatives/CMLD). Four active CMLD centers
are developing new methods for chemical
library synthesis and collaborating with
other chemists and biologists on applica-
tions of these libraries.

NIGMS also supports two large-scale col-
laborative project awards (“glue grants”) that
have substantial chemical components.
Glue grants promote integrative and team
approaches to important, complex biologi-
cal problems. The Consortium for Functional
Glycomics (www.functionalglycomics.org/
static/consortium) is directed toward under-
standing the role of carbohydrate–protein
interactions at the cell surface in cell–cell
communication, and the Lipid Metabolites
and Pathways Strategy consortium
(www.lipidmaps.org) addresses global
changes in lipid metabolites that occur
during biological processes such as signal-
ing. These consortia are actively developing
and disseminating important new tools and
resources for broad scientific communities,
including chemical biologists.

Research training programs also play a
significant role in promoting the develop-
ment of new fields like chemical biology.
NIGMS has supported a chemistry–biology
interface Ph.D. training program since 1993,
with grants to 20 institutions at present (www.
nigms.nih.gov/Training/Mechanisms/NRSA/
InstPredoc/#chemistry). These training pro-
grams involve faculty and students from both
chemistry-related and biological science
departments and promote student exposure
to scientific concepts and cultures from both
sides of the chemistry–biology interface.
Interactions among students from different
backgrounds play important roles in these
training programs. Individual fellowships are
available to support postdoctoral training in
chemical biology.

Chemical biology is well represented in a
more recent set of initiatives collectively
called the NIH Roadmap for Medical
Research (http://nihroadmap.nih.gov). The
Roadmap was developed with broad input
from the scientific community to focus on
areas of considerable relevance to the NIH
mission that were not being adequately
addressed by existing programs supported
by single institutes or groups of institutes.
The Roadmap is thus not a strategic plan,
but rather an attempt to respond to per-
ceived gaps in the NIH portfolio.

The Roadmap’s Molecular Libraries and
Imaging Initiative (MLII) (http://nihroadmap.
nih.gov/molecularlibraries) has the largest
chemical biology component. The backbone
of this initiative is the Molecular Libraries
Screening Center Network (MLSCN) and an
associated NIH Molecular Libraries Small
Molecule Repository. The goal of the MLSCN
is to offer the public sector access to the
large-scale screening capacity necessary to
identify small molecules that can be opti-
mized as chemical probes to study the func-
tions of genes, cells, and biochemical path-
ways. Ten pilot-scale centers are currently in
operation and are soliciting potential assays
from the scientific community. The activi-
ties of the MLSCN and related initiatives
are integrated through a publicly accessible
database called PubChem (http://pubchem.
ncbi.nlm.nih.gov). This database allows
researchers to navigate parts of the universe
of small molecules with links to relevant
entries in other biomedical databases devel-
oped and maintained by NIH’s National
Center for Biotechnology Information.

Other components of the MLII include
programs in New Methodologies for Natural
Products Chemistry, Pilot-Scale Libraries
for High-Throughput Screening, and Novel
Preclinical Tools for Predictive ADME–Toxi-
cology and the development of new tools
and methods for high-resolution cellular
imaging. See http://nihroadmap.nih.gov/
molecularlibraries for more details about

funded research and potential funding
opportunities.

Additional Roadmap activities that have
significant relevance to chemical biology
include Nanomedicine; High-Risk Research
(through the NIH Director’s Pioneer Award
program); and Building Blocks, Biological
Pathways, and Networks. Because the
Roadmap programs cut across all of NIH,
they are substantial in scope and depth, yet
they have only a modest impact on the
budgets of individual institutes. In fiscal
year 2006, 1.2% of the overall NIH budget
goes to support Roadmap activities, includ-
ing 0.9% of the NIGMS budget.

Regardless of funding mechanisms, the
greatest contributions to emerging fields
such as chemical biology come from indi-
vidual scientists. This past May marked the
passing of R. Bruce Merrifield, a scientist
whose seminal discoveries greatly influ-
enced chemical biology and many other
fields. Solid-phase synthesis, first applied
to peptides, then to oligonucleotides, and
now to a wide range of chemicals, trans-
formed both chemical and biomedical
research. Without this fundamental chemi-
cal insight, much of the now-routine op-
erations in molecular biology, such as
amplification of DNA by the polymerase
chain reaction and DNA sequencing, would
be vastly more difficult. In fact, many of the
activities now associated with chemical
biology would not only be much more diffi-
cult, they probably would never have even
been conceived. As a science administrator
and a scientist whose own research lies at
the chemistry–biology interface, I look
forward to many new discoveries and
advances that can be expected as chemical
biology continues to evolve.
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chemical biology come from individual scientists.



19th International Symposium on
Medicinal Chemistry

I n late August, hundreds of chemists
gathered on the eastern edge of Europe,
some sipping raki while looking over the

Bosporus Strait to the Asian continent. More
than 900 people attended the 19th Interna-
tional Symposium on Medicinal Chemistry
in Istanbul from August 29 to September 2,
2006, hosted by the European Federation
for Medicinal Chemistry (EFMC) and the
Turkish Association of Pharmaceutical and
Medicinal Chemistry. The motto for the con-
ference, held for the first time in Turkey, was
“where continents meet”. It could easily
have been “where disciplines meet”.
Roberto Pellicciari, head of the EFMC,
observed an “unbelievable shift” in the
kinds of topics that interest medicinal chem-
ists. “There’s been a completely new under-
standing for medicinal chemistry coming
from chemical biology.”

Describing even a modest fraction of the
proceedings is impossible in this space. The
symposium boasted 9 full-conference lec-
tures, �100 talks in concurrent sessions,
and a large poster session. As expected,
classical medicinal chemistry talks were
plentiful, particularly for the most alluring
protein targets such as kinases, epigenetic
regulators, and G-protein-coupled receptors.
Researchers’ talks usually began with a
small-molecule hit, which was then divided
into pharmacophores for iterative rounds of
modifications. Repeatedly, though, chemistry
and biology bled into each other, with the tra-
ditions of one field transforming into power-
ful new tools in the context of the other.

Chemists’ Natural Tutor. Appropriately,
this year’s conference marked the debut of a
new prize: The GlaxoSmithKline Award for
Outstanding Achievement in the Field of

Chemical Biology. Prize winner Herbert
Waldmann, head of the chemical biology
department at the Max Planck Institute in
Dortmund, Germany, explained that medici-
nal chemists face a surfeit of choices in their
quest for drug leads: an incomprehensibly
large number of molecules are possible, but
few can be synthesized and tested over the
course of a project. He showed how to take
nature’s lead in deciding which molecules
to make. After all, nature itself has sampled
only a tiny fraction of diversity space over
billions of years of evolution, but it has done
so more effectively than any scientist. A
quick inspection of major classes of natural
products shows that they bind to multiple
proteins; that’s not surprising, said Wald-
mann, given that natural products are syn-
thesized by proteins and so must be able to
interact with them. Moreover, protein fold
structures are often conserved across mul-
tiple proteins, even where amino acid
sequences have diverged. Inspired by bioin-
formatics, Waldmann and colleagues turned
to cheminformatics to identify common
scaffolds in �190,000 natural products,
creating classification schemes similar to
phylogenetic trees (1).

Their small-molecule analysis revealed
three “kingdoms” of natural products:
N-heterocycles, O-heterocycles, and carbo-
cycles, more than half of them with only two
to four rings. Waldmann and colleagues
analyzed scaffolds within these groups and
then asked whether these could inspire
simpler, synthetically more accessible struc-
tures that retain biological activity. Although
this is not a new concept, Waldmann and
colleagues decided to pay strict attention to
scaffolds seen in natural products rather
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than those that are most synthetically
expedient.

A classification scheme in hand, Wald-
mann and colleagues turned to bioinformat-
ics for information rather than inspiration
(2). They identified a common binding core
in three apparently disparate targets: cdc25
(a phosphatase that regulates cell division),
11-�-hydroxysteroid dehydrogenase (a
reductase that boosts levels of cortisol), and
acetylcholinesterase (an enzyme that
breaks down a neurotransmitter). Next, they
made 500 compounds based on the scaf-
folds deemed most likely to bind these pro-
teins. A functional screen of these revealed
9 targets with micromolar specificity, which
inhibited one enzyme at least 100-fold more
tightly than another. They achieved similar
results with another set of proteins and
compounds.

The molecules may not be impressive
hits yet, says Waldmann, but the approach
can now be used to identify tool compounds
for exploring biology and starting points for
medicinal chemistry programs, without the
need to maintain huge screening libraries of
compounds. The approach, called biology-
oriented synthesis, has favorable hit rates
compared with other library design ap-
proaches, such as those based on known
ligands, homology modeling, and diversity-
oriented synthesis (3).

Chemically
Interrogating Kinases.
Inverting Waldmann’s
approach, Kevan Shokat of
the University of California,
San Francisco, used chem-
istry to probe biology.
Inside cells, �520 kinases
regulate the activity of
�10,000 proteins by using
a common chemical reac-
tion (phosphorylation).
This sophisticated cellular
“wiring” encompasses the
equivalent of logic gates,

with several “inputs” (phosphorylation
events) triggering single “outputs”, like cell
division. Shokat used chemical tools to map
this wiring both by inhibiting specific
kinases and by identifying kinase sub-
strates. In each case, he reengineered
kinases and their common substrate, ATP.
His lab mutated kinase genes to enlarge the
ATP binding pocket and added a benzyl
group to an ATP mimetic (4). The mimetic fits
the engineered kinase but no other.
Depending on the mimetic, these
“bioorthogonal” molecules either inhibit
the mutant kinase specifically or permit the
mutant kinase to catalyze a non-natural
reaction.

Shokat and collaborators have geneti-
cally engineered cells and even mice that
express these mutant kinases. These func-
tion normally until a bioorthogonal inhibitor
is introduced and allow subtle, precise
probing of enzymes’ functions. The effects
of chemically knocking out a kinase can be
observed within seconds to minutes, a
much faster time scale than that of inducible
genetic knockouts. Even better, the kinase
of interest is still physically present in the
cell and can still form protein complexes.
This means researchers can home in on a
kinase’s phosphorylation activity separate
from other functions that these proteins
serve in the cell.

Shokat’s team found results that defied
conventional wisdom in both mice and
cells. Using the bioorthogonal system to
specifically inhibit the kinase BCR-ABL did
not have the same effect as adding Gleevec,
an approved cancer drug that inhibits this
enzyme. However, when the bioorthogonal
inhibitor was administered along with an
antibody against another kinase, c-Kit,
researchers observed the same results nor-
mally seen in unmodified mice treated only
with Gleevec (5). “The first targeted inhibitor
[Gleevec] is really a dual inhibitor,” con-
cluded Shokat.

To identify kinases’ phosphorylation sub-
strates, Shokat started with the cyclin-
dependent kinases (CDKs). These proteins
regulate cell division and are targeted in
multiple drug-development programs, but
many substrates remain unidentified.
First, Shokat and colleagues developed a
bioorthogonal ATP analogue. In addition to
the specificity-conferring benzyl group, the
analogue contains a phosphorothioate in
place of the terminal phosphate group. The
researchers genetically engineered cells to
produce CDKs with enlarged ATP pockets
and added the bioorthogonal ATP analogue.

To find each kinase’s substrate, Shokat’s
group looked for proteins that had been
“phosphorylated” with the phosphorothio-
ate group. An analysis of CDK1 and its
binding partner, CyclinB, identified 70 sub-
strates; 24% of these were known sub-
strates, 23% were previously known to be
phosporylated by an unknown kinase, and
53% were completely novel (6).

In another kinase-centered talk in the
Chemical Genomics section (cosponsored
by ACS), Shripad Bhagwat of Ambit Bio-
sciences demonstrated how chemical biolo-
gists can help medicinal chemists optimize
compounds and make decisions about
which targets to pursue. Ambit can quickly
assess compounds’ activities against hun-
dreds of kinases with a screen that includes
all branches of the kinome. KinomeScan
uses phage display to express kinases,
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“The first targeted inhibitor is really a dual inhibitor,”

concluded Shokat.



which can bind to known ATP-site binding
ligands that have been immobilized on a
solid support. Compounds that bind the
kinase being tested will compete for binding
and prevent the kinase from binding to the
immobilized ligand. The data are visualized
as small-molecule kinase interaction maps
that illustrate which kinases a compound is
capable of binding. Bhagwat and colleagues
assessed the promiscuity profiles of kinase
inhibitors for which clinical data are avail-
able. Systematic profiling revealed that
overall selectivity among clinical com-
pounds varies widely and that toxicity
cannot necessarily be directly predicted
based on promiscuity. Ambit is using this
technology to reverse the natural order of
drug discovery and to guide medicinal
chemists in the choice of compounds with
selectivity appropriate for each develop-
ment program. Instead of choosing a target
and screening for hits, Ambit screens its
compound library against its kinase panel
and then picks its target, continuing to
assess selectivity as compounds are
advanced.

Michael Eck of Harvard Medical School
and the Dana-Farber Cancer Institute used
structural biology to argue that some indi-
vidual proteins are better viewed as multiple
targets. He presented the structure of focal
adhesion kinase (FAK) in its inactive form,
demonstrating that the 4.1, ezrin, radixin,
and moesin (FERM) domain of FAK hugs the
enzyme’s active site, sterically preventing
autophosphorylation and activation. Thus,
medicinal chemists seeking to reduce the
kinase’s activity might do well to look for
compounds that stabilize the inactive,
closed state of the protein in addition to fol-
lowing the more obvious path of seeking
inhibitors of the kinase’s active site.

Besides movement of the protein
domains themselves, said Eck, kinases
present a moving target because they are
frequently mutated in cancer. He used
crystallography and modeling to dissect
mutated and wild-type forms of epidermal

growth factor receptor (EGFR), implicated in
several cancers, and the target of the small-
molecule cancer drugs Tarceva and Iressa.
At least two mutations found in lung cancers
(L858R and G719S) activate the kinase
by destabilizing the inactive state of the
enzyme, shifting the equilibrium toward the
active state. These mutations do not dra-
matically affect the conformation of the
active site but can nevertheless affect the
binding of inhibitors. Because of this, Eck
suggested that the wild-type and some EGFR
mutants should be considered different
targets. In lung cancers in which EGFR is acti-
vated by mutation, compounds that specifi-
cally target the inactive conformation of the
EGFR are likely to be ineffective. However, in
other cancers in which the wild-type enzyme
is overexpressed, targeting that state could
prove fruitful.

Pin the Drug on the Target. Specificity
versus promiscuity was a recurring theme
for both target and disease categories.
Finding the right balance for schizophrenia
is particularly difficult: receptors for multiple
neurotransmitters are implicated, multiple
classes of receptor exist for each neuro-
transmitter, and desirable targets are a
matter of debate. Andrew Payne of Glaxo-
SmithKline (GSK) noted that marketed
schizophrenia drugs target as many as 15
different receptors each. Not only do these
molecules fail to treat several symptoms
of schizophrenia, they have serious side
effects. Payne’s group felt that many of
these activities are unnecessary and unde-
sirable and set about discovering com-
pounds that activate five, and only five,
specific proteins: two dopamine receptors
(D2 and D3) and three serotonin receptors
(5-HT2A, 5-HT2C, and 5-HT6). The team
found a compound that loosely fit these
characteristics by interrogating GSK’s data-
base and then fine-tuned divergent structure–
activity relationships to create an advanced
lead that shows a promising in vivo profile.

Antonello Mai of the Università degli
Studi di Roma in Italy described a similarly

complex picture for the much younger
science of epigenetics, or the regulation of
gene expression through modifications to
DNA and to chromatin structure. DNA itself
can be modified by DNA methyltrans-
ferases, whereas chromatin structure can be
altered through phosphorylation, ubiquiti-
nation, ribosylation, methylation, and acety-
lation/deacetylation. Four classes of histone
deacetylases (HDACs) each comprise
several enzymes; inhibitors of several are in
clinical trials against cancer. Mai reported
several chemical series of HDAC inhibitors,
including the first inhibitors specific for
Class 2 HDACs, a group of five enzymes
expressed in heart, muscle, and brain. To
his surprise, these compounds showed no
ability to inhibit the cell cycle, induce apo-
ptosis, or cause differentiation in leukemia
cells and thus may represent a new chemi-
cal tool to fine-tune the study of these
proteins.

Even the most successful medicinal
chemistry program will fail if carried out
against an inappropriate target or without
sufficient focus on the biological context of
both the target and the disease to ensure
that relevant mechanisms of action are
pursued. Lamenting the fact that “large
numbers of compounds lack contextual
information,” Giovanni Gaviraghi of Siena
Biotech in Siena, Italy, discussed targets in
Alzheimer’s disease (AD). Three different
secretases are involved in processing the
amyloid precursor protein that forms the
neural plaques characteristic of the disease,
but all are problematic either chemically or
biologically. Discovering appropriate com-
pounds for �- and �-secretases is difficult
because the activity of the former should
be enhanced rather than inhibited and
because the latter’s flexible active site
thwarts traditional medicinal chemical
approaches. The challenges for �-secretase
are biological: compounds that inhibit this
enzyme are likely to inhibit the NOTCH
pathway, which is necessary for maintaining
neural stem cells, proper cell differentiaton,
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and other functions. Tellingly, both Merck
and Lilly have advanced �-secretase inhibi-
tors in the clinic; for the proteins posing
chemistry challenges, �-secretase programs
lag behind, and �-secretase is widely con-
sidered unenhanceable.

Several promising AD targets remain rela-
tively unexplored. One example is the
protein Dickkopf1 (DKK1), which is overex-
pressed in AD and acts to inhibit the Wnt
signaling pathway. Cell studies show that
inhibiting DKK1 or rescuing Wnt can prevent
neural death and point to a potential thera-
peutic. DKK1 and importantly the Wnt
pathway may be key areas for AD research.
As Gaviraghi indicated, phenotypic screen-
ing will likely be most effective at untangling
complex networks such as the Wnt signaling
pathway and will require an integrated
chemistry and biology approach.

Sometimes, it is not identifying targets
but measuring compounds’ effects against
target families that is challenging. Andreas
Termin, director of chemistry at Vertex Phar-
maceuticals in San Diego, CA, described the
creation of an assay to detect selective
sodium channel modulators. The nine sub-
types of voltage-gated sodium channels
(NaVs) are expressed differentially in the
central nervous system (CNS), peripheral
nervous system, and skeletal muscle. Cur-
rently marketed NaV inhibitors, which are
not selective, can relieve epilepsy, pain, and
tinnitus but have limiting side effects. Unfor-
tunately, attempts to find selective com-
pounds have been hindered, because NaVs
have fast kinetics, which make them intrac-
table to most cell-based functional assays,
and because the gold standard for measur-
ing ion channel activity, patch clamping of a
neuron, is slow and tedious. Termin esti-
mated that using this method to assess the
IC50 for all nine NaV subtypes for one com-
pound would take two weeks.

Vertex researchers made this assessment
tractable to high-throughput screening that
could be completed for their entire com-
pound library in a matter of months. They

filled multiwell plates with cell lines engi-
neered to overexpress NaVs. Fluorescent
dyes that change color according to voltage
were embedded in the cells. They stimu-
lated cells by placing them in an electric
field and detected voltage changes by mea-
suring fluorescence. The assay helped
Vertex develop NaV-selective inhibitors just
as effective as the neuralgia drug gabapen-
tin in three animal models for pain. More-
over, CNS side effects measured by a rat bal-
ancing test were much less severe than
those seen for gabapentin and a pan-NaV
inhibitor.

But Termin expects the E-VIPR (electrical
stimulation voltage/ion probe reader) tech-
nique to have wider applications. A surpris-
ingly high number of marketed drugs block
NaVs, a fact that might explain some myste-
rious side effects. E-VIPR could be used to
identify potential off-target effects and thus
eliminate problematic molecules earlier in
the drug-development process.

Functionalizing Antibodies. Medicinal
chemists have invaded traditional biology
space with techniques to functionalize anti-
bodies. Antibodies conjugated to radioac-
tive isotopes and potent toxins came to the
market as anticancer drugs in the 1990s.
However, manufacturing and administering
the drug remain cumbersome, largely
because of problems attaching chemical
groups to the complex proteins and ensur-
ing that attached moieties are delivered
appropriately. A key goal is to create conju-
gated antibodies that won’t release their
cargo until the antibodies are internalized
into the cells they bind. This will deliver
potent toxins to selected cells without
poisoning nontargeted cells. Moreover,
because the antibody actively carries the
small molecules into the cell, medicinal
chemists are freed from typical limitations of
size and lipophilicity.

However, the chemistry of the linker
between antibody and small-molecule cargo
is essential. Because cytoplasm is more
acidic than plasma, early versions of linkers

were designed to be cleaved by acid. In
practice, however, these linkers frequently
released their cargo before internalization,
causing toxicity problems and reducing
delivery to cancer cells. Peter Senter of
Seattle Genetics and Vincent de Groot of
Syntarga in the Netherlands described
recent efforts to optimize this linker and
even introduce new functionality to it.

Seattle Genetics has created a new linker
that is cleaved by proteases within the cell
and that yields more specific delivery of the
potent antimitotic agent monomethyl
auristatin E (MMAE). The company filed an
investigational new drug application for
anticancer antibody SGN-35 in June 2006.
Intriguingly, when an auristatin variant,
MMAF, was attached via a noncleavable
linker, it retained efficacy but showed less
overall toxicity. This most likely occurred
because of the fact that drug release
required complete antibody degradation, a
process less efficient in many target cells
than in cancer cells. The released drug
retained a modified form of the linker, which
in the case of MMAF did not diminish its
activity. This illustrates how the linker tech-
nology is important for controlling toxicity
and efficacy, as well as how sensitive a drug
is to the means by which it is attached to the
carrier protein.

Syntarga is developing combinations of
linkers with potent, DNA-damaging drugs
from the class of duocarmycins. Company
founder and CEO de Groot described a
series of self-releasing linkers that could be
used interchangeably to attach a wide
variety of small molecules to antibodies. He
also described a branched linker series
designed to allow an antibody to release
several-fold the number of drug molecules
per linker with a single cleavage site.

Approaches that use antibodies to deliver
small molecules to cells rely on antibodies’
inherent selectivity. Ana-Isabel Hernández
of Utrecht University in the Netherlands took
a more radical approach, with a plan to
mimic the selectivity regions of an antibody
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with completely synthetic molecules. Such
synthetic “antibodies” could be used to
better understand and perhaps to enhance
or alter an antibody’s interaction with its
antigen. Hernández and colleagues created
a triazacyclophane scaffold capable of
holding three of the six hypervariable
peptide loops through which antibodies rec-
ognize antigens. She used click chemistry to
successfully graft the 7- or 8-mer peptides
onto this scaffold. They are currently working
out purification techniques necessary
before further characterization.

The conference ended with an emphasis
on the growing connections between
biology and chemistry. In the concluding
talk, Jan van der Greef of TNO Systems
Biology in the Netherlands urged attendees
to think less about individual targets and
more about biological systems, echoing Pel-
licciari’s earlier observations that this was
already happening. At the conference two
years ago, no events were explicitly devoted
to chemical biology. This year’s conference
had a designated prize, plenary speakers,
and sessions. In other words, chemistry and
biology are meeting not just where Europe
and Asia meet, but in countless labs
throughout the world.
—Monya Baker, Science Writer
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S oon after a sperm meets an egg, 
the single fertilized cell splits into 
two cells, then four, and then eight. 

Cell division is responsible for producing 
each of the trillions of cells present in every 
human body. During adulthood, division 
supplies replacements for cells lost to age, 
injury, and disease, but it can also form the 
basis for illnesses such as cancer. Despite 
the importance of mitosis in development 
and medicine, researchers have much to 
learn about the molecular mechanisms that 
regulate it. Cell biologist Rebecca Heald 
of the University of California, Berkeley, is 
striving to iron out these details. Heald’s 
work concentrates on the mitotic spindle, a 
structure that is essential for correctly dis-
tributing copied chromosomes to daughter 
cells. Using techniques that blend biology 
and chemistry, she and her colleagues are 
identifying molecules and proteins that 
play major roles in directing this dynamic 
cell process.

Discovering Division
Heald was born in 1963 in Bellefonte, 
PA, a town near Pennsylvania State 
University, where her father Emerson was 
a postdoctoral fellow. About a year later, 
she and her family moved 2 hours west 
to Greenville, PA, home to a small liberal 
arts school, Thiel College. Heald’s father, 
a physical chemist, taught there for more 
than 40 years. Some of Heald’s earliest 
memories are of visiting her father and his 
colleagues in the chemistry building. “The 
whole building smelled like the lab, and 
it’s a smell I really liked. I liked seeing all 
the glassware and watching people doing 
experiments—it seemed like a lot of fun,” 
she recalls. “To this day, I really love a lab. 
I feel really comfortable there.”

Though both of her parents were trained 
chemists, Heald notes that they rarely 
pushed her to follow in their footsteps. 
Rather, her mother and father encouraged 
Heald and her two older sisters to pursue 
a variety of interests in addition to science, 
including math, reading, and writing.

By the time she graduated from high 
school in 1981, Heald considered math 
and literature to be two of her strongest 
subjects. However, soon after she entered 
Hamilton College, in Clinton, NY, she chose 
chemistry as her major. “I thought, I can 
always read in my spare time, but I can’t 
work in a lab in my spare time,” she says. 

Describing herself as “squeamish,” 
Heald says that she chose chemistry over 
biology to avoid dissecting a cat, a require-
ment for all biology majors at Hamilton. 
However, she notes that she enjoyed 
her biology classes, filling her schedule 
with selections such as microbiology and 
biochemistry.

By the time she received her bachelor’s 
degree from Hamilton, Heald was almost 
certain that she wanted to pursue science 
in graduate school, although she had not 
decided on a field. To gain more experi-
ence to guide her decision, she wrote 
letters to several investigators whose work 
intrigued her, hoping that one might invite 
her to work as an assistant. Eventually, she 
was hired by Sarah Hitchcock-DeGregori, 
a muscle protein biochemist and cell 
biologist at Rutgers Medical School in 
Piscataway, NJ. For the next 2 years, Heald 
worked with Hitchcock-DeGregori on a 
project to generate mutant versions of a 
muscle protein called tropomyosin. The 
researchers expressed the proteins in 
bacteria, purified them, and then char-
acterized these mutants. They observed 
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these proteins’ ability to bind to actin and 
determined whether they promoted ATPase 
activity in conjunction with other muscle 
proteins.

By the time Heald left Hitchcock-
DeGregori’s laboratory, she had two 
published papers (1, 2) and a sense of the 
direction she wanted her career to take. 
With Hitchcock-DeGregori’s helpful mentor-
ship, Heald decided to study cell biology at 
Harvard Medical School’s doctoral program.

When she entered the program in 
1987, Heald says that she was unsure of 
what focus her studies would ultimately 
take. However, the school used a series 
of laboratory rotations to provide multiple 
chances for students to select a mentor. 
After just two rotations, Heald chose to 
work in the laboratory of Frank McKeon. “I 
would choose the same lab all over again,” 
she says.

McKeon’s work concentrated on proteins 
in the nuclear lamina, a network of proteins 
that line the nuclear envelope. One of his 
projects involved making mutant versions 
of lamin genes, transfecting these genes 
into cells, and then observing the effect of 
the mutant proteins with a microscope. The 
visual aspect of McKeon’s work was what 
drew her to join the project, says Heald. “I 
found looking through the microscope to 
be really exciting,” she adds. “A lot of my 
science is visually inspired, and just being 
able to see what something is doing is the 
most meaningful thing to me.”

Generating new lamins harboring mutant 
phosphorylation sites, Heald eventually 
found one that wouldn’t allow the nuclear 
lamina to break down during mitosis, in 
turn preventing the nucleus from dividing 
once the mitotic spindle had formed (3). 
An image of this event, which accompanied 
the paper that Heald and McKeon pub-
lished describing this work, was featured 
on the cover of the journal Cell. The image, 
showing a normal cell undergoing mitosis 
beside one with an altered lamina, “made 
it very clear that these sites were important 

for regulation of the assembly and disas-
sembly of the lamina,” says Heald.

Positive Visualization
Heald completed her doctoral degree 
after working with McKeon for 5 years. 
Encouraged by her success in studying 
cell division, she decided to make this 
process the focus of her work during her 
postdoctoral fellowship. Seeking a change 
of scenery, Heald says that she looked for 
postdoctoral opportunities far from home. 
Her first choice for continuing her studies 
was at the European Molecular Biology 
Laboratory (EMBL) in Heidelberg, Germany.

“People warned me that it could be bad 
for my career, that Europe was a backwater 
that I’d never emerge from again, and that 
I’d have trouble getting a job afterwards,” 
says Heald. Respectfully ignoring this 
advice, she joined the laboratory of Eric 
Karsenti, a cell biologist who studies the 
regulation of microtubule dynamics. Heald 
joined Karsenti on a project to determine 
what factors regulate catastrophe, a process 
in which microtubules go from a growing to 
a shrinking state, and an important param-
eter of microtubule dynamics that is altered 
during spindle assembly.

Her original plan, says Heald, was to 
fractionate Xenopus egg extracts, using this 
material to investigate catastrophe. Though 
other researchers used yeast as a model 
organism to identify microtubule regulatory 
factors, Heald appreciated the frog eggs’ 
robust size, which made it possible to gen-
erate extracts that could reconstitute mitotic 
processes and visualize them outside the 
cell. 

Heald notes that many of her early 
experiments in Karsenti’s laboratory ended 
without success, but in 1995 her work took 
a positive turn. At that time, she decided to 
pursue a new angle to investigate mitotic 
spindle assembly.

She explains that as the mitotic spindle 
forms, microtubules are stabilized by inter-
acting with chromosomes. Heald wondered 

whether an enzyme on chromatin might 
ultimately be responsible for this activity 
and sought to isolate it.

To more easily isolate chromatin from the 
egg extract, she worked with colleagues at 
EMBL who were coating metal beads with 
DNA. She reasoned that chromatin would 
form on beads, which would be much 
easier to isolate and characterize biochemi-
cally. However, she realized that it wasn’t 
yet known whether chromatin itself was the 
stabilizer or whether other material in chro-
mosomes was responsible for this effect. 
After adding chromatin-coated beads to the 
extract, she saw that mitotic spindles could 
form around the beads. An image of this 
phenomenon earned her a second journal 
cover, this time in Nature (4). “This image 
said that you don’t need real chromosomes 
to build the bipolar mitotic spindle—all you 
need is chromatin,” she says.

Heald calls this discovery a “turning 
point” that opened up numerous questions 
to steer her future research: Which motor 
proteins are responsible for generating 
the mitotic spindle? What in chromatin is 
responsible for allowing the mitotic spindle 
to grow? Heald accepted an assistant 
professorship in 1997 at the University of 
California, Berkeley, to pursue the answers 
to these questions.

Fruitful Collaborations
For almost a decade, Heald’s laboratory at 
Berkeley has investigated mitotic spindle 
regulation. As a nod to her doctoral and 
postdoctoral work, she and her colleagues 
have focused on crafting visual experi-
ments that allow them to quickly see their 
results.

One of Heald’s most fruitful projects at 
her Berkeley laboratory has been in col-
laboration with her Berkeley neighbor, cell 
biologist Karsten Weis, who studies nucleo-
cytoplasmic transport. Previous studies 
had suggested that the machinery that 
regulates this process is also involved in 
controlling mitosis. Working together, their 
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laboratories used FRET probes to visual-
ize proteins around mitotic chromatin in 
Xenopus eggs. This technique revealed that 
RanGTP forms a gradient that’s enriched 
near chromatin (5). 

That view challenged a general concept 
of how some proteins exist within cells. “In 
general, people think that different things 
are compartmentalized in cells by mem-
branes and other structures,” Heald says. 
“We could see that there was a physical 
gradient of this protein even without the 
nuclear envelope or anything holding it in.”

More recently, Heald and Weis collabo-
rated with Berkeley researcher Ehud Isacoff. 
Using a technique called fluorescence 
lifetime image microscopy, Petr Kalab, a 
postdoctoral researcher working with all 
three groups, found that a similar RanGTP 
gradient exists in human somatic cells, 
a system that’s significantly smaller and 
more complex than Xenopus eggs (6).

Heald worked on a different kind of 
collaborative project with the laboratory of 
chemist Peter Schultz, a former Berkeley 
researcher who now works at the Scripps 
Research Institute in La Jolla, CA. Heald 
and Schultz joined forces to screen chemi-
cal libraries for compounds that inhibit 
mitotic spindle assembly but don’t target 
microtubules.

In an approach Heald describes as 
“low throughput,” graduate student Sarah 
Wignall added ~1500 individual chemicals 
to Xenopus egg extracts to test whether 
each one inhibited spindle assembly. 
Chemicals that passed the first test went 
through a second assay to determine 
whether they inhibited tubulin polymer-
ization. Finally, compounds that made it 
through both assays were coupled to an 
affinity matrix and mixed with Xenopus egg 
extract to determine which egg proteins 
bound to the compound. The researchers 
ultimately identified one compound, called 
diminutol, that bound to an NADP-depen-
dent oxidoreductase. Such a compound 

might eventually be used as a basis for 
anticancer therapy or as part of a genetic 
screen to determine what other factors are 
functioning in a redox pathway that could 
regulate spindle assembly (7 ).

This September, Heald received the 
National Institutes of Health Director’s 
Pioneer Award, a grant that will guide more 
than half her laboratory’s efforts over the 
next 5 years. Heald says that she plans to 
use these funds to investigate the “really 
fascinating question” of how cells appro-
priately scale the sizes of their intracellular 
components. She and her students will use 
their favorite model, Xenopus laevis, along 
with a related species, Xenopus tropicalis, 
to explore this subject.

X. tropicalis is about one-fifth the size 
of X. laevis, notes Heald. She explains that 
egg volume and mitotic spindle size are 
similarly scaled in the two species. Her 
laboratory has found that mixing extracts 
from the two species’ eggs changes the 
mitotic spindle’s size. “In the cytoplasm, 
there seems to be some readout of the size 
of the cell,” says Heald. “We’d like to find 
out how that works and what other struc-
tures in the cell are scaled like that.”

Investigating this question will keep 
Heald occupied for years to come, but she 
anticipates that other questions will con-
tinually arise to pique her interest. Pursuing 
new lines of research with her colleagues 
and collaborators is one of the best parts of 
her job, she says.

There are “still really tremendous unan-
swered questions, fundamental things 
about biology that we haven’t been able to 
investigate very well in the past,” she says. 
“There’s just so much to learn.”
—Christen Brownlee, Science Writer
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Induction of Pluripotency in Fibroblasts
through the Expression of Only Four
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C ells that have the power to develop
into any differentiated precursor or
into a fully differentiated cell type

are said to be “pluripotent”. It has been
speculated that these cells could be incor-
porated as part of therapies to reverse cellu-
lar degeneration in diseases such as Alzhei-
mer’s and Parkinson’s or used in tissue
engineering and ex vivo organ growth appli-
cations. These cells could also provide illu-
mination into human development by
opening the door to in vitro experimenta-
tion. The most established method to derive
human pluripotent cells is to isolate the
inner cell mass from embryonic blastocysts
to create human embryonic stem cell (hESC)
lines (1). Many challenges must be over-
come before these lines can be used as the
basis of therapeutic technologies (2). Cur-
rently, most of the conditions to propagate
the cells in a pluripotent state are complex,
expensive, and ill-defined. Methods used to
differentiate hESCs also tend to be low yield-
ing and nonspecific and require multiple
steps. Recently, combinatorial techniques
have been explored with the intent to
rapidly solve these problems (3). An addi-
tional challenge is perhaps less easily over-
come. All of the early hESC lines were
derived in a similar manner and were propa-
gated on a feeder layer of mouse embryonic
fibroblasts (MEFs). They all have been
shown to express murine-specific antigens
(4). Because of the current political climate,

all federally funded labs in the U.S. are
restricted to only these cell lines. Although
hESC lines grown in humanized conditions
have been established (5), they are not
available to federally funded researchers
in the U.S. In order to work around these
restrictions, scientists have sought to more
fully understand pluripotency. Researchers
have already determined that cells can be
de-differentiated by transferring their nuclei
to unfertilized eggs (6) and that pluripotency
can be transferred by fusing a stem cell with
a differentiated cell (7). These results
suggest that pluripotent cell lines could be
established by expressing certain unknown
key factors in differentiated cells of a non-
embryonic origin. An additional benefit
would be that transplantation rejection
could be prevented when pluripotent cells
are derived from the patient to be treated.

A recent paper by Takahashi and
Yamanaka (8) published in Cell suggests
that only a small number of factors
expressed in concert are necessary to
induce pluripotency in differentiated cells.
The article describes a screen in which the
authors select, from a pool of 24 embryonic
nuclear proteins, factors pivotal in the main-
tenance of ESC-like properties. The screen
links G418-resistance in MEFs to induction
of pluripotency and thereby establishes
lines of induced pluripotent stem (iPS) cells.
The results of the study demonstrate that
iPS cells expressing all 24 factors have mor-
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ABSTRACT Pluripotent cell lines have the po-
tential to provide an unlimited supply of cells to
therapeutically replace those damaged by various
diseases. Understanding the nature of the pluripo-
tency of these cells could result in more controlled
methods for their propagation and differentiation
and could help work around the politically based
policy restrictions currently dogging the field. A
recent paper describes how it is possible to gen-
erate pluripotent cell lines from differentiated
adult murine fibroblast cells. Establishing a similar
method for human cells would offer tissues for
transplantation that elicit no rejection response
and would provide an embryo-independent and
patient-specific source of therapeutic cells that
would quell ethical and political issues.
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phologies and growth rates and express
many key markers similar to those of pluri-
potent stem cells. Interestingly, methylation
patterns of key genes associated with pluri-
potency were similar but not identical to
those of ESCs. By winnowing down the
factors, the authors demonstrate that it is
possible to maintain the pluripotency prop-
erties even if only 4 of the 24 are expressed
(Figure 1). The established iPS cell lines
could form embryoid bodies similar to those
of ESCs. Additionally, the cells were injected
under the skin of nude mice to induce tera-
toma tumor formation. These teratomas dif-
ferentiated into all three developmental
germ layers, demonstrating the pluripotency
of the iPS cells. These four factors also could
induce pluripotent properties in fully differ-
entiated adult fibroblasts. Interestingly,
these cells were injected into mouse blasto-
cysts, but no chimeric mice were produced;
this suggests that these cells cannot con-
tribute to embryo development.

The four factors that were determined to
induce pluripotency were Oct3/4, Sox2,
c-Myc, and Klf4. It is not surprising that
Oct3/4 and Sox1 are involved because they
have been shown to be key for maintaining
pluripotency (9). It is surprising, however,
that the factor Nanog, which has also been
shown to be important, is non-essential for
the establishment of iPS cells in this study.
The factors c-Myc and Klf4 are oncoproteins.
The authors suggest that together their
expression might balance the levels of p53
or p21CIP1 and thereby regulate apoptosis or
cell proliferation; however, c-Myc in particu-

lar is rather nonspecifi-
cally global in its
expression of down-
stream proteins.

The results
described in this paper
are intriguing. This
study implies that the
total deprogramming of
differentiated cells

might be much easier than was previously
thought. If true, then a stripped-down, ratio-
nal method could be envisioned to supply
cells for therapies in human patients. This
method would circumvent government
restrictions and make available tissues that
would be safe from immune rejection upon
transplantation. However, as promising as
these results are, a great deal more research
is required to determine whether similar
approaches can be used for human thera-
pies. Pluripotency in murine models seems
to be regulated differently than in humans.
For example, proliferating mouse ESCs is
possible with the addition of a single growth
factor. For hESCs, no magic factor has been
discovered, and a complex cocktail of com-
pounds must be added to maintain pluripo-
tency and promote proliferation. Therefore,
reprogramming human somatic cells would
probably not be as simple as for their
murine counterparts. In addition, the iPS
cells, unlike ESCs, seem to be at an interme-
diate stage of pluripotency. The DNA methy-
lation of key pluripotency genes resembles
a half-way position between that of ESCs
and that of the fibroblasts from which the
iPS cells were derived (10). Furthermore, the
failure of chimeric mouse development sug-
gests that the cells may have the appear-
ance of pluripotent cells in some ways but
may not be “pluripotent enough”. Interest-
ingly, this suggests that different degrees of
pluripotency exist and that it may prove wise
for the field to revisit its criteria for the deter-
mination of this important cellular property.
To understand how these results can con-
tribute to stem cell science and develop-

mental biology requires much more experi-
mentation. It is unclear whether de-
differentiating human somatic cells can
really be done so simply or even at all.
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Small-Molecule Triggers of Tadpole
Metamorphosis
Blake R. Peterson*
Department of Chemistry, The Pennsylvania State University, University Park, Pennsylvania 16802

T he ability to achieve a high level of
selectivity for a specific biological
target is a key requirement for the

generation of effective therapeutic agents
and molecular probes. This endeavor can be
quite challenging. Pockets that bind enzyme
cofactors, hormones, and other key regula-
tory molecules are often highly conserved
among protein family members that control
diverse biological processes. However, our
increasingly better understanding of the
molecular recognition of protein–small-
molecule interactions is beginning to allow
the design of selective compounds that can
target a single subtype among highly struc-
turally similar members of protein families
(1, 2). In this issue of ACS Chemical Biology,
Ocasio and Scanlan (3) report on the use of
a rational design approach to identify the
first specific agonist of thyroid hormone
receptor (TR)-alpha (TR�). This agonist has
profound effects on TR�-mediated meta-
morphosis of Xenopus laevis, and it repre-
sents an important new molecular probe for
dissecting signaling pathways controlled by
this nuclear receptor (NR).

Members of the NR superfamily of tran-
scription factors share conserved ligand
binding domains (LBDs). By binding small
molecules, NRs play key roles in embryonic
development, cellular differentiation,
metabolism, and cell death. Many of these
proteins represent major drug targets, and
selective therapeutic agents targeting spe-
cific NR subtypes have the potential to revo-
lutionize the treatment of diseases of the
endocrine system (4). One such NR is the TR,

which comprises two related subtypes, TR�

and TR�, encoded by two different genes
(5). The LBDs of these subtypes are �75%
identical in amino acid sequence. The
thyroid hormone 3,5,3=-triiodo-L-thyronine
(Figure 1, T3, 1) binds the LBDs of both sub-
types with high affinity (Kd � 0.06 nM) (6).
Consequently, T3 influences numerous
physiological parameters, including growth,
development, homeostasis, metabolism,
heart rate, lipid levels, and mood (7). Phar-
macological treatment with thyroid hormone
has the potential to control body weight and
lower cholesterol and triglycerides (8).
However, this therapeutic approach has
been plagued by side effects of hyperthy-
roidism, such as elevated heart rate and
arrhythmia (9). Studies of patients resistant
to thyroid hormone and knockout of the TR
subtypes in mice have revealed that TR�

mediates the effect of thyroid hormone
on heart rate, whereas TR� affects other
responses to this hormone (10). Because of
the potential of TR� as a target of obesity,
hyperlipidemia, depression, and osteoporo-
sis, selective TR� agonists are of significant
interest as therapeutic agents (11). However,
the design of compounds selective for only
one of the two TR subtypes is difficult. The
residues that define the hydrophobic ligand
binding pockets (LBPs) of TR� and TR� differ
by only one amino acid; Ser277 in TR� is
replaced by Asn331 in TR�. Despite these
similarities, TR�-selective ligands such as
GC-1 (2) (12) and compound 3 (Figure 1)
(13) have been reported. A structural com-
parison of the LBDs of TR� bound to
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ABSTRACT Small molecules that function as
highly selective agonists and antagonists of cel-
lular receptors comprise some of the most valu-
able therapeutic agents and molecular probes. A
recent paper describes the design, synthesis, and
evaluation of CO23, the first potent and specific
agonist of thyroid hormone receptor-alpha (TR�),
a member of the nuclear receptor (NR) superfamily
of transcription factors. Together with previously
reported TR�-selective agonists such as GC-1,
these compounds represent powerful new tools
for studying gene expression, signaling, differen-
tiation, and development controlled by this impor-
tant NR.
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compound 3 (13) and TR� bound to T3 (1)
(14) is shown (Figure 2).

Selective TR� agonists are of significant
interest as molecular probes of TR signaling
pathways. On page 585 of this issue of ACS
Chemical Biology, Ocasio and Scanlan (3)
describe the first such TR�-selective thyro-
mimetic, termed CO23 (Figure 1, 4). CO23
(4) is a selective TR� agonist despite
binding to both of the purified TR subtypes
with equal affinity. This similarity in affinity
is perhaps not surprising given that the LBPs
are identical except for the single Ser277 to
Asn331 substitution. In contrast, GC-1 (12)
and compound 3 (13) are selective agonists
of TR� because they bind substantially more
tightly to this protein subtype. Several avail-
able X-ray structures of TRs bound to ligands
(13–16) show that the selective binding of
GC-1 (2) and compound 3 to TR� appears to
result from participation of the carboxylate
moiety in a hydrogen bonding network that
includes the TR� Asn331 residue.

When evaluated against TRs expressed in
mammalian cells, CO23 (4) selectively acti-
vates gene expression controlled by TR�.
Previous studies of related estrogen recep-
tors (17, 18) show that this selectivity may
arise from subtle differences in the induced

conformations of amino acid side chains
that define the LBP. Minor effects on amino
acid side chains can influence the dynamics
of the conformationally mobile helix-12, the
most carboxy-terminal helix of NR LBDs (19).
Perturbation of helix-12 can affect the
recruitment of coactivator proteins to the
LBD, potentiate interactions with the tran-
scriptional machinery, and regulate gene
expression.

Because of its selectivity for TR�, CO23
(4) has unique effects on TR signaling
in vivo. When tadpoles of the frog X. laevis
are treated with CO23 (4), this compound
triggers only part of the developmental
program that regulates metamorphosis;
hind limbs of tadpoles grow, but other
developmental changes are not activated.
These changes include resorption of the
head and tail observed upon treatment with
the pan-agonist T3 (1) or the TR�-selective
agonist GC-1 (2) (20). Moreover, sequential
treatment of tadpoles with CO23 (4) fol-
lowed by GC-1 (2) revealed that these
isoform-selective agonists can be used
for temporal control of tadpole morphogen-
esis; the proper sequence of activation of
the two TR subtypes is critical for correct
execution of the developmental program.
Furthermore, it was also confirmed by real-
time PCR analysis of gene expression that
selective activation of TR� in vivo by CO23
(4) is controlled by this TR subtype.

GC-1 (2) and CO23 (4)
represent members of a
growing family of small
molecules that affect
development or cellular
differentiation by interact-
ing with defined molecular
targets. Among the com-
pounds known to affect
NRs in this way, BMS493, a
pan-antagonist of the reti-
noic acid receptors alpha,
beta, and gamma, affects
hindbrain patterning in
chick embryos (21). Rosi-

glitazone and other members of the thiazo-
lidinedione family of antidiabetic drugs can
control the differentiation of adipocytes by
functioning as selective agonists of the per-
oxisome proliferator-activated receptor-
gamma (PPAR�) (22). Conversely, the selec-
tive PPAR� antagonist T0070907 inhibits
differentiation of adipocytes (23). Other
compounds that affect development and
differentiation through well-characterized
mechanisms include purmorphamine
(24, 25) and cyclopamine (26). These com-
pounds function as agonists and antago-
nists, respectively, of Smoothened, a key
regulator of the Hedgehog signaling
pathway. Other examples of the use of
chemical genetics to probe developmental
biology have also been reviewed (27).

Activation of gene expression mediated
by the genomic effects of TR� and TR� can
now be dissociated in vivo through the use
of specific small molecules. This chemical-
genetics approach provides new tools to
elucidate the complex biology regulated by
NRs. However, in addition to their genomic
effects, TRs and many other NRs activate
distinct nongenomic signaling pathways
(28). Given the previous achievements of
using small molecules to separate genomic
from nongenomic actions of estrogen recep-
tors (29, 30), identifying compounds that
isolate these specific functions of TR sub-
types to provide even finer resolution
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Figure 1. Structures of TR agonists. The
thyroid hormone T3 (1), which activates both
TR� and TR�, is shown on the top. The TR�-
selective thyromimetics GC-1 (2) and compound
3 are shown in the middle. The TR�-selective
thyromimetic CO23 (4) is shown on the
bottom.

Figure 2. X-ray structures of TR LBDs. a) TR� bound to compound
3 (PDB code 1NAV). b) TR� bound to T3 (1, PDB code 1XZX).
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should be possible. Further development of
this strategy has the potential to lead to
highly selective therapeutic agents for
various life-threatening diseases and to
powerful molecular probes of signaling
pathways yet to be fully elucidated.
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Errors in Translation Cause Selective
Neurodegeneration
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ABSTRACT The 3D structure of a protein is
determined by the unique sequence of amino
acid residues comprising the polypeptide chain.
Sequence changes can cause protein misfolding,
a potentially toxic phenomenon implicated in
various neurodegenerative disorders. In a recent
paper, translational misincorporation is pro-
posed to be a new biochemical mechanism for
generating mutant proteins that misfold and kill
neurons.

A typical globular protein adopts a
compact structure with buried
hydrophobic residues (1). This

protein fold is stabilized by a network of
intermolecular contacts (including hydro-
phobic, electrostatic, and hydrogen-
bonding interactions) involving residues
throughout the polypeptide chain. Modifica-
tions to the amino acid sequence can
disrupt these stabilizing interactions and
result in protein misfolding. In turn, mis-
folded polypeptides have a high propensity
to form aggregates via interactions among
exposed hydrophobic domains. Several
proteins have been found to misfold and
aggregate in neurodegenerative disorders
(NDDs) (2). In general, these proteins
undergo misfolding because of sequence
changes originating from gene mutations or
post-translational modifications (PTMs). For
example, mutant forms of Cu2�/Zn2�

superoxide dismutase produce aggregates
in familial amyotrophic lateral sclerosis
(ALS) (3), and oxidative modifications stabi-
lize aggregated forms of �-synuclein in Par-
kinson’s disease (PD) (4, 5). Now in a recent
paper published in Nature, Susan Acker-
man, Paul Schimmel, and colleagues (6)
report that translational misincorporation, a
process in which the wrong amino acid is
incorporated into the growing polypeptide
chain, is another mechanism by which mis-
folded, neurotoxic proteins are generated.

Normally, misfolded proteins in the
cytosol are refolded by chaperones (includ-
ing heat shock proteins (Hsps) upregulated

in response to protein unfolding) or
degraded by the ubiquitin proteasome
pathway (UPP) (7). However, in cells with a
high degree of protein unfolding, the capac-
ity of these “quality-control” systems is
exceeded, and misfolded proteins form
aggregates. These aggregates are then
recruited to perinuclear inclusion bodies
named “aggresomes”, where they are tar-
geted for destruction via autophagy (8–10).
Autophagy is a cellular process involving
sequestration of cellular material into a
vesicular structure termed an “autophago-
some” (9, 10). The autophagosome ulti-
mately delivers its contents to the lysosome
for degradation. In addition to triggering
aggresome formation, a buildup of cytosolic
protein aggregates elicits protein misfolding
in the endoplasmic reticulum (ER); the result
is ER stress and induction of the unfolded
protein response (UPR) (11). The UPR is a
cellular program involving upregulation of
ER chaperones, increased degradation of
misfolded polypeptides, translational sup-
pression, and under severe conditions of
extreme ER stress, apoptotic signaling
(11, 12).

From the above discussion, it is clear that
amino acid substitutions resulting in protein
misfolding can have profoundly disruptive
effects on cellular homeostasis. One mecha-
nism by which substitutions are avoided is
via faithful transmission of the genetic code
from DNA to protein. Aminoacyl-transfer RNA
(tRNA) synthetases (aaRSs) play a critical
role in this process by ensuring that each
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tRNA is only charged with its cognate amino
acid (13). Each of the 20 aaRS catalyzes a
two-part reaction: activation of the amino
acid with ATP, yielding enzyme-bound
aminoacyl-AMP with release of PPi; and liga-
tion of the amino acid to the 3= end of the
tRNA, yielding aminoacyl-tRNA (aa-tRNA)
with release of AMP. The specificity of the
reaction for the cognate amino acid is
largely determined by the exclusion of
amino acids that are too bulky or lack key
functional groups to interact properly with
the active site. However, because smaller
amino acids can escape these constraints,
aaRSs have evolved a second “editing”
domain that catalyzes hydrolysis of incorrect
aa-tRNAs (the correct aa-tRNA is sterically
excluded from the editing site).

Ackerman, Schimmel, and colleagues (6)
discovered a link between errors in transla-
tion and protein misfolding in their studies
of mice with the “sticky” (sti) mutation.
These mice (so named because of the
unkempt appearance of their fur) were
found to have motor deficits, including trem-
bling and ataxia. The mutant mice also
exhibited age-dependent, apoptotic neuro-
nal death in the Purkinje cell layer of the cer-
ebellum. The authors mapped the sti muta-
tion to the gene encoding alanyl-tRNA syn-
thetase (AlaRS) and found that it resulted in
the substitution of Ala734 with a glutamate
residue (A734E). Expression of a transgene
encoding wild-type AlaRS suppressed
Purkinje cell loss and ataxia in the sti mutant
mice, confirming that the A734E substitu-
tion is responsible for the neurodegenera-
tive phenotype.

Ala734 is a conserved residue in the
putative editing domain of AlaRS. Mutations
in this domain of the Escherichia coli
enzyme lead to increased levels of misacy-
lated Ser- or Gly-tRNAAla, and cells express-
ing mutant AlaRS have decreased viability in
media supplemented with high amounts of
serine or glycine (14). Presumably, these
elevated noncognate amino acids act as an
environmental “stressor” that elicits toxicity

via increased tRNAAla misacylation and,
therefore, decreased translational fidelity.
To address whether misacylation is involved
in the sti phenotype, Ackerman, Schimmel,
and colleagues (6) compared wild-type and
mutant mouse embryonic fibroblasts (MEFs)
in terms of their sensitivity to elevated
amino acids in the cell-culture medium.
Homozygous (sti/sti) and heterozygous
(sti/�) mutant MEFs were markedly more
sensitive to elevated serine than were wild-
type fibroblasts, and this suggests that in-
efficient editing of Ser-tRNAAla by mutant
AlaRS may contribute to neurodegeneration
in the mutant mice.

To characterize the editing function of
AlaRS-A734E more directly, Ackerman,
Schimmel, and colleagues (6) conducted
acylation and deacylation assays with the
recombinant enzyme. Wild-type and mutant
AlaRS exhibited similar kinetics of tRNAAla

acylation with alanine, and neither enzyme
catalyzed Ala-tRNAAla deacylation above
background levels. In contrast, A734E cata-
lyzed deacylation of Ser-tRNAAla less effi-
ciently than wild-type AlaRS (although the
rate of deacylation by the mutant enzyme
was still well above background). The A734E
mutant also catalyzed more rapid misacyla-
tion of tRNAAla with serine compared with
the wild-type enzyme. These biochemical
data provided strong evidence that the sti
mutation causes a specific defect in AlaRS
editing of Ser-tRNAAla.

The authors predicted that the editing
defect of mutant AlaRS would lead to errors
in translation and, therefore, a buildup of
misfolded proteins with amino acid substi-
tutions (Figure 1, panel a). Many of these
misfolded polypeptides should be ubiquity-
lated, reflecting abortive attempts by the
UPP to eliminate these potentially toxic
species (see above). In support of this idea,
the authors found that ubiquitylated pro-
teins were more abundant in sti/sti MEFs
and in mutant Purkinje cells than in the
corresponding wild-type cells. Strikingly,
perinuclear inclusions and autophagosome-

like structures were detected in cerebellar
neurons of sti/sti mice. The mutant Purkinje
neurons also contained increased levels of
cytosolic chaperones, including Hsp72,
Hsc70, and Hsp40, and components of the
UPR, including the ER chaperone immuno-
glubulin heavy-chain binding protein (BiP)
and the pro-apoptotic transcription factor
C/EBP homologous protein (CHOP). These
data are consistent with a model in which
mutant AlaRS causes increased protein mis-
folding and aggregation in sti mutant mice
and results in cerebellar neurodegeneration
(Figure 1, panel b).

Defects in tRNA acylation have been
shown to play a role in some human NDDs.
Two groups reported that overaccumulation
of p38, a cofactor involved in the assembly
of the multi-aaRS complex, contributes to
the death of dopaminergic neurons in PD
(15, 16). In addition, mutations in the gene
encoding glycyl- or tyrosyl-tRNA synthetase
were linked to motor neuropathy in Charcot-
Marie-Tooth disease (17, 18). The study by
Ackerman, Schimmel, and colleagues is the
first to show that impaired aaRS proofread-
ing causes neurodegeneration. The finding
that the sti mutation targets the editing
domain of AlaRS is highly significant
because it suggests that amino acid substi-
tutions will be introduced throughout the
proteome. Accordingly, this mutation is pre-
dicted to cause more widespread misfolding
and aggregation than do monogenic lesions
that elicit destabilization of a single protein.
Protein aggregation in sti mutant mice may
trigger cell death via a gain of function
involving toxic effects of oligomeric species
(e.g., membrane permeabilization) (19, 20)
or via a loss of function involving the inacti-
vation of proteins that are recruited into the
aggregates.

Although the data argue convincingly that
Purkinje cell death in sti mutant mice
involves a buildup of toxic protein aggre-
gates, the cerebellar phenotype may also
result from the disruption of protein activi-
ties required for neuronal survival, indepen-
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dent of aggregation. It is also possible that
the sti mutation triggers cell death by elimi-
nating noncanonical functions of AlaRS dis-
tinct from aa-tRNA synthesis or editing (21).
Additional evidence in support of a role for
protein aggregation rather than these alter-
native mechanisms might be obtained by
testing whether the overexpression of chap-
erones such as Hsp70 suppresses inclusion
formation and neurodegeneration in sti
mutant mice.

The extent to which the sti mutation dis-
rupts translational fidelity in vivo has yet
to be determined. Because recombinant
A734E has significant (albeit reduced) Ser-
tRNAAla deacylation activity, only a fraction
of alanine residues in the proteome are
likely to be replaced with serine. The data
obtained by Ackerman, Schimmel, and col-
leagues suggest that this fraction may vary
from tissue to tissue because of differences
in serine content. Even a low overall percent-

age of alanine-to-serine substitutions would
be expected to have a pronounced impact
on cellular function, given that all of the pro-
teins in the cell would be targeted. More-
over, small amounts of substituted, mis-
folded polypeptides may increase their toxic
effect by “seeding” the aggregation of more
abundant wild-type isoforms (22, 23).

Because translational proofreading is an
essential part of protein synthesis in all cell
types, it is remarkable that impaired AlaRS
editing results in a specific neurodegenera-
tive phenotype in sti mutant mice. The
observation that protein misfolding specifi-
cally targets the central nervous system in
these mice is consistent with the involve-
ment of protein aggregation in other NDDs,
including Alzheimer’s disease, PD, ALS,
Huntington’s disease, and the spinocerebel-
lar ataxias (2, 24). One reason for the sensi-
tivity of terminally differentiated neurons to
protein misfolding is that these cells are
unable to dilute out toxic protein aggregates
via mitosis (6). In addition, postmitotic
neurons are highly dependent on the UPP to
avoid cell-cycle re-entry, a phenomenon that
can trigger neuronal apoptosis (25). Accord-
ingly, these cells may be more vulnerable
than other cell types to mechanisms that
cause impairment of the UPP, including
protein misfolding and aggregation.

Although one can rationalize why termi-
nally differentiated neurons are sensitive to
protein misfolding, it is unclear why Purkinje
cells are especially vulnerable in sti mutant
mice. Purkinje neurons are selectively tar-
geted in other protein aggregation disor-
ders, including spinocerebellar ataxias (26);
this suggests that these cells have inher-
ently inefficient quality-control systems (6).
Nevertheless, brain regions other than the
Purkinje cell layer (e.g., the substantia nigra)
are sensitive to conditions that induce
protein misfolding (27–29), and these
would also be expected to undergo neuro-
degeneration as a consequence of impaired
translational editing in sti mutant mice. A
rationale for the selective degenerative phe-

Figure 1. Defects in the editing function of aaRSs cause protein misfolding and aggregation.
a) Wild-type AlaRS and the A734E mutant catalyze the acylation of tRNAAla with the cognate
amino acid, alanine, resulting in error-free translation and correct protein folding (top). A734E
also catalyzes the acylation of tRNAAla with the noncognate amino acid, serine, resulting in
translational misincorporation and protein misfolding (bottom). The large green oval represents
the AlaRS aminoacylation domain, and the smaller blue oval corresponds to the editing domain.
b) Protein misfolding is induced by (i) PTMs, for example, oxidative damage, (ii) gene mutations,
or (iii) errors in translation due to defective AlaRS editing. (iv) Under normal conditions, misfolded
proteins are eliminated by the UPP. However, at sufficiently high concentrations, misfolded
polypeptides form aggregates, shown here as (v) early oligomers and (vi) mature inclusions.
Protein misfolding induces (vii) the UPR, including upregulation of BiP and CHOP, and (viii)
increased expression of cytosolic chaperones, including Hsp70 and Hsp40. (ix) The cell attempts
to eliminate aggregated proteins via autophagy. (x) Failure to eliminate toxic protein aggregates
ultimately leads to apoptosis, in part regulated by UPR signaling. tRNA image courtesy of Neil
Voss, Wikipedia.
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notype of these mice is implied by the pre-
dicted biochemical consequences of the
AlaRS editing defect. Although impaired
proofreading should trigger translational
misincorporation throughout the proteome,
only a fraction of substituted polypeptides
are expected to undergo misfolding and
aggregation (Figure 2). Some proteins may
be resistant to the potentially destabilizing
effects of alanine-to-serine substitutions
because they have a relatively low propor-
tion of buried alanine residues at sites that
cannot accommodate a serine residue (30).
Other proteins that unfold in response to
alanine-to-serine replacements may be tar-
geted for rapid degradation before they can
accumulate (e.g., proteins with a proline,

glutamic acid, serine, and threonine (PEST)
sequence (31)). Conversely, proteins with
long half-lives and large numbers of buried
alanine residues are more likely to form
aggregates in response to impaired AlaRS
editing. An abundance of these proteins in
the Purkinje cell layer could explain why
this region of the brain is specifically tar-
geted in sti mutant mice. Moreover, some
proteins with alanine-to-serine substitu-
tions may only misfold and aggregate after
undergoing PTMs that further destabilize
the protein fold (Figure 2). If these PTMs
occur frequently in Purkinje neurons, then
this “multi-hit” phenomenon could also
account for the selective nature of the sti
phenotype.

In summary, the findings reported by Ack-
erman, Schimmel, and colleagues suggest a
novel mechanism for protein misfolding and
aggregation in postmitotic neurons and
provide intriguing insight into potential bio-
chemical changes underlying selective neu-
rodegeneration. To better understand the
molecular basis for the sti phenotype, it will
be important to determine which proteins
misfold and aggregate in response to defec-
tive translational editing. This problem can
be addressed via comparative proteomics,
to identify proteins aggregated in mutant
but not wild-type cerebellar tissue, and via
computational modeling, to identify pro-
teins with a high likelihood of misfolding in
response to alanine-to-serine substitutions.
It would also be of interest to determine
whether defects in the editing function of
aaRSs other than AlaRS cause neurodegen-
eration and whether the patterns of cell loss
in these cases differ from the selective
pathology in sti mutant mice. Finally, a high
priority will be to determine whether muta-
tions in aaRS genes are involved in human
NDDs. Presumably, such mutations could
only cause a moderate impairment of trans-
lational proofreading, with neurodegenera-
tion occurring after the onset of reproductive
age; otherwise, they would not be retained
in the human population. Evidence of a role
for defective editing in human NDDs could
have important implications for drug discov-
ery: it would suggest that improving transla-
tional fidelity may be a useful therapeutic
strategy in the treatment of these disorders.
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T ranslation of messenger RNA (mRNA)
to protein occurs on the ribosome.
The mRNA binds around the neck of

the small (30S) subunit, between the head
and the body, whereas the peptidyl transfer
occurs at the peptidyl transfer center (PTC)
on the large (50S) subunit (Figure 1). The
ribosome has three major sites for transfer
RNA (tRNA) molecules, the A-, P-, and
E-sites. The A-site is where the codon–anti-
codon interactions are scrutinized to ensure
that the correct amino acid will be incorpo-
rated. The acceptor end of the tRNA is com-
posed of three conserved single-stranded
nucleotides, C74, C75, and A76. The amino-
acyl moiety attached to A76 of the tRNA in
the A-site accepts the growing polypeptide
from the tRNA in the P-site during peptidyl
transfer. The new peptidyl-tRNA is subse-
quently translocated from the A-site to the
P-site. The deacylated tRNA is translocated
from the P-site to the exit (E)-site, where it
finally dissociates. Translation is catalyzed
by several GTPases, primarily elongation
factors Tu (EF-Tu) and G (EF-G). Whereas
EF-Tu with GTP delivers the charged tRNA to
the ribosome and dissociates after GTP
hydrolysis, EF-G with GTP catalyzes the
translocation of mRNA and tRNAs (see
below).

Two new structures of 70S ribosomes
(1, 2) add significantly to the information
gained by the high-resolution structures of
separate 30S subunits from Thermus ther-
mophilus and 50S subunits (3, 4) from Halo-
arcula marismortui (5) and Deinococcus
radiodurans (6), the 5.5-Å structure of 70S
T. thermophilus ribosomes (7), and the two

complete Escherichia coli ribosomes ana-
lyzed at 3.5-Å resolution (8). For a full under-
standing of ribosomal function, we need to
study complete ribosomes and as many of
their complexes as possible at high resolu-
tion. Even though the ribosomes in the most
recent studies come from the same species,
the varying crystallization conditions have
led to different crystal packing and diffrac-
tion power (1, 2). With improved resolution,
new details can be identified and old obser-
vations can be confirmed or contradicted
and are of great general interest.

With regard to the general structure,
certain features remain too flexible to be
seen. In both structures, proteins L10,
L7/L12, and L11 at the GTPase center are
not seen, and a few additional poorly visible
proteins differ between the two structures.
In the new 2.8-Å resolution structure from
Selmer et al. (1), the authors fitted protein
L28 into the density that previously had
been interpreted as L31. This gave a better
agreement with both the electron density
and biochemical observations. Protein L31
could instead be placed in a density close to
protein L5 in the 50S subunit. Furthermore,
they could see no density for protein L36
where it had been placed previously in
Deinococcus (1), whereas Korostelev et al.
(2) seem to have seen it. L36 has been
found to organize a conserved region of the
50S subunit (9). These observations do not
lead to any alteration of the functional
mechanism.

The mRNA and the Sites for tRNAs. The
two structures provide snapshots of the
ribosome bound to different components. In
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ABSTRACT The remarkable progress of cryo-
electron microscopy and crystallography in eluci-
dating ribosomal structure and function con-
tinues. Most recently, two papers about complete
70S ribosomes from Thermus thermophilus at 2.8-
and 3.7-Å resolution give us more details about
the conformations of bound transfer RNA (tRNA)
molecules; the bridges between subunits; the
locations and roles of proteins, magnesium ions,
and water molecules; and the dynamics of ribo-
somes. Very significant new insights have been
gained, particularly for the tRNAs, which can only
be studied in their entirety in full ribosomes.
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the 3.7-Å ribosomal structure from Koros-
telev et al. (2), a 10-nucleotide mRNA and
2 tRNA molecules bound: a tRNAPhe in the
P-site and a mixture of deacylated tRNAs in
the E-site. The 2.8-Å structure contains an
mRNA, an aminoacyl-tRNAPhe in the A-site,
a deacylated initiator tRNAfMet in the P-site,
and a noncognate tRNA in the E-site (1). The
antibiotic paromomycin was bound to stabi-
lize the interactions at the A-site and to
inhibit translocation.

As seen before, the mRNA makes a sharp
kink between the codons in the A- and
P-sites (1, 2). This bend is now seen to be
stabilized by a Mg2� ion between the
closest phosphates of the two codons (1).

This magnesium ion is also
held in place by the 30S
subunit.

In the 2.8-Å structure, only
the anticodon stem and loop
(ASL) of the A-site tRNA was
visible. Its conformation would
allow the acceptor arm to be
located in the PTC (1). The
details of the interaction
support the mechanism for
decoding established earlier
from studies of 30S subunits
alone (10). In this mechanism,
the aminoacyl-tRNA is severely
bent between the ASL and the
D-stem during the initial bind-
ing of aminoacyl-tRNA in
complex with EF-Tu (11, 12).
The fact that only the ASL is
seen suggests that the tRNA
retains its flexibility at this
region.

Compared with the tRNA in
the A-site, the P-site tRNA is
bound firmly and surrounded
by ribosomal RNA (rRNA) and
ribosomal proteins from both
subunits (1, 2). This prevents
loss of the peptidyl-tRNA and
also helps to maintain the
reading frame. The P-site tRNA

is distorted in both new structures com-
pared with isolated tRNA. This seems to be
due to opposing interactions by the head of
the small subunit and helix H69 of the large
subunit on the ASL. An interesting observa-
tion is the fact that releasing the distortion
drives the tRNA toward the E-site (1).

The question of whether the E-site tRNA
contacts its codon on the 30S subunit is
close to an answer. In the 2.8-Å structure,
this anticodon is closer to the rRNA than to
the mRNA (1). Even though the codon–anti-
codon pair is noncognate, it would not seem
possible to form a cognate codon–anti-
codon interaction without significant move-
ments (Figure 1, panel b). The opposite, or

acceptor, end of the tRNA is firmly held
against the large subunit. The terminal A76
is intercalated between G2421 and A2422,
and the 3=-OH is surrounded by elements of
the 50S subunit. It is obvious from the narrow
space that only a deacylated tRNA can be
bound at this site. Also, the E-site tRNA is dis-
torted, but less so than what is seen for the
A- and P-sites. The strain placed on the tRNA
from the initial binding to the ribosome in
complex with EF-Tu and GTP could thus be
gradually decreased in the subsequent sites.

The PTC. Peptidyl transfer occurs on the
50S subunit (Figure 1, panel b). The accep-
tor ends of the two tRNAs in the A- and
P-sites with their aminoacyl and peptidyl
moieties are closely bound to promote the
transfer of the peptide on the tRNA in the
P-site to the aminoacyl residue of the tRNA
in the A-site. Unlike other polymerases, RNA
forms vital parts of the functional sites (2).
However, the claim that the ribosome is a
ribozyme is now less certain for several
reasons. First, no group from the rRNA seems
to be directly involved with the central activity
of the ribosome, peptidyl transfer (13, 14).
Second, Maguire et al. (15) found that the
three N-terminal residues of L27 were impor-
tant for full peptidyl transferase activity. In
the 3.7-Å structure, the nine N-terminal resi-
dues of L27 could not be seen (2), but in the
2.8-Å structure, the L27 N-terminus was
close enough to interact with A76 of the
P-site tRNA (1). Archaea are different from
bacteria in that they do not have protein L27
(5, 6). The rRNA performs no major catalytic
role, but with the aid of the ribosomal pro-
teins, it provides selective binding sites for
mRNA, tRNAs, and protein factors (13, 14).

The Bridges between the Subunits. A
primary interaction between the subunits is
the three tRNAs, in particular the P-site tRNA.
In addition, 12 subunit bridges exist
between different ribosomal components
(7). These bridges, initially identified from
cryo-electron microscopy studies (16), are
now seen with improved clarity. One addi-
tional bridge is seen in the 2.8-Å structure

Figure 1. a) A schematic illustration of the organization of
the ribosome. The large subunit (50S) is seen behind, and
the small subunit (30S) is in the foreground. The ribosomal
functional sites are between the ribosomal subunits. The
mRNA is bound around the neck of the small subunit
between the head and the body. Three sites for tRNA are
shown, the A-, P-, and E-sites. The binding sites for the
catalyzing translational factors, the GTPases, are also
shown. Several bridges (B1–B7) between the subunits are
also illustrated. Two RNA helices are of special interest, h44
(30S) and H69 (50S). They make a functionally important
interaction at bridge B2a, which is at the decoding site (A-
site) for tRNA. b) This top view of the ribosome shows the
mRNA, the sites for tRNA, and the PTC.
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toward the bottom of helix h44 (1). Helix
h44 (30S) is part of the decoding site, and
H69 (50S) is part of the peptidyl transfer
site. They are also part of the ribosomal
interface and the areas where the changes
of subunit orientation take place during the
translocation of mRNA and tRNAs. One
important path for communicating correct
codon–anticodon interactions in the decod-
ing site to the GTPase binding site on the
50S subunit has been identified. In bridge
B2a (Figure 1, panel a), A1913 of H69 is
inserted into a pocket between h44 and the
A-site tRNA and makes a hydrogen bond to
the 2=OH of nucleotide 37 next to the two
ribosomal bases A1492 and A1493, which
participate in discriminating noncognate
from cognate tRNAs. Two magnesium ions
further stabilize the contacts between H69,
h44, and A-site tRNA in this bridge. This
interaction is not present in the empty E. coli
ribosomes and requires a significant confor-
mational change. Three other bridges (B5,
B6, and B8) are also stabilized by magne-
sium ions. Bridge B2c is purely magnesium-
mediated. Bridge B6 is mediated by a single
solvent molecule.

Ribosomal Dynamics. Scientists have
long known that translation is a dynamic
process. The codons of the mRNA and the
tRNA molecules are translocated succes-
sively from the A- to the P- to the E-sites. In
the process, they change conformation. The
neck of the small subunit allows move-
ments of the head in different states of the
functional cycle. Individual ribosomal com-
ponents also undergo dynamic structural
changes that can be inferred from the lack of
density for several components. It is now
clear that nucleotides A1339 and G1338 in
the head of the small subunit, as well as
nucleotide 790 on the platform of the small
subunit, interact with the ASL of the P-site
tRNA and prevent it from moving into the
E-site (1, 2, 8). Obviously, this gate needs to
open during translocation. Protein L1 inter-
acts with the E-site tRNA (1, 2, 5–7). To
release this deacylated tRNA, L1 undergoes

a large conformational change to the one
observed in empty ribosomes (1, 2, 8).
This is seen in greater detail in the new
structures.

Moving forward. Researchers in the field
of ribosomes have reached yet another goal:
to see, at high resolution, the complete ribo-
some with bound mRNA and tRNAs. Many of
the previous findings are now more firmly
established. The improved resolution also
leads to greater detail, corrections of details,
and identification of distorted or strained
structures. Thus, the tRNAs do not conform
to the structure seen in isolation but deviate
to a decreasing extent from the A-site to the
E-site. The E-site tRNA does not seem to
interact with its codon. Crystallographic data
shows that in the PTC, a protein, L27, inter-
acts with A76 of the P-site tRNA. The
improved detail of the 70S structures will
provide a richer source for precise biochemi-
cal experimentation. Much is known, but
much remains to be explored by crystallog-
raphy. Several translation factors have been
studied on the ribosome, but key factors
remain to be analyzed, primarily the
GTPases. So far, no useful crystals with any
of the translational GTPases have been
reported. Their binding site seems to be an
important site for crystal contacts with 70S
ribosomes. A crystal structure with one of
these GTPases would most likely also eluci-
date some of the now invisible proteins at
the L12 stalk in functional interactions.
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ABSTRACT Intracellular G� subunits repre-
sent potential therapeutic targets for a number of
diseases. Here we describe three classes of new
molecules that modulate G protein signaling by
direct targeting of G�. Using messenger RNA
display, we have identified unique peptide
sequences that bind G�i1. Functionally, indi-
vidual peptides were found that either enhance
or repress basal levels of G protein-activated
inwardly rectifying potassium (GIRK) channel sig-
naling, a downstream effector of G protein acti-
vation, indicating that the peptides directly turn
G proteins on or off in vivo. A third functional
class acts as a signaling attenuator; basal GIRK
channel activity is unaffected but responses to
repeated G protein activation are reduced. These
data demonstrate that G protein-directed ligands
can achieve physiological effects similar to those
resulting from classical receptor targeting and
may serve as leads for developing new classes of
therapeutics.

H eterotrimeric guanine nucleotide-
binding proteins (G proteins), com-
posed of �, �, and � subunits, play

a critical role in communicating extracellular
signals to intracellular signal transduction
pathways through membrane-spanning G
protein-coupled receptors (GPCRs) (1, 2).
Activation of GPCRs by extracellular agonists
triggers the exchange of GDP with GTP in the
G� subunit and dissociation of G�� het-
erodimers from G�-GTP, which both regulate
multiple effectors. G�� subunits, for
example, can directly regulate adenylyl
cyclase, phospholipase C� isozymes, and G
protein-activated inwardly rectifying potas-
sium (GIRK) channels (3). GTP hydrolysis by
the inherent G� GTPase activity, a reaction
catalyzed by various GTPase-activating pro-
teins (GAPs), returns G� to the GDP-bound
state and results in reassociation with G��

and termination of signaling.
Intracellular G proteins have potential as

drug targets for a number of diseases (4–7).
The large number of possible combinations
of �, �, and � subunits suggests that direct
G protein ligands could affect individual
effector pathways and/or modify signaling
kinetics with great specificity (5, 8, 9). The G
protein regulatory (GPR) or GoLoco motif, for
example, is a peptide guanine nucleotide
dissociation inhibitor (GDI) that is impli-
cated in receptor-independent signaling
(10, 11). Other recent advances include the
identification of ligands for G�� that affect
downstream signaling pathways using
peptide (12) or small molecule (13) libraries.

In vitro peptide selection methods have
been widely successful in isolating ligands
for biological targets (14, 15). Various pro-
teins in the G protein signaling pathway
have been targeted by selection libraries,
including receptors and G� and G�� sub-
units (8). Messenger RNA (mRNA) display
is a selection technique where each peptide
in a library is covalently coupled with its
encoding mRNA (16, 17). Previously, we
used mRNA display selection to identify a
peptide (R6A) and its core motif (R6A-1) that
bind with high affinity and specificity to the
GDP-state of G� subunits (18, 19). R6A and
R6A-1 act as GDIs and compete with G�� for
binding to G�i1 (18, 19). We hypothesized
that the 9-residue R6A-1 sequence could be
used as a scaffold for developing new
peptide ligands with different activities
and/or specificities for G� subunits. Here
we design an mRNA display library based on
the R6A-1 core motif and use in vitro selec-
tion to identify unique peptides that differ-
entially modulate G protein signaling.

A DNA template was constructed to
encode the R6A-1 peptide (DQLYWWEYL)
flanked by random hexamers on each end
(see Methods). Nucleotide incorporation
was controlled such that each wild-type
residue in the core motif was �40–50%
conserved (20). mRNA display selection was
performed on N-terminally biotinylated G�i1

(Nb-G�i1) due to the previous finding that
R6A-derived peptides bind preferentially to
Nb-G�i1 over the C-terminally biotinylated
Cb-G�i1 (18). Aluminum fluoride (AlF) was
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supplemented into the selection buffer to
attempt to select for peptides specific for
the GDP-AlF state of G�i1, a transition state
mimic of GTP hydrolysis (21, 22). AlF (either
as AlF3 or AlF4

–) has been shown to activate
G� subunits, preventing association with
G�� heterodimers, and GAPs have been
shown to bind exclusively to this transition
state mimic. Six rounds of selection were
performed, and significant binding was
observed by the third round (Figure 1,
panel a). On the basis of the starting library
complexity of �2 � 1013 and a maximum
enrichment of 10,000-fold per round, we
estimate that the third-round input pool
contained �100,000 unique, G�i1-binding
peptide sequences. To enrich for peptides
specific for the AlF-bound state of G�i1, the
fifth- and sixth-round pools were precleared
against G�i1-GDP prior to selection against
G�i1-GDP-AlF.

DNA sequencing of clones from the sixth-
round pool showed that the core 9-mer
was primarily conserved, except for a pref-
erence for leucine instead of glutamine in
the second position (Figure 1, panel b
and Supplementary Table 1). The random
hexamer regions showed no obvious
sequence conservation, although the resi-
dues directly flanking the core motif favored
several amino acids, including leucine,

aspartate, and glutamate. In vitro binding
assays with individual clones revealed that
the peptides bind �1–40% to immobilized
G�i1-GDP-AlF (Figure 1, panel c). The wide
range of binding may suggest that the selec-
tion was not complete or that specificity to
the AlF-bound state of G�i1 produces a
trade-off in overall binding.

Binding assays of individual peptides to
G�i1-GDP in the presence or absence of AlF

show that most peptides favor the GDP-
bound state (Figure 1, panel c). Hence, the
selection identified peptides with a loss of
specificity compared with the original R6A
sequence. Only one peptide, AR6-04, exhib-
ited better binding in the presence of AlF,
but this peptide appears to have an affinity
for G�i1 significantly lower than that of other
peptides. Because the selected peptides
bind both states, preclearing the fifth- and

Figure 1. In vitro selection targeting G�i1-GDP-AlF. a) Fraction of 35S-Met-labeled mRNA display pools from each round of selection bound to
immobilized G�i1-GDP-AlF and recovered by elution with SDS. The inputs for the fifth and sixth rounds were precleared against G�i1-GDP prior to
selection. b) Sequences of peptides used in in vitro studies. The region corresponding to the R6A-1 core motif is boxed (gray). The C-terminal
constant region is not shown. c) Binding of individual, RNase-treated, 35S-Met-labeled mRNA display fusions to G�i1-GDP or G�i1-GDP-AlF. Except
for AR6-04, all tested peptides have a preference for binding to G�i1-GDP.

Figure 2. AR6-04 and AR6-05 G�i1-binding
peptides differentially affect G�� asso-
ciation. a, b) Binding of 35S-Met-labeled
G�1�2 to immobilized G�i1 in the pres-
ence or absence of AR6-05 (20 �M) or
AR6-04 (33 �M). AR6-05 competes with
G�� for association to G�i1 (n � 4, p �
0.0050), whereas AR6-04 increases
G�� binding (n � 3, p � 0.041). DMSO
(�1%, v/v) had no effect on G�� binding
(n � 3, p � 0.50). c) Binding of 35S-Met-
labeled G�i1�1�2 to immobilized peptides.
Anti-hemagglutinin (HA) antibody immuno-
precipitates the HA-tagged G�2 subunit
and confirms the presence of reconsti-
tuted heterotrimers. Immobilized maltose-
binding protein (MBP) fails to pull down
G proteins, while binding of G�i1 to
immobilized AR6-05-MBP completely
precludes G�1�2 association. AR6-04-MBP,
however, pulls down the intact hetero-
trimer. The control MBP lane is shown
again at the same contrast as the AR6-04
lane for comparison.
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sixth-round pools on G�i1-GDP may have
removed the highest affinity peptides while
only marginally enriching for specificity to
G�i1-GDP-AlF.

AR6-04 and AR6-05 exhibited the highest
AlF/GDP-state binding ratios for G�i1 and
were synthesized for further characteriza-
tion. Their affinities to immobilized G�i1-
GDP were determined by surface plasmon
resonance (SPR). Corresponding with the
lower binding seen in the in vitro assays, the
KD of AR6-04 for G�i1-GDP appears to be
�10 �M. Conversely, AR6-05, with an
apparent KD of �10 nM, is the highest affin-
ity G�-directed peptide that we have tested,
binding �6-fold better to G�i1-GDP than
our previously described R6A peptide and
�20-fold better than the R6A-1 core motif
(18). Whereas R6A and R6A-1 show clear
1:1 bimolecular binding kinetics, AR6-05
binding data were well fit only with a more
complex kinetics model (Supplementary
Figure 1).

R6A and R6A-1 were previously shown to
compete with G�� heterodimers for binding

to G�i1 in vitro (18, 19). Binding of radiola-
beled G�1�2 to immobilized G�i1 in the
presence or absence of peptides was per-
formed to determine the peptide effects on
G�� association. AR6-05 competes with
G�� for binding to G�i1 (Figure 2, panel a).
Like the R6A peptide, binding of G�i1 to
immobilized AR6-05 precludes G�� asso-
ciation (Figure 2, panel c).

Surprisingly, AR6-04 appears to enhance
G�1�2 binding to G�i1. Several in vitro
assays were performed that support this
observation: (i) labeled G�� shows higher
binding to immobilized G�i1 in the presence
of free AR6-04 peptide (Figure 2, panel b),
(ii) labeled AR6-04 peptide shows 66%
higher binding to immobilized G�i1 in the
presence of G�1�2, and (iii) experiments
with labeled G�i1�1�2 show that immobi-
lized AR6-04 is able to pull down all three
subunits (Figure 2, panel c).

To test the activity of the peptides in a cel-
lular context, we used a HEK293 cell line
expressing GIRK1 and 2 and the dopamine
D2S GPCR. Previous cell culture studies have

shown that, similar to the G protein specific-
ity observed in vivo, only Gi/o-coupled re-
ceptors activate GIRK channels (23, 24). In
these cells, GIRK channels are the dominant
downstream effectors of released G�� sub-
units. The GPR consensus peptide (10) was
previously shown to attenuate signaling
events after an initial agonist application,
without affecting basal GIRK activity (25).
The authors hypothesized that the GPR
peptide is able to interact with G� subunits
only after an initial activation, which frees
G� for peptide binding. We confirmed these
results with the L19GPR peptide, which
differs from the GPR consensus at a redun-
dant residue (10, 18, 26). In the absence of
peptide, the kinetics of channel deactivation
(�, deactivation time constant) are similar
after short (�a) followed by long (�b) dopa-
mine applications (10.6 	 1.9 s, n 
 10 and
13.7 	 3.4 s, n 
 7, respectively, p 
 0.68;
Figure 3, panel a). In contrast, L19GPR
increased �b significantly compared with
controls (Figure 3, panels b and c). GIRK
basal activity returned to its initial values

Figure 3. Effect of intracellular application of peptides on GIRK deactivation kinetics. a) HEK293 cells stably expressing GIRK1 and 2 and the
dopamine receptor D2s were recorded by whole-cell patch-clamp (see Methods). Zero-K� buffer (red bar) was perfused for 4 s to determine GIRK
basal activity. Application of dopamine for 4 and 30 s (green bars) activated GIRK currents. Dopamine washout was followed by GIRK channel
deactivation. �a and �b are the GIRK deactivation time constants following the short and long dopamine applications, respectively. The dotted line
represents 0 pA. b) Superposition of representative current traces of cells recorded in the presence of 2 �M of the control peptide L19GPR-R23L
(black) or the L19GPR peptide (red). L19GPR-R23L is a negative control peptide that contains a mutation to a critical arginine residue (26). Current
traces were normalized to cell membrane capacitance and current amplitude in Zero-K� buffer was subtracted from current traces in High-K�

buffer. c) L19GPR (2 �M) increases �b after prolonged dopamine application (n � 7, p � 3.9 � 10–5), whereas the control L19GPR-R23L peptide
(2 �M) has no effect (n � 2, p � 0.71). %	�deact is the percentage change of �b from �a. d) R6A (100 �M) moderately increases �b (n � 4, p �
0.0065), whereas AR6-04 (40 �M, n � 5, p � 0.49) and the control C-GPR peptide (100 �M, n � 5, p � 0.44) have no effect. AR6-05 (40 �M)
appears to increase �b (n � 5, p � 0.13), but there is significantly increased error in the kinetics measurements likely due to the effect that
AR6-05 has on basal GIRK activity. In panels c and d, the control contains <0.5% (v/v) DMSO.
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after �2 min from the dopamine washout,
indicating that the L19GPR peptide effect is
transient, since a persistent effect should
have resulted in higher basal activity.

R6A exhibited effects similar to those of
the L19GPR peptide. R6A increased �b mod-
erately, whereas the negative control pep-
tide C-GPR had no effect (Figure 3, panel d).
R6A had minimal effect on the basal GIRK
channel activity (n 
 7, p 
 0.18), which
suggests that, like the GPR peptide, R6A is
unable to dissociate G��� heterotrimers
in vivo. In contrast to R6A, intracellular ap-
plication of AR6-05 increased basal activity
dramatically, suggesting that AR6-05 actively
dissociates G�� from G� in vivo (Figure 4).

AR6-04 had no effect on the deactivation
kinetics (Figure 3, panel d) but instead di-
rectly reduced basal GIRK activity (Figure 4).
This coincides with the in vitro binding data,
where AR6-04 stabilizes a heterotrimer com-
plex and presumably reduces the active
G�� available for GIRK channel activation.
It is not clear how AR6-04 stabilizes the het-
erotrimer despite being selected against the
G� subunit alone. The peptide sequence
differs greatly from the original R6A-1 core
motif. The flanking regions of AR6-04, how-
ever, share modest sequence similarity to

the short G��-binding motifs previously
identified (12), suggesting that other mol-
ecules that shut down G protein signaling
may be constructed by fusing known G�-
and G��-specific ligands.

The R6A-1 based peptide library should
be useful for the selection of peptides that
are specific for various G protein subclasses
or nucleotide-bound states. Distinct func-
tions, such as specificity for G�i1 over other
G� subunits, may not yet be identified from
the large number of unique G�i1-binding
peptides recovered in our selection. While it
is clear that AR6-04 and AR6-05 affect GIRK
channel activity, an effector of G��, the
peptide effects on G�-regulated pathways
and G� nucleotide-bound states have yet to
be determined. For example, because GAPs
have been shown to catalyze GTP hydrolysis
by stabilizing a transition state (21, 22),
selected peptides that bind G�i1-GDP-AlF
may act as small-molecule GAPs. Although
further technological advances are neces-
sary for the facile conversion of peptides to
therapeutics, determining the mechanism of
action of the AR6-04 and AR6-05 peptides
will facilitate the rational design of more
potent modulators of G protein signaling for
use as biological tools and potential drug
leads.

METHODS
Materials. Human complementary DNA (cDNA)

clones for G proteins were obtained from the Uni-
versity of Missouri-Rolla cDNA Resource Center
(www.cdna.org) in the pcDNA3.1� vector (Invitro-
gen). The G�2 cDNA vector encoded an N-terminal
HA tag. Anti-HA monoclonal antibody (clone HA-7)
was obtained from Sigma. Expression of 35S-Met
labeled G proteins by in vitro translation was per-
formed as described previously (19).

mRNA Display Selection. The doped R6A-1
library was constructed by polymerase chain reac-
tion amplification of oligo 115.1 [5�-AGC AGA CAG
ACT AGT GTA ACC GCC (SNN)6 (S13) (641) (542)
(521) (521) (641) (S13) (543) (642) (SNN)6 CAT
TGT AAT TGT AAA TAG TAA TTG TCC C; 1 
 7:1:1:1,
2 
 1:7:1:1, 3 
 1:1:7:1, 4 
 1:1:1:7, A:C:G:T;
5 
 9:1, 6 
 1:9, C:G; N 
 A, C, G, OR T; S 
 C or
G (ratios have been adjusted for synthesis incorpo-
ration rates)] with primers 47T7FP (5�-GGA TTC TAA
TAC GAC TCA CTA TAG GGA CAA TTA CTA TTT ACA
ATT AC) and 22.9 (5�-AGC AGA CAG ACT AGT GTA
ACC G) to produce double-stranded DNA encoding

M-X6-DQLYWWEYL-X6-GGYTSLSA, with the core
9-residues conserved �40–50%. Sequencing of
randomly chosen clones from the initial pool
revealed a distribution of wild-type residues in the
core motif that agreed with theoretical calculations
(data not shown). In vitro transcription, ligation of
the mRNA to the puromycin linker, and purification
of the RNA-F30P template were performed as
described previously, except that the splint oligo
23.8 (5�-TTT TTT TTT TTN AGC AGA CAG AC) was
used for the ligation reaction (18). RNA-peptide
fusions were prepared, purified on oligo-dT cellu-
lose, reverse-transcribed with oligo 22.9, and
selected against immobilized Nb-G�i1 as described
previously using a modified selection buffer [25 mM
4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid
(HEPES)–KOH at pH 7.5, 150 mM NaCl, 0.05% (v/v)
Tween 20, 1 mM �-mercaptoethanol, 10 �M GDP,
20 �M EDTA, 5 mM MgCl2, 10 mM NaF, 25 �M AlCl3,
0.05% (w/v) bovine serum albumin, and 1 mg mL–1

yeast transfer RNA] (18).
RNA-Peptide Fusion Binding Assay. Purified

RNase-treated mRNA display peptide fusions of
individual clones were assayed for binding as
described previously (27). Briefly, aliquots of 35S-
labeled fusions were added to �15 �L of Nb-G�i1

(�15 �g protein) on streptavidin agarose (immobi-
lized NeutrAvidin on agarose, Pierce) in 1 mL of
selection buffer. After binding for 1 h, the matrices
were washed with 3 � 0.6 mL of selection buffer in
a 0.45 �m cellulose acetate spin filter (CoStar
Spin-X, Corning). Input 35S counts for binding
assays were determined by scintillation counting
of the washes and the matrix. Bound 35S counts
were divided by the input counts to calculate the
fraction bound. Binding of RNase-treated peptide
fusions to the immobilization matrix alone was
0.001. Assays for binding to G�i1-GDP were per-
formed in selection buffer without AlF.

In Vitro Peptide Studies. Peptides were synthe-
sized with the first three residues of the C-terminal
constant tag (GGY) and purified by Bio-Synthesis,
Inc. Three additional C-terminal lysines were
added to the AR6-04 peptide to enhance solubility.
SPR affinity measurements were made on immobi-
lized Nb-G�i1 as described previously (18). Peptide
effects on G�� association with immobilized
Nb-G�i1 were assayed by mixing an aliquot of
35S-labeled G�1�2 with �15 �L of immobilized
Nb-G�i1 in 1 mL of selection buffer without AlF.
After rotating at 4 °C for 1 h, samples were washed
with 3 � 0.6 mL of the binding buffer in a spin
filter, as described above. Binding was determined
by scintillation counting and scaled to the amount
of G�� pulled down in the absence of peptide.
Data are background subtracted from binding to
matrix without immobilized G�i1 (�10% of overall
binding). AlF reduced G�1�2 pull down on Nb-G�i1

to �50%.
G��� Heterotrimer Immunoprecipitation. AR6-04

and AR6-05 were expressed as MBP fusion pro-
teins and immobilized by random amine coupling
on CNBr-Sepharose 4B (GE Healthcare) as
described previously (19). 35S-Labeled G��� het-
erotrimer was immunoprecipitated with anti-HA
monoclonal antibody and protein G-sepharose or
pulled down on immobilized MBP as described

Figure 4. Intracellular application of 40 �M
AR6-05 or AR6-04 increases (n � 4, p �
0.0046) or decreases (n � 5, p � 0.027) basal
GIRK currents, respectively. Current densities
are determined by normalization with the
individual cell capacitance. The control
contains <0.5% (v/v) DMSO.
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previously (19). Recovered proteins were sepa-
rated by SDS-PAGE. Gels were imaged by autora-
diography (Storm PhosphorImager, GE Healthcare).

Electrophysiology. We used HEK293 cell lines
stably expressing GIRK1, GIRK2a, and the Gi/o-
coupled dopamine (D2s) receptor (23). The pipet
solution contained 107 mM KCl, 1.2 mM MgCl2,
1 mM CaCl2, 10 mM EGTA, 5 mM HEPES at pH 7.4,
2 mM MgATP, and 0.3 mM Na2GTP. Peptides were
added to the pipet solution immediately prior to
recording. The final DMSO concentration was 0.5%
(v/v) or less. The bath solution contained 2.6 mM
CaCl2, 1.2 mM MgCl2, 5 mM HEPES at pH 7.4, and
either 140 mM KCl (High-K�) or 140 mM NaCl
(Zero-K�). Membrane currents were recorded in a
whole-cell patch-clamp mode with an Axopatch
200B amplifier (Axon Instruments) and a patch
pipet resistance of 2.5–4.5 M�. Data were filtered
at 1 kHz and digitized at 5 kHz. Cell capacitance
was 12–18 pF, and series resistance (5–20 M�)
was at least 75% compensated on-line. Current
recording was acquired after equilibration for
�5 min in gap-free mode at –80 mV. Dopamine
(2 �M, Sigma) was applied in bath solution via an
N2-pressurized perfusion system (ALA Scientific
Instruments).

Data Analysis. Data acquisition and analysis
was done by a Digidata 1200A interface (Axon
Instruments) and pClamp 8.2 and Microcal Origin
6.0 software. The deactivation time constants (�)
were determined in pClamp (standard exponen-
tial). Currents were averaged over 17 ms to reduce
60 Hz background noise. All data are presented as
mean 	 SEM. Statistical significance was deter-
mined by non-paired, two-tailed Student’s t tests.
Significance in figures: *, p  0.05; **, p  0.01;
***, p  0.0001.
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R edesigning the substrate specificity of enzymes
is one of the major challenges in protein engi-
neering. As well as advancing our understanding

of the relationship between structure and function, the
generation of proteins with new substrate specificities
has important medical and industrial applications. Clas-
sical examples are the conversion of lactate dehydroge-
nase into a malate dehydrogenase, which required the
mutation of only one single amino acid to switch sub-
strate specificity (1), or the redesign of trypsin into a pro-
tease with chymotrypsin-like specificity, which required
much more extensive mutagenesis (2). Unfortunately, it
is the latter case that is representative of the amount of
effort typically needed to engineer enzyme substrate
specificity. The protocols that are commonly employed
to alter the substrate specificity and selectivity of cata-
lysts have been iteratively improved over the past
decades, to the point where a new activity can be intro-
duced into an existing unrelated protein scaffold, a
recent example being the introduction of �-lactamase
activity into the ��/�� metallohydrolase scaffold of
glyoxalase II (3). However, a recurring problem in protein
engineering is that the desired change in substrate
specificity can rarely be achieved by a small number of
point mutations and more often requires extensive
probing of the protein-sequence space (4). Frequently,
directed evolution of enzymes based on libraries gener-
ated by conventional approaches such as error-prone
polymerase chain reaction (PCR) or saturation mutagen-
esis does not yield an enzyme with the desired specific-
ity at all. The difficulty of altering the substrate specific-
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ABSTRACT We introduce a strategy for evolving protein substrate specificity by
the insertion of random amino acid loops into the protein backbone. Application of
this strategy to human O6-alkylguanine-DNA alkyltransferase (AGT) led to the iso-
lation of mutants that react with the non-natural substrate O6-propargylguanine.
Libraries generated by conventional random or targeted saturation mutagenesis,
by contrast, did not yield any mutants with activity towards this new substrate. The
strategy of loop insertion to alter enzyme specificity should be general and appli-
cable to other classes of proteins. An important application of the isolated AGT
mutant is in molecular imaging, where the mutant and parental AGTs are used to
label two different AGT fusion proteins with different fluorophores in the same
living cell or in vitro. This allowed the establishment of fluorescence-based assays
to detect protein–protein interactions and measure enzymatic activities.
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ity of enzymes also became apparent in this work as we
tried to reprogram the substrate specificity of the DNA
repair protein O6-alkylguanine-DNA alkyltransferase
(AGT). AGT repairs O6-alkylated guanine in DNA by irre-
versibly transferring the alkyl group to its active cysteine
residue. AGT has previously been exploited by our group
as a tag that can be covalently labeled with chemical
probes in living cells. The labeling is based on the reac-
tion of AGT fusion proteins with O6-benzylguanine (BG)
derivatives carrying a probe attached to the 4-position of
the benzyl ring, leading to specific transfer of the probe
to the fusion protein (Figure 1, panel a) (5, 6). AGT
mutants with orthogonal substrate specificities could be
used for simultaneous and specific labeling of different
AGT fusion proteins with different synthetic probes,
which would be particularly attractive for applications in
molecular imaging. We show in this work that attempts
to alter the substrate specificity of AGT by directed evo-
lution using protein repertoires generated by tradi-
tional mutagenesis techniques (saturation and
random mutagenesis) failed. As an alternative to these
mutagenesis strategies, we tested here a new approach
in which additional amino acid sequences were inserted
into the polypeptide chain of the protein to provide new
substrate binding elements. AGT mutants with com-
pletely random amino acid loops on the surface were
generated, and those that catalyzed the desired reaction

were identified through selection and screening tech-
niques. The best AGT mutant isolated can be used in
conjunction with previously generated AGT mutants to
achieve selective labeling of two different fusion proteins
with two different fluorophores in vitro and in living cells.
Such protein pairs can be used to explore protein–protein
interactions or enzymatic activities using FRET measure-
ments.

RESULTS
Substrate Design. We sought a substrate that does

not react with the AGT mutants in current use, but that
might be able to react with an appropriately engineered
AGT. Numerous O6-alkylguanine derivatives have been
previously synthesized for the inhibition of AGT in tumor
therapy (7–10). We focused on O6-propargylguanine
derivatives (PG; Figure 1, panel b) as potential sub-
strates for an appropriately mutated AGT because PG
has been reported to be a very poor inhibitor of human
wild-type AGT (7). Furthermore, its reactivity in SN2 reac-
tions should be comparable to that of benzylguanine.
The low reactivity of PG with AGT most likely arises from
the poor binding of the substrate to the active site of
AGT, which we reasoned could be improved by redesign-
ing the substrate binding site. The difference in size
between PG and BG also has the advantage that a
mutant that reacts with PG might not react with the more
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bulky substrate BG, thus leading to two orthogonal
AGT–substrate pairs based on steric complementation
(11).

PG derivatives were synthesized in which PG was
coupled to biotin (PGBT), digoxigenin (PGDIG),
diacetylfluorescein (PGDF), and Cy3 (PGCy3) (Figure 1,
panel b; see Supporting Information for syntheses of
these molecules). Immunoassay of wild-type AGT and
previously evolved improved AGT mutants confirmed
that PGBT and PGDIG are indeed very poor substrates.
PGBT did not compete with BG substrates for reaction
with AGT even when used at a 300-fold higher concen-
tration (results not shown). A precise rate for the reaction
of AGT with PGBT could not be determined under these
conditions because very little product was detected,
even after long incubations at high substrate concentra-
tions. We estimated an upper limit of 0.5 s�1 M�1 for
the apparent second-order rate constant of the reaction
of the mutant MAGT (4) with PGBT. This value is �1000-
fold lower than the rate constant of MAGT for BG. MAGT is
an engineered mutant with improved expression proper-
ties, reduced DNA binding, and increased activity
towards BG substrates.

Selection of Activities from Random and Saturation
Mutagenesis Libraries. Numerous directed evolution
strategies have been applied in search of enzyme vari-
ants that exhibit activities towards new substrates. In
the majority of attempts, one or several amino acid resi-
dues were exchanged, either through random or satura-
tion mutagenesis, to obtain mutants that display activi-
ties towards the desired substrates. Such classical
enzyme engineering strategies have been particularly
successful in the improvement of the robustness of
catalysts (e.g., thermal stability, solubility, activity in
organic solvents) (12) to increase the catalytic turnover
of enzymes or for the creation of enantioselective cata-
lysts (13). Following these examples, two repertoires of
mutated AGT were generated by random and saturation
mutagenesis of the AGT mutant MAGT (4). Members of
the randomly mutated library (4 � 107 transformants)
contained an average of 2–3 amino acid mutations per
gene, as determined by sequencing 10 clones chosen at
random. For the second library, amino acids that are in
close proximity to the benzyl group (residues 138–143,
157, 159, and 160) were conservatively mutated using
degenerate primers to increase the chance of encoding
the wild-type amino acid in each position (5.5 � 107

transformants). The AGT mutants were displayed on fila-

mentous phage as a fusion of the minor coat protein pIII.
AGT-phage reacting with PGDIG were isolated on a solid
support coated with anti-digoxigenin antibody. In earlier
work we have successfully used this strategy to evolve
AGT mutants with increased activity towards BG (14, 15)
and mutants resistant to an inhibitor of wild-type AGT
(4). Four consecutive phage panning rounds were per-
formed with the two libraries in parallel using either 2 or
20 �M PGDIG substrate. The number of phage isolated
after each round of selection was similar to the level of
phage isolated in reactions without the substrate
(105–106 transducing units (t.u.)), indicating that the
activities of the selected proteins were not improved.
Activity measurements of 100 mutants of each library
isolated in the fourth selection round confirmed that
none of the mutants reacted with the PGDIG substrate
with a rate constant significantly �0.5 s�1 M�1.

Insertion of Amino Acid Loops into the Polypeptide
Chain of AGT. Because mutation of the existing amino
acids in AGT failed to generate activity towards the PG
substrate, we envisioned adding new sequence space
to AGT by inserting additional amino acid loops into the
protein. We reasoned that libraries of AGT with random
loops inserted into selected regions of the polypeptide
chain could offer a rich source of potential catalysts, as
the catalytic center of the enzyme is expected to remain
functional. In fact, it has been demonstrated in simula-
tions that DNA insertion is a key step in searching
protein space in natural evolution (16). Furthermore, a
number of studies have shown that amino acid stretches
inserted into selected surface exposed regions of a
protein (e.g., loop regions) often leave the structure and
the function of a protein unperturbed (17). Insertion of
random sequences of 120 amino acids into a surface
loop of RNase H, for example, left the activity of 10% of
the mutants intact (18), whereas TEM-1 �-lactamase can
accommodate insertions of random sequences in two
loops surrounding its active site without compromising
its activity (19, 20). We chose three positions in AGT that
are in close proximity to the substrate binding site but
are surface exposed. Three libraries were generated by
inserting a stretch of five random amino acids into the
polypeptide chain of MAGT at each of the three positions
(Figure 2). The length of the inserted loop was chosen to
be long enough to form a turn and hence to link the
opened ends of the enzymes polypeptide chain without
impairing protein folding. For library 1, peptide loops
were inserted into a turn between the short � strand 7
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and � helix 8 (amino acid residues 159/160); for library
2, amino acids were inserted at the terminus of helix 6,
close to the asparagine hinge (amino acid residues 135/
136); and for library 3, the additional amino acids were
inserted at the terminus of the third � strand of the
N-terminal domain of AGT (amino acid residues 32/33).
One amino acid on either side of the inserted penta-
peptide was also randomized, on the basis of the
assumption that these junctions might require a differ-
ent conformation to accommodate the inserted loop.
Transformation of the three libraries into bacterial cells
resulted in library sizes of 5.5 � 107 (library 1), 9.2 �

107 (library 2), and 2.5 � 107 (library 3) with �95% of
clones containing the gene of an AGT mutant. The
number of AGT mutants that retained their activity
against the BG substrate (and hence their structural
integrity) was estimated by phage capture experiments
with the substrate BG digoxigenin (BGDIG) and phage
mixtures of each library. Phages displaying the muta-
genized AGT were enriched 150-fold (library 1) and
10-fold (libraries 2 and 3) above background levels at a
BGDIG concentration of 2 �M. This indicates that, in
contrast to mutant libraries created by saturation
mutagenesis of active site residues, a very large portion
of the library remained catalytically active.

Four consecutive phage panning rounds were per-
formed with all three libraries in parallel using either 2 or
20 �M PGDIG substrate. Phage titers were measured
after each round of selection, and an increase in the titer
from library 1 was noticed after round 3 (20- and 200-
fold enrichment at 2 and 20 �M PGDIG) and round 4
(30- and 600-fold enrichment at 2 and 20 �M PGDIG),

indicating that phage enzymes with improved activities
against the PGDIG substrate had become enriched. No
enrichment was observed in the selections with libraries
2 and 3.

After the fourth round of selection, phage DNA was
isolated from each of the libraries, and the genes coding
for the enzyme mutants were cloned into the plasmid
pGEX-2T for cytoplasmic expression of glutathione
S-transferase (GST)-AGT fusion proteins. About 100
clones from each selected library were expressed on a
small scale, and the activity was measured by immuno-
assay as follows: cell lysate was incubated with PGDIG
for time periods ranging from 0 to 30 min and blotted
onto a hydrophobic membrane. Mutants with activity
towards PGDIG became labeled with DIG and were
quantified with an anti-digoxigenin antibody-
horseradish peroxidase (HRP) conjugate (Figure 3,
panel a). Of 100 mutants selected from library 1, eight
reacted efficiently with the PGDIG substrate, whereas no
active mutants were found among the clones selected
from libraries 2 and 3. Library 1 also contained a signifi-
cantly higher percentage of clones with activity against
BG compared with libraries 2 and 3, underscoring the
importance of the choice of the position for the loop
insertion.

Characterization of AGT Mutants. The sequences of
the eight mutants with improved PGDIG reactivity
revealed high homology in the added loop (Figure 3,
panel b). Amino acid 159, which flanks the inserted pen-
tapeptide at the N-terminus, and amino acid 159a, the
first amino acid of the inserted loop, were found to be
glycine and proline in all sequences. Positions 159c,
159d, and 160 were frequently occupied by the amino
acids glycine, tryptophan, and glycine, respectively. At
positions 159b and 159e, the amino acid side chains
varied. One of the active mutants (clone 24) contained
an insertion of only three amino acids, probably as a
result of an impurity in the wobble DNA primer used in
library construction. This clone also contained the con-
served motif Gly-Pro-Xaa-Gly seen in the other seven
active mutants, which indicates that AGT with different
loop sizes can also react with PGDIG.

The mutant that showed the highest activity in the
immunoassay with the PGDIG substrate (clone 9;
45 s�1 M�1) was tested for its activity towards PGBT
(Figure 1, panel b), a substrate in which digoxigenin is
replaced with biotin. The mutant reacted with PGBT with
the same kinetics as with PGDIG (45 s�1 M�1), indicat-

Figure 2. Structure of AGT with BG modeled into the active
site (14). For the creation of the loop libraries, stretches of
five random amino acids were inserted between amino acids
in the highlighted regions. One amino acid on each side of
the insert was also randomized in each library.
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ing that the evolved activity is independent of the label
attached to the poly(ethylene glycol) linker. In contrast
to our expectations, clone 9 retained its activity towards
BG derivatives; the activity of clone 9 with BG coupled
to Cy3 was measured as 480 s�1 M�1 compared to
520 s�1 M�1 for the parental clone MAGT (Table 1). The
thermal stability of the evolved mutants was measured
by incubation of purified enzyme for 15 min at tempera-
tures ranging from 4 to 60 °C and measurement of the
residual activity. Despite the insertion of a 5-amino acid
loop, the selected mutants were as stable under these

conditions as their progenitor MAGT (TM �55 °C; see
Supplementary Figure 1). The high sequence similarity
in the loop of the active mutants isolated from library 1
indicates a unique mode of interaction between the
mutants and the PG substrate. The higher activity towards
the novel substrate may derive from a better positioning
of PG in the active site or a higher affinity of the binding
site for PG. The fact that the selected mutants retain their
activity with BG argues against drastic changes to the
structure of the binding site, but a detailed analysis of the
mutant will require structural information.

Figure 3. Characterization of selected AGT mutants. a) Example of a typical dot-blot activity screen. Cell lysates were
incubated with PGDIG for 0, 3, 10, or 30 min and blotted onto a hydrophobic membrane. The lysates of 24 mutants
(including MAGT; line 1, column A) were arrayed on eight lines (1–8) and three columns (A–C). Product formation was
detected using an anti-digoxigenin-antibody-HRP conjugate and a chemiluminescence-based assay. As an example of an
activity assay of one mutant, the dots of the most active clone in this screen (6B) are highlighted in a rectangular box.
b) Alignment of DNA and amino acid sequences of LAGT and AGT mutants that reacted with PGDIG in the activity screen.
Numbers were newly assigned to the mutants and do not relate to the ones in panel a. c, d) Time course of the reactions
of AGT54 or LAGT with 1 �M BGCy3 in the presence of varying concentrations of PGBT. The assay is based on an increase
of the fluorescence intensity (F.I.) of Cy3 upon reaction of AGT with BGCy3 (4).
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To validate that the new activity originates from the
inserted loop and to generate a clone with even higher
activity towards PG substrates, the five additional amino
acids 159a–159e, plus the two neighboring amino
acids 159 and 160, were grafted into another AGT
mutant, termed AGT54, which has an activity 2.5-fold
higher than that of MAGT with BG substrates. The supe-
rior activity of AGT54 derives from mutations in the resi-
dues that interact with the purine heterocycle of BG
(115, 116, 150, 151, and 152), which is identical in PG.
The mutant resulting from the loop grafting, termed
LAGT, has a second-order rate constant of 115 s�1 M�1

with PGDIG, which is elevated 2.6-fold compared with
that of clone 9 (Table 1). This confirms that the inserted
loop is responsible for the activity towards PG deriva-
tives and shows that, in this case, the changes gener-
ated through loop insertion and site-directed mutagen-
esis are additive. The latter point should be important
for future protein engineering experiments with AGT.

To assess the substrate specificity of LAGT and
AGT54, we measured the reaction of each protein with
BGCy3, a BG derivative labeled with the fluorophore
Cy3, and then measured the inhibition of the reaction by
competition with the alternative substrate PGBT. The
reaction between AGT54 and BGCy3 was unaffected
even by a 100-fold excess of PGBT over BGCy3, reflect-
ing the lack of activity of AGT54 against PG derivatives
(Figure 3, panel c). In contrast, the reaction of LAGT with
BGCy3 was quenched by 50% by a 30-fold excess of
PGBT over BGCy3 (Figure 3, panel d). This result is in
agreement with the higher activity of LAGT towards BG
derivatives compared to that towards PG derivatives.

This strategy of inserting additional amino acid
sequences into surface regions of a protein to enhance
activity towards a new substrate should, in principle, be
applicable to other proteins. Surface loops play an
important role in the substrate recognition of many
enzymes. For example, in many kinases, the difference
in specificity originates from variations in the loops con-
necting the secondary structure elements (21). The
insertion of amino acid sequences into surface regions
of enzymes may thus also be applied to multi-turnover
catalysts. Loop insertion at random positions might be
an important alternative to insertion at rationally chosen

sites. An innovative methodology to insert or delete
amino acids in random positions has recently been pre-
sented (22).

Specific Double-Labeling of AGT Fusion Proteins
in Vitro and in Living Cells. To achieve specific labeling
of different proteins with different chemical probes, we
first needed to determine whether the mutant LAGT
could be used as a tag to label fusion proteins in living
cells. LAGT was fused either to three copies of the simian
virus 40 large T-antigen nuclear localization signal (NLS)
or to �-galactosidase and transiently expressed in a
Chinese hamster ovary (CHO) cell line. Cells were incu-
bated with PGDF (Figure 1, panel b) for 30 min. Confocal
microscopy showed specific labeling of LAGT-NLS in the
nucleus and LAGT-�-galactosidase in the cytoplasm
(Figure 4, left panels). As a control, we chose W160AGT,
human wild-type AGT with the single mutation G160W,
whose activity towards BG derivates is comparable to
that of LAGT. Cells overexpressing W160AGT did not
become labeled, even when incubated with PGDF for
extended periods of time (Figure 4, right panels). Next
we transiently co-expressed LAGT-�-galactosidase and
W160AGT-NLS to assess whether the evolved LAGT

TABLE 1. Properties of AGT mutants used in this work

Mutant Description
Activity versus
BG kobs (s�1 M�1)

Activity versus
PG kobs (s�1 M�1)

W160AGT Human wild-type AGT with the single mutation G160W 400 �0.5
MAGT Previously evolved mutant with increased activity towards BG and optimized

properties for applications in protein labeling (4)
520 �0.5

clone 9 Mutant selected from library 1 with loop inserted at position Glu159/Gly160
of MAGT

480 45

AGT54 Previously evolved mutant with increased activity towards BG (4) 1300 �0.5
LAGT Mutant with loop from clone 9 inserted at position Glu159/Gly160 of AGT54 1250 115

Figure 4. Selective fluorescence labeling of LAGT fusion
proteins in living CHO cells with PGDF. Left panels: CHO
cells transiently expressing LAGT-NLS3 or LAGT-�-
galactosidase were incubated with PGDF (20 �M) and
analyzed by fluorescence microscopy. Right panels: CHO
cells transiently expressing W160AGT-NLS3 or W160AGT-�-
galactosidase were incubated with PGDF (20 �M) and
analyzed by fluorescence microscopy. Fluorescence and
differential interference contrast (DIC) images of confocal
micrographs are overlaid.
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mutants could be selectively labeled in the presence of
an AGT with wild-type specificity. Incubation of the cells
with PGDF led to selective labeling of LAGT in the cyto-
plasm, while labeling of W160AGT-NLS in the nucleus
could not be detected (Supplementary Figure 3).

Because LAGT can react with both PG and BG deriva-
tives, selective labeling of LAGT and AGT fusion proteins
relies on sequential addition of the substrates. First, the
LAGT fusion protein must be labeled to completion with
a PG derivative, and then a BG derivative can be added
to label the wild-type specific AGT fusion protein. To test
the feasibility of this sequential labeling strategy, an
equimolar mix of pure LAGT-GST and W160AGT was incu-
bated first with PGDF and then with BG linked to tetra-
methylrhodamine (BGTMR). Aliquots of the reaction
mixture were taken at different time points, subjected to
SDS-PAGE, and analyzed for fluorescein and TMR label-
ing using a laser-based fluorescence scanner with
appropriate filters (Figure 5, panel a). Under these condi-
tions LAGT-GST reacts with PGDF to completion within 90
min, and BGTMR added after 90 min reacts exclusively
with W160AGT (Figure 5, panel a). Next we attempted a
similar sequential labeling in CHO cells transiently
co-expressing LAGT-�-galactosidase and W160AGT-NLS.
Sequential labeling with PGDF followed by a red-emitting
SNARF-1 derivative of BG (BGSF) (6) led to specific label-
ing of the corresponding proteins in their different cellu-
lar compartments (Figure 5, panel b).

The successful reprogramming of the substrate speci-
ficity of AGT through loop insertion broadens the scope
of application of the AGT labeling approach, as it allows
selective labeling of two fusion proteins within the same
cell. The use of spectroscopic distinguishable fluoro-
phores is especially useful for studying protein localiza-
tion and function in living cells.

Specific Double-Labeling of AGT Fusion Proteins for
FRET Measurements. The ability to perform selective
labeling of different AGT proteins with different spectro-
scopic probes may be of particular use for FRET. This
powerful technique is used to investigate protein–pro-
tein interactions or to construct sensors for enzyme
activities conformational changes of proteins and con-
centration changes of secondary messengers. So far,
FRET measurements in living cells have predominantly
used autofluorescent proteins (23, 24). Cyan and yellow
fluorescent proteins (CFP and YFP, respectively) are cur-
rently the FRET system of choice, and the two proteins
have been optimized by various groups with respect to

spectral overlap, dynamic range, and various other prop-
erties (25–27). Despite all these efforts, the optimized
CFP–YFP pairs still have a number of drawbacks. For
example, CFP and YFP in their current form are still
reported to be weak dimers, which might affect the inter-
action of the corresponding fusion proteins (27). Also, it
has been reported that the YFP mutant optimized for
FRET applications, CyPet, folds poorly at 37 °C (27). Fur-
thermore, efficient FRET pairs of autofluorescent pro-
teins that are orthogonal to the CFP–YFP pairs are not yet
available (27). The latter point would be important for
the simultaneous monitoring of multiple biochemical
processes in living cells. We wanted, therefore, to evalu-
ate whether the new AGT mutant can be used together
with parental AGT for the creation of efficient FRET pairs.
The proteins FK506 binding protein (FKBP) and

Figure 5. Specific labeling of LAGT and W160AGT fusion
proteins with different fluorophores in vitro and in living
cells. a) Sequential incubation of an equimolar mixture of
purified LAGT-GST and W160AGT (0.5 �M each) with PGDF
(10 �M) and BGTMR (1 �M) and subsequent analysis
using SDS-PAGE and a laser-based fluorescence scanner.
Green color represents fluorescence resulting from
fluorescein and red color represents fluorescence resulting
from TMR. b) Sequential incubation of human embryonic
kidney (HEK) and CHO cells transiently co-expressing
LAGT-�-galactosidase and W160AGT-NLS with PGDF (20
�M) and BGSF (5 �M) and subsequent analysis using
laser scanning confocal microscopy. Green color
represents fluorescence resulting from fluorescein, and red
color represents fluorescence resulting from SNARF-1.
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rapamycin-binding
domain of mTOR
(FRB) as fusions
with LAGT and MAGT
were chosen as a
first example for
measurements
in vitro. The FKBP/
FRB pair was par-
ticularly well suited
for these experi-
ments as their inter-
action depends on
the presence of the
natural product
rapamycin, which
facilitates control
experiments. A solu-
tion containing
equimolar concen-
trations of FKBP-
LAGT and FRB-MAGT
was sequentially

incubated with equimolar concentrations of PGCy3
(Figure 1, panel b) followed by BG linked to Cy5 (BGCy5)
and subsequently used without further purification. The
selective labeling of FKBP-LAGT with Cy3 and FRB-MAGT
with Cy5 was confirmed by SDS-PAGE, visualized using
a fluorescence scanner (Supplementary Figure 4, panel
a). Excitation of the mixture of the two labeled proteins
at 520 nm and measurement of the Cy5 emission at
674 nm showed that addition of rapamycin induced a
250% increase of the Cy5 emission and a change of
the emission ratio of Cy3 and Cy5 of 2.9-fold (Figure 6,
panel a). When an alternative substrate pair was used,
PGFL (Figure 1, panel b) and BGCy5, with excitation at
485 nm, the increase in FRET through addition of rapa-

mycin was even more pronounced (350% increase of
Cy5 emission and a 3.8-fold change in the emission
ratio of Cy3 and Cy5), emphasizing the need for well-
optimized pairs of fluorophores; see Supplementary
Figure 4, panel b.

We then tested whether the two AGT variants concat-
enated in a single polypeptide chain could be specifi-
cally labeled with two different fluorophores. Such con-
structs would be valuable for the construction of FRET-
based sensors to measure concentration changes of
important metabolites or enzymatic activities (23, 24).
Towards this end, MAGT and LAGT were linked by the
DEVD substrate motif of the endopeptidase caspase 3.
The resulting protein LAGT-DEVD-MAGT could be effi-
ciently labeled with the substrates PGFL and BGCy5, as
confirmed by SDS-PAGE and subsequent analysis using
a fluorescence scanner; see Supplementary Figure 5.
Excitation of the doubly labeled fusion protein at 485
nm led to intramolecular FRET and emission at 640 nm
(Figure 6, panel b). When the construct was subjected to
proteolysis by caspase 3, under conditions where
�75% of the protein was cleaved, the FRET-dependent
Cy5 emission decreased by �60% and the emission ratio
at 540 and 640 nm changed by a factor of 2.7. Complete
digestion by proteinase K reduced the Cy5 emission by
77% (Figure 6, panel b and Supplementary Figure 5).

Together these experiments demonstrate that doubly
labeled AGT fusion proteins are attractive candidates for
the construction of FRET-based sensors. Furthermore,
different AGT fusion proteins can now be tagged with a
large variety of different synthetic fluorophores, which is
important for the construction of efficient FRET pairs
orthogonal to those of autofluorescent proteins. The
emission wavelengths of fluorophores available for
labeling of AGT fusion proteins in living cell ranges from
blue- to far-red (28). Future experiments will focus on
establishing such FRET pairs in living cells.

METHODS
Standard chemicals were purchased from Sigma-Aldrich.

Enzymes for recombinant DNA work were purchased from MBI
Fermentas or New England Biolabs. Sequences of PCR primers
used in this work are listed in Supporting Information.

Phage Library Creation. The phagemid vector pAK100 (29) was
used for the creation of filamentous phage displaying variants of
AGT. Mutated MAGT genes were ligated into the two SfiI restric-
tion sites that are located between the gene of the minor coat
protein pIII and its leader sequence. The creation of the random
mutagenesis library is described in Gronemeyer et al. (15). In

this library, the gene of MAGT is randomly mutated with an
average of 2–3 base mutations per gene. For the creation of the
saturation mutagenesis library, the amino acid positions
138–143, 157, 159, and 160 of MAGT were mutated using par-
tially degenerate primers in a PCR-based method using pAK100-
MAGT as a template (4). Two overlapping PCR products were
formed with the primer pairs p1/p2 and p3/p4. The gel-purified
products were assembled in a PCR reaction with the primer pair
p1/p4.

The three libraries containing an additional stretch of five
random residues (loop libraries 1–3) were created by an overlap-

Figure 6. FRET between fluorescence labeled AGT fusion
proteins. a) Emission spectra of PGCy3/BGCy5 labeled
FKBP-LAGT and FRB-MAGT in the presence and absence of
rapamycin. b) Emission spectra of PGFL/BGCy5 labeled
LAGT-DEVD-MAGT before and after treatment with
caspase 3 or proteinase K.
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extension PCR of two PCR products. The overlapping PCR prod-
ucts were created with the primer pairs p5/p6 and p7/p8 for the
library with the insertion at the amino acid position 159/160
(loop library 1), with the primer pairs p1/p9 and p10/p4 for the
library with the insertion at the amino acid position 135/136
(loop library 2), and with the primer pairs p1/p11 and p12/p4
for the library with the insertion at the amino acid position
32/33 (loop library 3). The degenerated primers were designed
in a such way that the two amino acid positions flanking the five
residue insert were also randomized. The gel-purified PCR prod-
ucts were assembled in a reaction using the primer pair
p13/p14. For all libraries, ligated plasmids were purified and
electroporated into Escherichia coli JM101 cells.

Phage Selection. Phage were produced in 50-mL cultures
essentially as described in Juillerat et al. (14). Phage were sepa-
rated from cells by centrifugation at 4000 rpm for 20 min at 4 °C.
Then, 0.5 mL of the supernatant containing the phage particles
(typically 1011 t.u./mL) was blocked with 0.5 mL of phosphate
buffered saline (PBS)/milk (4% (w/v) skimmed milk in PBS
pH 7.4) and incubated with PGDIG (2 or 20 �M) for 10 min. As
a positive and negative control of the phage panning procedure,
phage of the same preparation were incubated in parallel either
with or without the substrate BGDIG. Nonreacted substrate was
removed by two rounds of PEG precipitation as follows: Phage
were incubated with 250 �L of 20% (w/v) PEG 8000, 2.5 M NaCl
on ice for 10 min and spun at 13,000 rpm for 10 min at 4 °C.
Phage were resuspended in 0.5 mL of PBS/milk, added to pre-
blocked anti-digoxigenin magnetic beads (50 �L of beads in
0.5 mL of PBS/milk; Roche), and incubated on a rotating wheel
at RT for 30 min. The magnetic beads were then washed once
with PBS/milk, six times with PBS/Tween 20 (0.01% (v/v)), and
twice with PBS. The reaction tube was replaced at least once
during the washing procedure. The phage were eluted with
100 �L of 50 mM glycine buffer, pH 2.5. The pH of the eluate
was neutralized by addition of 50 �L of 1 M Tris-HCl, pH 8.
Eluted phage (100 �L) were incubated with 10 mL of expo-
nentially growing JM101 for 30 min at 37 °C and plated on
a large (20 cm diameter) agar plate containing kanamycin
(70 �g/mL). For phage titer determination, 20 �L of the eluted
phage (and eight parallel 10-fold dilutions) were incubated with
180 �L of exponentially growing JM101 cells for 30 min at 37 °C.
Then, 20 �L of the infected cells was spotted on kanamycin-
containing agar plates. The infected cells grown on large agar
plates were collected and subjected to 2–3 further rounds of
phage selection.

Activity Screening. Cells harboring the DNA of selected phage
were pooled by resuspension of bacterial colonies resulting from
phage infection with PBS. Plasmid DNA was extracted from cells,
and the genes of the AGT mutants were PCR amplified with the
primer pair p15/p16 to attach the sequences of the BamHI and
EcoRI restriction sites and a C-terminal polyhistidine tag. The
PCR product was ligated into the pGEX-2T vector for expres-
sion of AGT mutants as fusion proteins with GST. The plasmids
were electroporated into E. coli XL1-Blue. Individual colonies
were picked and grown overnight in 3 mL of 2YT/ampicillin
media. Cells of these cultures were diluted in 20 mL of Sab-
ouraud dextrose broth (SB) media containing ampicillin to an
OD600 of 0.1 and grown at 37 °C. Protein expression was
induced when the OD600 reached 0.6 by addition of 1 mM IPTG,
and cells were incubated at 24 °C for 4 h. The cells were then
pelleted, resuspended in 1 mL of PBS pH 7.4 containing 1
mg/mL lysozyme and 10 �g/mL DNase I, and sonicated for 10 s.
The cell debris was removed by centrifugation for 30 min at
13,000 rpm at 4 °C, and 50 �L of supernatant was incubated
with either 20 �M PGDIG or 2 �M BGDIG for 0, 1, 3, 10, 30, or
90 min. The reactions were quenched by addition of 100 �M BG.
The reaction mixtures were spotted on a hydrophobic mem-

brane with a 96-well dot-blot system (Minifild I, Schleicher &
Schuell Biosciences). The membrane was blocked in PBS/milk,
washed with PBS, blocked in PBS/bovine serum albumin (BSA)
(1 mg/mL), and incubated with preblocked anti-digoxigenin-
HRP antibody conjugate (dilution, 1:1000). The membrane was
washed, and the HRP was detected with a chemiluminescence-
based assay.

Characterization of Active AGT Mutants. Active mutants were
expressed in cultures of 100 mL of 2YT containing ampicillin
(100 �g/mL) at 24 °C for 4 h and purified by either nickel or
glutathione affinity chromatography. The eluted protein was
dialyzed overnight at 4 °C in 50 mM 4-(2-hydroxyethyl)-1-
piperazineethanesulfonic acid (HEPES) buffer, pH 7, containing
1 mM DTT.

The activity of the purified protein was measured with the
dot-blot-based assay described above using either the sub-
strates PGDIG (20 �M) or BGDIG (2 �M) in combination with the
anti-digoxigenin-HRP antibody conjugate or the substrates PGBT
or BGBT in combination with streptavidin-HRP. The same assay
was used to measure residual activity of the AGT mutants after
heat incubation for 15 min at temperatures ranging from 4 to
60 °C.

The selectivity of AGT mutants towards different substrates
was measured by incubating the protein simultaneously with the
two substrates BGCy3 (1 �M) and PGBT (1–200 �M) at various
molar ratios in 50 mM HEPES buffer and 1 mM DTT. The kinetics
of the reaction of AGT mutants with BGCy3 was measured as
described previously (4).

In Vitro FRET Assays. Construction and purification of the
fusion proteins FKBP-LAGT, FRB-MAGT, and LAGT-DEVD-MAGT is
described in Supporting Information. A solution containing
FKBP-LAGT and FRB-MAGT (5 �M each) in 50 mM HEPES, pH 7.2,
containing 1 mM DTT was incubated sequentially with either
PGCy3 or PGFL (4 �M, 3 h at RT), then PG (40 �M, 1 h, RT, to
quench non-reacted LAGT), and finally BGCy5 (4 �M, 1 h, RT).
FRET was measured by exciting at 485 nm (or 520 nm) and moni-
toring the emission at wavelengths between 500 and 750 nm (or
between 530 and 750 nm) in the presence and absence of rapa-
mycin (5 �M) using a SPECTRAmax GEMINI fluorescence spec-
trometer (Molecular Devices Corp.). Purification and sequential
labeling of LAGT-DEVD-MAGT was performed as described for
FKBP-LAGT and FRB-MAGT. The fusion protein was incubated with
caspase 3 (5.8 �g/mL; Sigma-Aldrich) at RT overnight or protein-
ase K (250 �g/ml; AppliChem) for 20 min on ice. FRET was mea-
sured as described for the FKBP and FRB fusion proteins.

Fluorescence Labeling of AGT Fusion Proteins in Living Cells. The
construction of expression plasmids for transient expression in
mammalian cells and the protocols for transient transfection are
given in Supporting Information. Twenty-four hours after tran-
sient transfection, AGT-deficient CHO-9-neo-C5 cells and HEK
cells in F-12(Ham) medium were incubated with either the sub-
strate PGDF (20 �M), BGDF (5 �M), or BGSF (5 �M) in PBS con-
taining 0.1% (v/v) DMSO for time periods ranging from 5 min to
2 h. In the case of transient co-expression of W160AGT-NLS3 (4)
with an LAGT fusion protein, PGDF (20 �M) was added to the
cells for 1 h, followed by incubation with BGSF (5 �M) for
30 min. The cells were then washed three times with PBS to
remove excess substrate. Cells were imaged in PBS 30 min after
the last washing step with a laser-scanning confocal microscope
(Leica TCS SP2 AOBS) using 488-nm argon, 515-nm argon, or
561-nm HeNe laser lines and a 20� water objective. Emission
was recorded at wavelengths from 520 to 550 nm and 600 to
700 nm, respectively. DIC optics were used to image non-
labeled cellular structures. Scanning speed and laser intensity
were adjusted to avoid photobleaching of the fluorescent probes
and damage or morphological changes of the cells.
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B ecause of the extensive role of 3,5,3�-triiodo-L-
thyronine (T3) (Table 1) in vertebrate physiology,
thyroid hormone analogues with tissue-specific

actions, or selective thyromimetics, are highly desirable
(1–3). T3 exerts its actions by translocating into the
nucleus of target cells and binding to the ligand binding
domain of its cognate receptor, TR. Upon binding, TRs
undergo a conformational change leading to recruitment
of coregulator proteins and hence induction or repres-
sion of target gene transcription (4). TR is a member of
the nuclear receptor superfamily, a group of ligand-
activated transcription factors that are involved in a
variety of cellular processes (4). There are two genes for
TR, TR� and TR�, that are differentially processed by
alternative splicing or differential promoter usage, pro-
ducing an ensemble of four different major isoforms
(4, 5). Although most of these isoforms are ubiquitously
expressed, the TR isoform ratio in some tissues is differ-
ent, giving rise to tissue-specific isoform actions (5, 6).

Selective thyromimetics bind to and preferentially
activate or inactivate one of three physiologically rel-
evant TR subtypes: TR�1, TR�1, and TR�2. A complete
panel of thyromimetics that either activate or inactivate
these receptor subtypes would provide a set of chemical
tools that may assist in understanding the molecular-
level basis behind TR physiology.

RESULTS AND DISCUSSION
The genesis of CO23 (Table 1) came about by first
looking at a class of structurally related compounds, the
TR�-selective agonists (3, 7–11). All of these com-
pounds were derivatized from the thyronine backbone
of T3 by modifying either the moiety in the C1 region of
the scaffold, consisting of a linker capped by an acid
group (i.e., carboxylic, oxamic, and malonamic acids), or
both the C1 region and the 3= position of the outer ring; it
has been shown that placing large hydrophobic groups
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ABSTRACT Thyroid hormone is a classical endocrine signaling molecule that
regulates a diverse array of physiological processes ranging from energy metabo-
lism to cardiac performance. The active form of thyroid hormone, 3,5,3=-triiodo-L-
thyronine or T3, exerts many of its actions through its receptor, the thyroid hor-
mone receptor (TR), of which there are two subtypes for two isoforms: TR�1, TR�2,
TR�1, and TR�2. Although TR isoforms, with the exception of TR�2, are expressed in
all tissues, they display different patterns of expression in different tissues, giving
rise to tissue-specific isoform actions. Currently, several TR�-selective agonists
have been developed; however, TR�-selective agonists have remained elusive.
Herein, we report the synthesis and biological evaluation of CO23, the first potent
thyromimetic with TR�-specific effects in vitro and in vivo.
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in the 3= position improves the �-selectivity for this class
of thyromimetic (8). It has also been reported that com-
pounds with a phenyl-naphthylene core bind to TR� in the
sub-nanomolar range and display low to modest selectiv-
ity for TR�. Interestingly, these thyromimetics are the first
to display a structure activity relationship that diverges
from other thyromimetics that are based on the biaryl
ether core found in the thyronine backbone of T3 (12).

After surveying a list of �-selective agonists, we
observed that heterocycles were underutilized in gener-
ating chemical diversity at the C1 region, with few excep-
tions (10, 11, 13). Recent examples of thyromimetics
with heterocycles in the C1 region and outer ring include
thyromimetics that incorporate inner-ring fused
quinoline-2-carboxylates and indole-2-carboxylates in
the C1 region and indoles and indazoles forming
heterocyle-fused outer rings (14, 15). Despite these
examples, thyromimetics containing heterocycles are
rare, and hence the infrequent use of heterocycles in
thyromimetic design coupled with their relatively low
cost and availability, chemical diversity (particularly with

respect to pKa), and ease of synthetic incorporation into
the C1 region prompted the synthesis of a small panel of
thyroid hormone analogues bearing heterocycles at the
1 position with or without a linker. The halogen-free 3,5-
dimethyl,3=-isopropyl inner- and outer-ring substitution
pattern was selected for this collection of thyroid
hormone analogues due to ease of synthesis.

An in vitro evaluation of a small panel of thyroid
hormone analogues identified one lead compound,
CO22 (Table 1), that displays modest binding affinity
and potency but at the highest concentration is as effica-
cious as T3 when tested for TR�-induced transactivation
in U2OS cells (Table 1 and Figure 1, panels a and b).
CO22 showed significantly lower potency and efficacy
when assayed for TR�-induced transactivation. In fact, at
the highest concentration tested, transcriptional activity
did not plateau, and it displayed about half the efficacy
of T3, indicating that CO22 is a poor agonist against TR�

(Table 1 and Figure 1, panels a and b).
The structure–activity data revealed a way to circum-

vent the problem in potency of CO22. A similar thyroid

TABLE 1. Binding affinity and potency of CO22 and CO23

Compound

Kd and EC50 values (nM)

Binding affinity (Kd)a Transactivation in U2OS cells (EC50)b Transactivation in HeLa cells (EC50)b

TR� TR� TR� TR� TR� TR�

O

HO I

I

NH
3

+

CO
2

–

I

T
3

1

5

3

5′

3′

0.058 0.081 2.4 � 0.4 11 � 2 2.4 � 0.5 2.4 � 0.5

O

HO Me

Me

NH

H

N

O

O

Me

Me

CO22 286 � 27 280 � 102 3870 � 1 c c c

O

HO I

I

NH

H

N

O

O

Me

Me

CO23 1.2 � 0.2 1.7 � 0.3 34 � 4 390 � 3 11 � 1 58 � 1

aDetermined by means of an 125I-T3 competitive binding assay, and data are reported as the mean Kd � standard error of the mean, n � 3. bDetermined
through use of a TRE-driven dual-luciferase reporter assay in U2OS or HeLa cells, and the data are reported as the mean EC50 value � standard error
of the mean, n � 3 (T3, CO22, and CO23 in HeLa cells) and n� 6 (CO23 in U2OS cells). cNot applicable.
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hormone analogue displaying an EC50 value of �6 nM
when tested for TR�-induced transactivation in COS-1
cells is different from CO22 in two ways: 1) there is a thi-
azolidinedione in the C1 region instead of an imidazo-
lidinedione and 2) the inner ring consists of iodides
rather than methyl groups (11). Although this compound
is structurally similar to CO23, it is unknown whether
this compound displays TR� specificity in vitro because
it was not tested for TR�-induced transactivation in
COS-1 cells. In terms of CO23, the imidazolidinedione
was deemed necessary for conferring TR�-specificity,
and thus we modified the inner ring of CO22 by replac-
ing the methyl groups with iodides (Scheme 1).

CO23 proved superior to CO22 with respect to
binding and transactivation because it exhibits a �200-
fold improvement in binding affinity as well as a �100-
fold improvement in potency (as determined by transac-
tivation in U2OS cells) compared with CO22 (Table 1
and Figure 1, panels a–d). Although CO23, like CO22,
shows no preference in binding to TR�1 in an 125I-T3

competitive binding assay, it shows selective activation
of TR�1 in a DR4-driven dual-luciferase reporter assay
using U2OS cells (Table 1 and Figure 1, panels c and d).
Note that the replacement of the inner-ring methyl
groups with iodides results in diminished TR� selectivity
(Figure 1, panel d). It is likely that the polarizability and
increased electronegativity of iodides favor binding to
the TR binding pocket in a steric and electronic sense,
making it more potent to both receptors. However, the
methyl groups, which are smaller and less polarizable
and electronegative than iodides, may cause negative
interactions that decrease both binding affinity and
transactivation through TR but affect TR� activation to a
lesser extent than TR� activation. With this in mind,
modification of the inner-ring substituents may serve to
optimize the selectivity of an already selective thyromi-

Figure 1. In vitro evaluation of CO22 and CO23. a, c) 125I-T3

competitive binding curves for T3, CO22, and CO23 against
hTR�1and hTR�1; b, d) a TRE-driven dual-luciferase
reporter assay showing transactivation curves for T3,
CO22, and CO23 against hTR�1 and hTR�1 in U2OS cells;
e) A TRE-driven dual-luciferase reporter assay showing
transactivation curves for T3 and CO23 against hTR�1

and hTR�1 in HeLa cells. Plots show mean of triplicates
with standard deviation.
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metic, whereas the C1 moiety may be responsible for
setting the selectivity of a thyromimetic for TR� or TR�.

When determining selective activation of TRs using
this cell line, it is necessary to compare the potency of
the test ligand to the control ligand T3 because T3 shows
a difference in activation of TR�1 and TR�1 using a syn-
thetic TRE-driven luciferase reporter construct; CO23
selectively activated TR�1 by �3-fold in U2OS cells rela-
tive to T3 (Table 1 and Figure 1, panel d). Due to this dif-
ference in T3 activation of TR�1 and TR�1 in U2OS cells, it
was necessary to directly determine the TR�1 selectivity
of CO23. In HeLa cells, a cell line where T3 is equipotent
with respect to TR�1 and TR�1activation, CO23 showed a
�5-fold preference in TR�1 activation (Table 1 and
Figure 1, panel e).

After the TR� selectivity of CO23 was established
in vitro, CO23 was further investigated in precociously
induced amphibian metamorphosis. Amphibian meta-
morphosis occurs in three distinct stages: premetamor-
phosis, prometamorphosis, and climax (16). The
premetamorphic tadpole primarily undergoes larval
growth; however, the onset of prometamorphosis is
marked by secretion of thyroid hormone from the devel-
oping thyroid gland, giving rise to a number of morpho-
logical and biochemical changes such as hind limb (HL)
proliferation, differentiation, and induction of genes,
including TR� (16, 17). Fore leg emergence and the rapid
and complete resorption of gills and tail mark metamor-
phic climax and, thus, complete the developmental
program (16, 17).

Using Xenopus laevis metamorphosis as
a model system for studying biologically
active and selective thyroid hormone ago-
nists offers several advantages. First,
Xenopus and mammalian TRs, their het-
erodimer partners, and the receptor-
associated coregulators are structurally and
functionally well conserved (17). Further-
more, Xenopus metamorphosis has been
extensively studied, and detailed molecular
events throughout the process are well
known (17). Xenopus TR� (xTR�) is ex-
pressed early on in the developing embryo
and before the larval tadpole has a func-
tional thyroid gland (17, 18). Just prior to
metamorphosis, xTR� expression becomes
widespread with locally high levels occur-
ring in tissues that are destined to undergo

proliferation and differentiation such as the limb buds,
brain, and skin (17, 18). The gene for TR� is itself an
early-response gene of thyroid hormone, and its mes-
senger RNA levels increase as thyroid hormone levels
increase during the progression of metamorphosis,
reaching a peak at metamorphic climax where death
and resorption of larval tissue predominate (16, 19).
This correlation between metamorphic stage, TR-isoform
expression, and morphogenic response is ideal for the
study of a TR�-selective thyromimetic.

Stage-53/54 tadpoles treated with CO23 (50, 100,
and 200 nM) experienced HL growth as extensive as or
greater than that of tadpoles treated with 30 nM T3 after
1 week (Figure 2, panel a). In addition, CO23-treated
tadpoles exhibited less tail, gill, and head resorption at
concentrations (50 and 100 nM) that yielded greater or
equal HL growth as compared with 30 nM T3-treated tad-
poles (Figure 2, panel a). In a 4-d time course, tadpoles
treated with CO23 (50, 100, and 200 nM) showed more
extensive HL development after each successive day
compared with tadpoles treated with 30 nM T3 (Supple-
mentary Figure 1, panels a and b). Treating tadpoles in a
dose-dependent manner with T3 (10, 20, and 30 nM)
and CO23 (10, 50, 100, 200, and 300 nM) showed that
after 4 d, concentrations of up to 200 nM CO23 were
more effective than or as effective as 30 nM T3 in pro-
moting HL development. The same CO23-treated tad-
poles displayed less head and tail resorption as did
30 nM T3-treated tadpoles (Supplementary Figure 2,
panel a). Furthermore, to show that CO23 works through

Scheme 1. Synthesis of CO23.
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TR, tadpoles were treated with CO23 and NH-3, a TR
antagonist (17). Tadpoles treated with 100 nM CO23
and 500 nM NH-3 displayed less HL and fore leg devel-
opment and resorption compared with the CO23-treated
control and only slightly more HL development com-

pared with the no ligand control after 5 d (Supplemen-
tary Figure 2, panel b).

A combination experiment whereby stage-53/54 tad-
poles were subjected to 100 nM CO23 and the TR�-
selective agonist GC-1 (100 or 500 nM) showed that tad-

Figure 2. In vivo analysis of CO23. a) Induced metamorphosis of stage-53/54 tadpoles, n � 3, treated for 7 d with vehicle, T3 (10 and 30 nM), CO23
(50, 100, and 200 nM), and a combination of CO23 (100 nM) and GC-1 (100 and 500 nM); b, c) HL development of tadpoles, n � 3, treated without
b) and with c) 1 mM methimazole and vehicle, T3 (2, 10, and 30 nM), and CO23 (10, 50, and 100 nM) up to 4 d as measured by H/T ratio (b) or
relative increase in weight (c, represented as a percentage of the maximal T3 response); d) tadpoles were treated with vehicle for 28 d and 50 and
100 nM CO23 for 23 d, then placed in 100 nM GC-1 for 5 d more. NL, vehicle control; e) tadpoles were treated with vehicle for 10 d and 50 nM GC-1
for 6 d, then placed in 100 nM CO23 for 4 d more. All images are to scale for ease of comparison.
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poles treated with CO23 and a low dose of GC-1
resembled 10 nM T3-treated tadpoles and tadpoles
treated with CO23 and a high dose of GC-1 resembled
30 nM T3-treated tadpoles (7, 17) (Figure 2, panel a).
Therefore, this combination treatment rescues the
�-isoform effects (resorption of gills, head, and bar bells,
reorganization of the brain, and development of Meckel’s
cartilage in the jaw area) at the CO23 concentration tested.

The effects of CO23 on HL development were further
explored by measuring the length and mass of growing
HLs in response to CO23 and T3 treatment. In the first
experiment, tadpoles treated with 100 nM CO23 yielded
the longest limbs after each successive day up to 4 d,
whereas the progression in length of 50 nM CO23-
treated tadpole limbs was similar to that of 30 nM
T3-treated tadpole limbs. At low concentrations of T3 and
CO23 (10 nM), HL lengthening was less rapid and exten-
sive compared with the no ligand control (Figure 2,
panel b). In the presence of a thyroid hormone biosyn-
thesis inhibitor (methimazole), the HLs of CO23 (50 and
100 nM)-treated tadpoles grew more rapidly than
(100 nM CO23) or in similar fashion (50 nM CO23) to
those of 10 nM T3-treated tadpoles (Figure 2, panel c). It
should be noted that 1 mM methimazole renders tad-
poles much more sensitive to T3.

Further studies with CO23 and GC-1 indicated that
sequential treatment with isoform-selective agonists
can temporally control tadpole morphogenesis. Treating
tadpoles with CO23 (50 and 100 nM) for up to 23 d led
to massive HL growth with slight resorption of head and
gills, and replacing it with 100 nM GC-1 on the 23rd day
led to the rapid resorption of head and tail, shrinking of
body size, and a hunch-back appearance after 5 d of
treatment (Figure 2, panel d). Conversely, treating with
50 nM GC-1 and replacing it with 100 nM CO23 yielded
opposite results, although some limb growth did occur
with GC-1 (Figure 2, panel e). In fact, limb growth result-
ing from GC-1 may be attributed to GC-1 activation of
TR�. This is likely because in the early stages of tadpole
metamorphosis TR� is the most abundant isoform
present and its activation leads to induction of TR�,
which then carries out the �-isoform effects upon activa-
tion by GC-1.

Next, we sought evidence for the TR� specificity of
CO23 by monitoring induction of early and late thyroid
hormone responsive genes. This was done by perform-
ing quantitative real-time polymerase chain reaction (rt-
PCR) on complementary DNAs derived from various
Xenopus tissues. TR� and xBTEB, a zinc-finger transcrip-
tion factor, are early response genes that are both
rapidly induced by T3, and in the case of xBTEB, by GC-1
as well (17, 18). As such, xBTEB can be viewed as a TR�-
induced early gene, and hence, its induction by CO23
should be less intense compared with that by T3. The
next gene of interest, collagenase-3, is a late responsive
gene that is up-regulated in tail tissue and should not

Figure 3. Relative gene induction as determined by quantitative
PCR. a, b) Relative gene induction by T3 and CO23 in HL tissue
after 2 (a) and 6 (b) d of treatment; c, d) relative gene induction
by T3 and CO23 in head tissue after 2 (c) and 6 (d) d of treatment;
e) relative gene induction by T3 and CO23 in tail tissue after 6 d
of treatment.
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respond to CO23 as effectively as to T3, particularly on
day 6 (19). In this experiment, CO23 acted as hypoth-
esized; in HL and head tissue after 2 and 6 d of treat-
ment, CO23 (100 and 500 nM)-induced TR� levels were
higher than those induced by T3 (10 nM), except in HL
tissue treated with 100 nM CO23 for 2 d (Figure 3,
panels a–d). In terms of xBTEB induction, CO23 (50,
100, and 500 nM) is less effective than T3 (10 nM)
(Figure 3, panels a, c, and d). It is only in HL tissue after
6 d of treatment (late prometamorphosis) that CO23
(100 and 500 nM) induced xBTEB more effectively than
T3 (Figure 3, panel b). Up-regulation of the late response
gene collagenase-3 by CO23 is also less effective at all

concentrations compared with that by T3 (10 nM)
(Figure 3, panel e). As for xTR�, only the highest dose of
CO23 (500 nM) was as effective as T3(10 nM) at its
up-regulation.

CO23 is the first thyroid hormone analogue to dem-
onstrate TR� specificity in vitro and in vivo. The impli-
cations of this may extend to mammalian species
because TR�1 in mammals is known to regulate
several cardiac parameters that maintain healthy
cardiac performance. Finally, CO23, along with current
thyromimetics, may serve as chemical probes of TR
signaling pathways, leading to new insights regarding
TR biology.

EXPERIMENTAL METHODS
General Synthesis. All chemicals used for organic synthesis

were purchased from Aldrich, Sigma-Aldrich, Fluka, or Acros and
were used without further purification. Anhydrous conditions
were maintained under argon using standard Schlenk line tech-
niques and oven-dried glassware. Anhydrous tetrahydrofuran
(THF), dichloromethane (DCM), pyridine, and diisopropyl ethyl-
amine were available in house and dispensable from a solvent
purification system. Compounds were purified by either flash
chromatography using silica gel (VWR Scientific) or preparatory
thin layer chromatography (prep TLC) using Analtech prep TLC
plates (20 cm � 20 cm, 1000 	m). 1H NMR spectra were taken
on the Varian Utility 400 MHz spectrometer in CDCl3 or DMSO-d6

solvents, and chemical shifts were reported as 
 (parts per
million) downfield of the internal control, trimethylsilane (TMS),
for all solvents. High-resolution mass spectrometry (HRMS)
using electrospray ionization was performed by the National Bio-
Organic, Biomedical Mass Spectrometry Resource at UCSF, and
specific rotation was determined using a Perkin Elmer 241 pola-
rimeter. Purity of final compounds was assessed using Rainin
HPXL pumps, an Altech Nucleosil 100 (C18) 10 	m 4.6 mm �
250 mm column with a 7.5 mm guard column, and a Varian
ProStar 330 photo diode array detector controlled by a Varian
Star chromatography workstation. HPLC grade acetonitrile and
H2O were purchased from Fisher.

Synthesis of CO23. Replacement of the inner-ring methyl
groups with iodides was accomplished by coupling of a Boc-
protected diiodotyrosine methyl ester, 9, with a triisopropylsilyl
(TIPS)-protected 4-hydroxy-3-isopropylphenyl boronic acid, 12,
resulting in the biaryl ether intermediate 13 (20–23). Subse-
quent amidation of the methyl ester and deprotection of the Boc
group set up the amino acid amide side chain for cyclization into
the imidazolidinedione by 4-nitrophenyl chloroformate and
water (20, 24, 25). The synthesis of CO23 was finalized by
deprotection of the TIPS group with tetrabutylammonium fluo-
ride (20) (Scheme 1). Full experimental details for both CO22
and CO23 are described in Supplementary Methods. Analytical
data for CO22 and CO23 are as follows. CO22 1H NMR (400MHz,
CDCl3): 
 1.21 (d, 6H, J � 8.0 Hz), 2.10 (s, 6H), 2.75 (dd, 1H, J �
4.0 Hz, J � 12.0 Hz), 3.14 (heptet, 1H, J � 8.0 Hz), 3.22 (dd, 1H,
J � 8.0 Hz, J � 12.0 Hz), 4.28 (dd, 1H, J � 4.0 Hz, J � 8.0 Hz),
4.97 (s, 1H), 5.57 (s, 1H), 6.22 (dd, 1H, J � 4.0 Hz, J � 8.0 Hz),
6.58 (d, 1H, J � 8.0 Hz), 6.73 (d, 1H, J � 4.0 Hz), 6.91 (s, 2H),
7.27 (s, 1H). CO22 HRMS (m/z): [M]� calcd for C21H24N2O4,
368.1736; found, 368.1749. CO22 HPLC (MeCN/water,

65–100%, 12 min): retention time 3.6 min; 99% pure. CO23
[�]20

D � �18.7 (c 0.05, MeOH). CO23 1H NMR (400MHz, DMSO-
d6): 
 1.11 (d, 6H, J � 8.0 Hz), 2.81 (dd, 1H, J � 8.0 Hz, J �
14.0 Hz), 2.93 (dd, 1H, J � 4.0 Hz, J � 14.0 Hz), 3.15 (heptet,
1H, J =8.0 Hz), 4.35 (dd, 1H, J � 4.0 Hz, J � 8.0 Hz), 6.16 (dd,
1H, J � 4.0 Hz, J � 8.0 Hz), 6.61 (d, 1H, J � 8.0 Hz), 6.63 (d, 1H,
J � 4.0 Hz), 7.75 (s, 2H), 7.98 (s, 1H), 8.96 (s, 1H), 10.60 (s, 1H).
CO23 HRMS (m/z): [M]� calcd for C19H18I2N2O4, 591.9356;
found, 591.9356. CO23 HPLC (MeCN/water, 65–100%, 12 min):
retention time 3.9 min; 99% pure.

Thyroid Hormone Competition Binding Assay. Full-length hTR�1

and hTR�1 were expressed using a TNT T7 quick-coupled tran-
scription translation system (Promega). Competition assays for
binding of unlabeled T3 and CO23 were performed using
1 nM 125I-T3 in a gel filtration binding assay as described (26).

Transient Transfection Assays. Human bone osteosarcoma
epithelial (U2OS) cells or human uterine cervical cancer (HeLa)
cells (Cell Culture Facility, UCSF) were grown to �80% conflu-
ency in Dulbecco’s modified Eagles (DME)/H-21, 4.5 g L�1

glucose medium containing 10% newborn calf serum (NCS) or
fetal bovine serum (FBS), respectively (both heat-inactivated),
2 mM glutamine, 50 units mL�1 penicillin, and 50 	g mL�1

streptomycin. Cells ((�1.5–2) � 106) were collected and re-
suspended in 0.5 mL of electroporation buffer (Dulbecco’s
phosphate-buffered saline (PBS) containing 0.1% glucose and
10 mg mL�1 bioprene) with 1.5 	g of a TR expression vector
(full-length hTR�1–CMV or hTR�1–CMV), 0.5 	g of pRL-TK consti-
tutive Renilla luciferase reporter plasmid (Promega), 5 	g of a
reporter plasmid containing a synthetic TR response element
(DR-4) containing two copies of a direct repeat spaced by four
nucleotides (AGGTCAcaggAGGTCA) cloned immediately
upstream of a minimal thymidine kinase promoter linked to a
luciferase coding sequence (7). Cells were electroporated using
a Bio-Rad gene pulser at 350 V and 960 	F in 0.4 cm cuvettes,
pooled in DME/F-12 Ham’s 1:1 without phenol red (U2OS) or
DME/H-21 (HeLa), supplemented as above except that NCS and
FBS were hormone-stripped using dextrose-coated charcoal, and
plated in 96-well (U2OS) or 12-well (HeLa) plates to a final
density of 20,000 cells per well and 100,000 cells per well,
respectively. After a 2-h incubation period, compounds in 1%
DMSO were added to the cell culture medium in triplicate. After
an additional 16-h incubation period, cells were harvested and
assayed for luciferase activity using the Promega dual-
luciferase kit (Promega) and an Analyst AD (Molecular Devices).
Data normalized to the Renilla internal control were analyzed
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with GraphPad Prism, v4, using the sigmoid dose response
model to generate EC50 values; EC50 values were obtained by
fitting data to the following equation: Y � bottom � (top � bot-
tom)/(1 � 10(log EC50 � X) � HillSlope)).

Preparation of Chemicals. Stocks of T3, CO23, GC-1, and NH-3
were prepared with DMSO at a concentration of 10 mM and
stored at �20 °C until use; GC-1 and NH-3 were prepared as
described previously (27, 28). All other chemicals were pur-
chased from Sigma unless otherwise indicated. Methimazole
(Aldrich) was dissolved in sterile water to a final concentration of
1 M and stored at �20 °C. Aminobenzoic acid ethyl ester (0.1%,
Tricaine or MS222) was made fresh in sterile ddH2O and kept at
4 °C for no longer than 1 week.

General X. laevis Tadpole Procedures. X. laevis stage-53/54
tadpoles were purchased from NASCO, Inc., and staged accord-
ing to Nieuwkoop and Faber (29). Upon receipt, tadpoles were
allowed to set overnight at RT (18–25 °C) in order to recover
from shipping shock, after which half of the initial rearing water
was replaced with 0.1� Marc’s Modified Ringer’s (MMR) buffer
(10� solution consists of 100 mM NaCl (Fisher),
2 mM KCl (Fisher), 1 mM MgCl2, 2 mM CaCl2, 0.1 mM EDTA, and
5 mM N-2-hydroxyethylpiperazine-N=-2-ethanesulfonic acid,
pH 7.8) and in some cases, the tadpoles were maintained at a
concentration of 1 mM methimazole. Tadpoles were ultimately
maintained in fresh 0.1� MMR buffer, changed every 2 d, with
or without methimazole. After completion of experiments, live
tadpoles were euthanized by treatment with 0.01% Tricaine,
exposure to an ice bath, and either fixation in PBS containing
3.5% formalin or decapitation in order to ensure death. Ani-
mals were photographed with a Canon PowerShot A510, and
images were processed with Adobe Photoshop CS, v8, and
Adobe Illustrator CS, v11. All tadpole experiments were con-
ducted in accordance with Institutional Animal Care and Use
Committee approval (animal protocol no. A7228-23070-01).

Induced Metamorphosis Experiments. Stage-53/54 tadpoles
were added to extra-deep Petri dishes (Fisher) in triplicate con-
taining 50 mL of 0.1� MMR buffer and vehicle or the appropri-
ate concentration(s) and combination of ligand(s) (T3, CO23,
GC-1, and NH-3) with or without methimazole. The final DMSO
concentration was 0.1%. Induced metamorphosis experiments
were repeated at least three times.

Quantification of HL Development. Groups of tadpoles were
treated with the appropriate concentration of ligand and photo-
graphed live daily, every 24 h, for 4 d or sacrificed before exci-
sion of HLs. One method of quantifying HL development was
through measuring the HL length (pixels) to tail length (pixels)
(H/T) ratio, because this ratio correlates reasonably well with
metamorphic stage and serves to normalize for differences in
initial tadpole size (30). The percentage of tail length remaining
was also determined for the highest ligand concentrations
tested (30 nM T3 and 100 nM CO23) in order to show that tail
length remains constant and, thus, leaves the H/T ratio unaf-
fected. These experiments were repeated twice, and each
experimental point consisted of the mean H/T ratio and percent
tail length remaining for three tadpoles. HL development was
also monitored by recording the increase in mass as compared
with day zero of HLs over a 4 d time period. Tadpole HLs from dif-
ferent groups of tadpoles in 1 mM methimazole were excised
every 24 h, placed on pretared weighing paper, dried in ambient
air for 3 h, and then weighed on a Sartorius balance accurate to
0.01 mg. These experiments were repeated twice, and each
experimental point consisted of the mean increase in weight
normalized to maximal T3 response for three to five tadpoles.

Temporal Control Over Morphogenesis. These experiments
were carried out in the presence of 1 mM methimazole as in
induced metamorphosis experiments except that at the indi-
cated time point, 0.1� MMR buffer containing either CO23 (50

and 100 nM) or GC-1 (50 nM) was replaced with 0.1� MMR con-
taining GC-1 (50 nM) or CO23 (100 nM), respectively. Each
experimental point consisted of three tadpoles, and each experi-
ment was repeated twice.

Quantitative rt-PCR Assay. Total RNA was extracted from head,
HL, and tail tissue from groups of 6–10 tadpoles using TRIzol
reagent (Invitrogen) according to the manufacturer’s specifica-
tions. The total RNA was processed as described previously (13),
and the CT method (Applied Biosystems User Bulletin no. 2) was
employed to quantify gene induction normalized to the Xenopus
18S ribosomal RNA subunit (RL8) and relative to a physiological
calibrator. Relative gene induction was quantified with the equa-
tion 2�CT in sextuplicate, and the standard deviation was cal-
culated using the comparative method described in User Bulle-
tin no. 2. rt-PCR reactions were carried out on a DNA Engine
Opticon2, and the data were analyzed using Opticon software.
Primers used to detect RL8 and collagenase-3 were the same as
reported previously (13). Primers used to detect all other target
genes were designed using the Primer3 website (http://frodo.wi.
mit.edu/cgi-bin/primer3/primer3_www.cgi), and the sequences
are as follows: xTR� f, 5=-CTA CGA TCC AGA CAG CGA GAC-3=;
xTR� r, 5=- GTT CAA AGG CGA GAA GGT AGG-3=; xTR� f, 5=- ATG
GCA ACA GAC TTG GTT TTG-3=; xTR� r, 5=- CGC ATT AAC TAT GGG
AGC TTG-3=; xBTEB f, 5=-CCA TCT CAA AGC CCA CTA CAG-3=;
xBTEB r, 5=- GAA TTG GAC CTT TTG GAC CTT-3=.
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Conjugating Berberine to a Multidrug
Resistance Pump Inhibitor Creates an
Effective Antimicrobial
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§Department of Genetics, Harvard Medical School, and Department of Molecular Biology, Massachusetts General Hospital, Boston,
Massachusetts 02114

ABSTRACT In bacteria, multidrug-resistance pumps (MDRs) confer resistance to
chemically unrelated amphipathic toxins. A major challenge in developing effica-
cious antibiotics is identifying antimicrobial compounds that are not rapidly
pumped out of bacterial cells. The plant antimicrobial berberine, the active compo-
nent of the medicinal plants echinacea and golden seal, is a cation that is readily
extruded by bacterial MDRs, thereby rendering it relatively ineffective as a thera-
peutic agent. However, inhibition of MDR efflux causes a substantial increase in
berberine antimicrobial activity, suggesting that berberine and potentially many
other compounds could be more efficacious if an effective MDR pump inhibitor
could be identified. Here we show that covalently linking berberine to INF55, an
inhibitor of Major Facilitator MDRs, results in a highly effective antimicrobial that
readily accumulates in bacteria. The hybrid molecule showed good efficacy in a
Caenorhabditis elegans model of enterococcal infection, curing worms of the
pathogen.

E fflux by multidrug-resistance pumps (MDRs) is a
universal mechanism by which microorganisms
resist a broad variety of antimicrobials (1–4).

Bacterial MDRs are found in all microorganisms and
make up five distinct independently evolved protein
families (5). The first MDR pump described was the
human ABC (ATP binding cassette)-family P-glycoprotein
transporter (6), which protects a number of tissues from
xenobiotics and is an essential component of the
blood–brain penetration barrier (7–9). Overexpression
of P-glycoprotein plays an important role in tumor resis-
tance to chemotherapeutic agents (10). Although a few
bacterial P-glycoprotein homologues have been
described, such as the LmrA MDR of Lactococcus lactis
(11), bacterial ATP-dependent MDRs are uncommon,
and efflux of clinically relevant compounds is due pri-
marily to the drug/proton antiporters of the resistance
nodulation cell division (RND) type MDRs of Gram-
negative species (12) and major facilitator (MF) MDRs
present in all groups of microorganisms (13). Some of
the MF MDRs, such as the Staphylococcus aureus QacA
pump, are carried on transmissible genetic elements
(14).

Unlike specialized transporters, MDRs recognize their
substrates largely on the basis of polarity. In order to
cross the lipid bilayer of the membrane, drugs must be
amphipathic, containing both hydrophilic and hydro-
phobic components, whereas cytoplasmic compounds
are hydrophilic, which prevents their escape from the
cell (15, 16). Any amphipathic compound could poten-
tially be a toxin, providing a simple basis for an MDR
pump to discriminate self from harmful foreign mol-
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ecules. The crystal structure of the Escherichia coli RND
pump AcrAB revealed an unusually large “binding site”
capable of accommodating a vast variety of substrates
(17). At the same time, MDRs have preferences, and the
best substrates for all studied MDR groups are hydro-
phobic cations (16, 18). A positive charge allows a mol-
ecule to accumulate in the cell, driven by the transmem-
brane potential. An ability to accumulate up to 1000-
fold makes cations potentially highly toxic to the cells,
and this threat may have been responsible for the origin
of MDRs. Benzalkonium chloride is an example of a
hydrophobic cation that is widely used as an antiseptic
and whose efficiency is limited by MDR efflux (19). It
was recently shown that creating a polymer of the hydro-
phobic cation hexyl pyridinium makes the compound
insensitive to MDR efflux (20). Apparently, the pumps
can extrude small molecules but not large polymers.
This enables creation of effective “sterile surface” mate-
rials to prevent the spread of pathogens (21). At the
same time, it would be very useful to have small mol-
ecules in our arsenal of potential pharmaceuticals that
avoid MDR efflux. As described below, plants provide a
natural example of a chemical strategy to block MDR
efflux, thereby allowing antimicrobial compounds syn-
thesized by the plant to inhibit the growth of
microbial pathogens.

The alkaloid berberine is a natural product and
a hydrophobic cation that is the principal compo-
nent of the medicinal plants golden seal (Hydras-
tis canadensis) and echinacea (Echinacea
species). Berberine is a potentially excellent anti-
microbial, because it accumulates in cells driven
by the membrane potential (19) and hits two
immutable targets, the membrane and DNA (22).
Accumulation of hydrophobic cations in the
membrane causes leaks, and berberine is also an
excellent DNA intercalator (23). Resistance to ber-
berine is thus unlikely to develop due to target
modification. It was previously shown that resis-
tance to berberine is based on MDRs (18); for
example, it is readily pumped out of S. aureus
cells by NorA, an MDR pump responsible for
efflux of cationic antiseptics and fluoroquinolo-
nes. However, Berberis species of plants
produce, in addition to berberine, 5=-methoxy-
hydnocarpin (5-MHC), an inhibitor of MF MDRs.
5-MHC strongly potentiates the action of berber-
ine (24). The synergistic combination of an anti-

microbial with an MDR inhibitor results in an effective
antimicrobial that avoids bacterial resistance.

Not surprisingly, the presence of MDRs has been an
important impediment in the development of new syn-
thetic antibiotics. One approach to solving the penetra-
tion problem has been to develop MDR inhibitors
(25–27), similar to the natural strategy that plants use to
combat microbial pathogens (24). A potential challenge
of this approach, however, is to match pharmacokinet-
ics and other properties of two unrelated molecules.

We reasoned that the challenge of developing an effi-
cacious MDR inhibitor could potentially be met by
covalently linking an antimicrobial compound with a
MDR inhibitor to create a well-penetrating molecule.
Here, we report that combining berberine with the MDR
inhibitor INF55 produces a novel hybrid antibacterial that
is insensitive to MDR efflux.

RESULTS AND DISCUSSION
To test the concept of an antimicrobial/MDR inhibitor
hybrid, we synthesized a conjugate between berberine,
a hydrophobic cation that is an excellent MDR substrate,
and INF55, an inhibitor of MF family MDRs (25).
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Figure 1. Synthesis of the SS14 hybrid from berberine and INF55 derivatives. The hybrid
compound SS14 was synthesized in fair yield by reaction of the 8-allyldihydroberberine (1)
with the indole derivative (3). Compound 1 was prepared in turn from berberine as described
previously, while 3 could be accessed from the indole alcohol (2).
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Design of the Hybrid Antimicrobial. Berberine and
INF55 were linked via a methylene group (Figure 1). A
short linker was chosen in order to minimize any poten-
tial problems from increased steric volumes in the
hybrid molecule. The hybrid compound, SS14, was syn-
thesized by reaction of 8-allyldihydroberberine (com-
pound 1) with the indole derivative (compound 3). Com-
pound 1 was prepared in turn from berberine as
described previously (28), while compound 3 could be
accessed from the indole alcohol (compound 2) (29).

Antibacterial Activity. The resulting conjugate had
excellent antimicrobial activity (Table 1). When used
against S. aureus, SS14 was 100 � more active than
berberine. The difference was even greater (200–400
fold) in the case of S. aureus mutants overexpressing
the NorA MDR. The activity of berberine, as measured by
the minimal inhibitory concentration (MIC), against an
assortment of tested bacteria varied widely, from 50 to
1300 �M. This is to be expected and likely depends on
the level of expression of a variety of MDRs in these
organisms. In contrast to berberine, the MIC of the
hybrid was essentially the same in all strains tested,
3–6 �M (note that �2-fold differences are considered

insignificant in the MIC test). Enterococcus faecalis,
which is known for its high levels of “intrinsic antibiotic
resistance” (30, 31), was especially resistant to berber-
ine (MIC 650–1300 �M) but susceptible to the hybrid.
The hybrid was also more active than an equimolar com-
bination of berberine and INF55 (Table 1). As expected,
berberine in the presence of INF55 was more effective
against a strain lacking the NorA pump as compared
with wild-ype and overexpressing mutants. This is appar-
ently due to the presence of additional MDRs in S. aureus
and is consistent with previous findings from our group
(18) and from other authors (32). By contrast, the activ-
ity of the hybrid was not affected by the presence or
absence of NorA, apparently indicating that penetration
of this molecule was largely unaffected by MDRs.

Similarly to the combination of INF55 and berberine,
the hybrid had limited activity against Gram-negative
species. The MICs were 192 �M against Pseudomonas
aeruginosa, 96 �M against E. coli, and 24 �M against
Salmonella typhimurium. This is to be expected, since
Gram-negative species possess RND MDRs, which are
insensitive to INF55. Apparently, the hybrid is unable to
bypass RND MDRs as well.

A more detailed examination of growth inhibition of
S. aureus by the hybrid was made (Figure 2). Measuring
inhibition of S. aureus growth as a function of concentra-
tion shows rapidly increasing inhibition of growth with
the hybrid at �100-fold lower concentration than ber-
berine. A combination of berberine and INF55 was less
effective than the hybrid. At higher concentrations, INF55

showed the paradoxical effect of decreased growth inhibi-

TABLE 1. Minimum inhibitory concentrations of hybrid
SS14, berberine, and MDR inhibitor

MIC (�M)

Hybrid Berberine � INF55
a Berberine INF55

S. aureus
K1758 �norA 3.125 6.25 40 �525
8325-4 Wild-type 3.125 12.5 325 �525
K2361 NorA�� 6.25 50 �650 �525
K2378 NorA�� 3.125 50 �650 �525
En. faecalis
OG1RF 6.25 50 650 �525
MMH594 6.25 50 �650 �525
V583 6.25 50 �650 �525
En. faecium
DO 3.125 25 80 �525
B. anthracis
Sterne 6.25 12.5 325 �525
B. cereus
569 3.125 12.5 325 �525
T 3.125 12.5 650 �525

aBerberine and INF55 were added at equimolar concentrations.

Figure 2. Potentiation of berberine action against S.
aureus by disabling MDR efflux. Actively growing wild-type
S. aureus cells were treated with berberine or hybrid
SS14. Berberine at a fixed concentration (1.87 �M) was
potentiated by varying amounts of INF55.
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tion, possibly due to complex formation at high concen-
trations of INF55 and berberine (J. B. Bremner, University of
Wollongong, unpublished), which effectively decreases
the concentration of free berberine and may decrease its
ability to bind DNA, for example. We did not observe a
comparable paradoxical effect with SS14. This is perhaps

not surprising, given the steric hindrance between the
berberine and INF55 moieties and the consequent differ-
ent conformational preferences of the bulky o-substituted
2=-aryl group on the indole moiety, which would not apply
to the complex of two free molecules. Specifically, we see
good DNA interaction for SS14, comparable to that of ber-
berine, as observed by increased fluorescence.

Hybrid Transport. We had previously monitored
increase in fluorescence upon accumulation of berber-
ine in cells (29). The same approach was used to
monitor uptake of SS14 (Figure 3). We chose the MIC
concentration of SS14, 3 �M, for this experiment. Rapid
accumulation of SS14 was observed with all strains
tested (�norA, wild-type, and norA��), whereas there
was essentially no accumulation of berberine at the
same concentration. This is consistent with the dramati-
cally lower antimicrobial activity of berberine compared
with the hybrid. Accumulation of berberine was
observed in the presence of INF55, although the rate and
level of uptake were lower compared with the hybrid,
which also agrees with the antimicrobial activity data. To
study efflux in S. aureus, we loaded cells with the hybrid
or berberine and then transferred them into fresh
medium. It was not possible to load the cells, however,
using the same concentration of SS14 and berberine.
When loaded with berberine at 3 �M, the MIC of the
hybrid, there was no noticeable efflux of berberine due
to the nominal amount of accumulation. The level of ber-
berine had to be increased substantially in the loading
phase to 80 �M in order to observe efflux (Figure 4). At
this concentration, SS14 caused rather rapid lysis of
cells, which is to be expected, since the membrane is an
important site of action of hydrophobic cations, and this
concentration is 26-fold above its MIC (a comparable
level of berberine would have been 8450 �M, above the
limit of solubility). We therefore compared the relative
changes in efflux using berberine at 80 �M and the
hybrid at 3 �M (Figure 4). Hybrid efflux eventually
leveled off, as did berberine efflux in the presence of
INF55, whereas berberine efflux continued unabated.

Antibacterial Activity in Vivo. To test the potential of
the berberine MDR inhibitor conjugate in an in vivo
model of infection, we took advantage of a pathogen-
esis model that utilizes the well-studied nematode
worm Caenorhabditis elegans persistently infected with
En. faecalis (33). We have recently shown that C. elegans
infected with a variety of human bacterial pathogens
that normally kill C. elegans can be cured by treatment

Figure 3. Accumulation of berberine and the hybrid SS14
by S. aureus. a) Berberine at 3 �M. b) Hybrid at 3 �M.
c) Berberine at 3 �M plus INF55 at 3 �M. Accumulation
was measured by increase in fluorescence and expressed
as relative fluorescence units (RFU).
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with conventional antibiotics (34). C. elegans were
allowed to ingest cells of En. faecalis, which causes a
persistent intestinal infection leading to the death of the
nematode (33). Vancomycin is an effective antibiotic
used to treat enterococcal infections, and it produced a
substantial curative effect (Figure 5). The hybrid also
showed good anti-infective activity. By contrast, berber-
ine alone had no effect, consistent with its low activity
against En. faecalis. Interestingly, co-administering ber-
berine with the INF55 was even worse than the mock-
treated control, apparently due to toxicity of INF55. It
appears that the hybrid not only improves on the activ-
ity of berberine but possibly also cancels the toxicity of
the MDR inhibitory moiety. Indeed, INF55 was toxic to
human cells at 50 �g mL�1 (P. Markham, Grants abc,
Clifton, VA, personal communication), while SS14 did
not show cytotoxicity at �100 �g mL�1 (J. B. Bremner,
University of Wollongong, unpublished ). In summary,
these results indicate that conjugating an antimicrobial

prone to efflux to an MDR inhibitory moiety can produce
an antimicrobial with excellent activity.

Conjugating molecules with different functionalities
to produce a hybrid antimicrobial has been reported pre-
viously (35, 36), but this work is the first example of an
anti-infective/MDR inhibitor conjugate. Future work will
examine the detailed mechanism by which this com-
pound penetrates into the cell. In this study, we inten-
tionally chose a preferred MDR substrate, a hydrophobic
cation. This suggests that other compounds extruded by
MDRs can be similarly potentiated by implementation of
the design principle of conjugation to a suitable MDR
inhibitor.

METHODS

Bacterial Strains and Culture Conditions. The following
bacterial strains were used in this study: S. aureus 8325-4
(wild-type); K1758 (8325-4 �norA) (32); K2361 (K1758/
pK364:norA, with norA from S. aureus SA1199B (37)); K2378
(K1758/pK374:norA with norA from S. aureus SA1199 (37))
(G. Kaatz, VA Medical Center, Detroit, MI, personal communi-
cation).

S. aureus was grown in Mueller–Hinton broth, Bacillus cereus
T and 594 were grown in Luria–Bertani broth, and En. faecalis
V583, MMH594, and OG1RF were grown in brain–heart infusion
(BHI) broth. Growth of K1758 was supplemented with erythromy-
cin (20 �g mL�1) and that of K2361 and K2378 with chloram-
phenicol (20 �g mL�1).

Chemicals and Antibiotics. Berberine chloride, chlorampheni-
col, and erythromycin were purchased from Sigma Chemical Co.
INF55 and INF271 were purchased from ChemBridge. Compound

SS14 was determined to be �95% pure by HPLC analysis (Phe-
nomenex Luna C18 (5 �m) column, 150 mm � 4.60 mm; UV
detection, 254 nm; gradient elution, solvent A � 100% H2O
(0.1% conc HCl) and solvent B � 10% H2O, 90% CH3CN (0.1%
conc HCl); gradient timing: 0 min 70% solvent A, 30% solvent B;
2 min 70% solvent A, 30% solvent B; 32 min 0% solvent A,
100% solvent B; Rt � 24.7 min) and by 1H NMR spectroscopy;
commercial compounds were also noted as �95% pure.

Antimicrobial Susceptibility. Cells (105 mL�1) were inoculated
into broth and dispensed at 0.2 mL well�1 in 96-well microtiter
plates. MICs were determined in triplicate by serial 2-fold dilu-
tion of the test compound. The MIC was defined as the concen-
tration of an antimicrobial that completely inhibited cell growth
during an 18 h incubation at 37 °C or 20 h incubation at 30 °C.
Growth was assayed with a microtiter plate reader (Spectramax
PLUS384; Molecular Devices) by monitoring absorption at
600 nm.

Uptake Assay. S. aureus was cultured with aeration at 37 °C to
an optical density of 1.5 at 600 nm (OD600), pelleted by centrifu-

Figure 4. Efflux of berberine and hybrid by S. aureus
norA��. Cells were loaded with berberine at 80 �M and
then resuspended in buffer in the absence of inhibitor or
in the presence of inhibitor INF55 or loaded with hybrid at
3 �M and resuspended in buffer.

Figure 5. The effect of the hybrid on the survival of
nematodes infected with En. faecalis. Infected nematodes
were mock treated or treated with berberine, INF55 only,
INF55 in combination with berberine, vancomycin, or
hybrid. In pairwise comparison log rank tests, the
difference in survival curves between mock and hybrid
treatments was p < 0.0001.
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gation for 2 min at 12,000 RPM, and washed twice with 25 mM
phosphate-buffered saline (PBS). Cells were then resuspended
to an OD600 of 0.8 in PBS buffer containing 10 mM dextrose and
incubated for 1 h at 37 °C with aeration. Cells were washed twice
by centrifugation for 2 min at 12,000 RPM with PBS containing
dextrose. Cells were then resuspended to an OD600 of 0.3 in PBS.
Assays were performed in 96-well flat-bottom white microtiter
plates (NUNC) in a final volume of 200 �L. Hybrid was added at
3 �M, berberine at 3 �M, and INF55, when present, at 3 �M.
Fluorescence was measured with a Spectramax GeminiXS spec-
trofluorometer (Molecular Devices) at a 355-nm excitation wave-
length and a 517-nm emission wavelength. Both SS14 and ber-
berine showed low and equivalent background fluorescence,
which was blanked, in the absence of cells.

Efflux Assay. S. aureus norA�� was cultured with aeration at
37 °C to an OD600 between 0.9 and 1, pelleted by centrifugation
for 2 min at 12,000 RPM, and then washed and resuspended
in 25 mM PBS (pH 7.3) containing 0.05g L�1 MgSO4, 7g L�1

K2HPO4, 0.5 g L�1 sodium citrate·3H2O, 1g L�1 (NH4)2SO4,
0.01 mg L�1 folic acid, 0.05 mg L�1 pyridoxine hydrochloride,
0.025 mg L�1 riboflavin, 0.01 mg L�1 biotin, 0.025 mg L�1 thia-
mine, 0.025 mg L�1 nicotinic acid, 0.025 mg L�1 calcium panto-
thenate, 0.5 �g L�1 vitamin B12, 0.025 mg L�1 p-aminobenzoic
acid, 0.025 mg L�1 thiotic acid, and 4.5 mg L�1 monopotassium
phosphate. Cells were then resuspended to an OD600 of 0.8 in
buffer with 10 mM dextrose. Cells were then loaded with either
80 �M berberine and 30 �g mL�1 reserpine or 3 �M SS14 and
incubated at 37 °C with aeration for 20 min. Cells were then cen-
trifuged for 2 min at 12,000 RPM in a 4 °C cold room, washed in
ice-cold PBS, and added at an OD600 of 0.3 to a chilled 96-well
flat-bottom white microtiter plate (NUNC) containing ice-cold
25 mM PBS and 10 mM dextrose in a final volume of 200 �L.
Some wells contained INF55 at 5 �g mL�1. Fluorescence was
measured with a Spectramax GeminiXS spectrofluorometer
(Molecular Devices) at a 355-nm excitation wavelength and a
517-nm emission wavelength.

Nematode Curing Assay. C. elegans strain glp-4(bn2ts);sek-
1(km4), which is a temperature-sensitive sterile mutant that has
enhanced susceptibility to pathogens (38), was synchronized by
isolating eggs and hatching them overnight in M9 buffer. The L1
stage nematodes were grown on E. coli strain OP50 on NGM agar
media at 25 °C to the young adult stage. Nematodes were sus-
pended in M9 buffer and transferred onto a lawn of En. faecalis
strain OG1RF on BHI agar containing 80 �g mL�1 kanamycin to
inhibit E. coli growth. Nematodes were infected for 9 h at 25 °C
and resuspended with M9 buffer, and then 30–40 worms were
pipetted onto 35 mm Petri plates containing 3 mL of BHI agar
plus the appropriate compounds: the test compounds were
incorporated into BHI media at 75 �M and vancomycin at
25 �g mL�1. The BHI media for all of the samples included 1%
DMSO, 3% ethanol, and 80 �g mL�1 kanamycin. Worm survival
was monitored, and worms were considered to be dead when
they were unresponsive to touch. Statistical analysis was per-
formed according to the method of Kaplan–Meier.

Synthesis of Compound 3 and SS14. For general experimental
details, see ref 29.

2-(2-Bromomethyl-phenyl)-5-nitro-1H-indole (3). A suspension
of the alcohol 2 (29) (200 mg, 0.75 mmol), triphenylphosphine
(390 mg, 1.5 mmol), and carbon tetrabromide (490 mg,
1.5 mmol) in dry diethyl ether (60 mL) was stirred with warming
at 40 °C under a nitrogen atmosphere for 2 d. The reaction
mixture was then filtered, and the filtrate was concentrated. The
residual yellow oil was chromatographed on silica gel by
vacuum liquid chromatography (silica gel, 20% EtOAc in petro-
leum spirit, bp 40–60 °C) to give 3 (102.3 mg, 41%) as a yellow
solid, mp 164–166 oC. 1H NMR (300 MHz, CDCl3,): 	 4.64 (s, 2H,
CH2Br), 6.93 (d, J � 1.2 Hz, 1H, H-3), 7.43–7.58 (m, 5H, H-7, aro-

matic), 8.16 (dd, J � 9.0, 2.1 Hz, H-6), 8.64 (d, J � 2.1 Hz, 1H,
H-4), 9.14 (s, 1H, NH). 13C NMR (75 MHz, CDCl3): 	 33.0 (CH2Br),
105.1 (C3), 111.1 (C7), 117.8 (C4), 118.6 (C6), 127.9 (C3a),
129.4 (aromatic), 129.6 (aromatic), 130.5 (aromatic), 131.7
(aromatic), 131.8 (C2), 135.6 (C1=), 139.3 (C7a)a, 139.6 (C2=)a,
142.3 (C5). Superscript letters in NMR data indicate interchange-
able assignments. High-resolution mass spectrometry (HRMS)
(electron ionization (El)): m/z calcd for C15H11N2O2

79Br [M]�,
330.0003; found, 329.9982.

9,10-Dimethoxy-13-[2-(5-nitro-1H-indol-2-yl)benzyl]-5,6-
dihydrobenzo[g]-1,3-benzodioxolo[5,6-a]quinolizinium Bromide,
SS14. A solution of the dihydroberberine 1 (28) (91.0 mg, 0.24
mmol) and the benzyl bromide 3 (102.3 mg, 0.30 mmol) in dry
CH3CN (7 mL) was heated at reflux for 24 h under a nitrogen
atmosphere. The mixture was then concentrated and triturated
with diethyl ether. The precipitate was filtered and washed with
diethyl ether. The solid was chromatographed on silica gel (6%
MeOH in dichloromethane) to give SS14 (55.0 mg, 35%) as a
yellow solid; mp 206 oC (dec.). 1H NMR (300 MHz, CD3OD): 	
3.03 (t, J � 5.5 Hz, 2H, H-5), 4.01 (s, 3H, OCH3), 4.17 (s, 3H,
OCH3), 4.80 (br.s, 2H, H-6), 4.84 (s, 2H, CH2Ph), 5.96 (s, 2H,
OCH2O), 6.72 (s, 1H, H3=), 6.86 (s, 1H, H-4)a, 6.90 (s, 1H, H-14)a,
6.96 (d, J � 7.8 Hz, 1H, H-6
), 7.27 (td, J � 7.7, 1.5 Hz, 1H, H-5
),
7.37 (br.t, J � 7.5 Hz, 1H, H-4
), 7.42 (d, J � 9.0 Hz, 1H, H-7=),
7.58 (dd, J � 7.7, 1.1 Hz, 1H, H-3
), 7.78 (d, J � 9.3 Hz, 1H,
H-11)b, 7.88 (dd, J � 9.0, 2.4 Hz, 1H, H-6=), 7.94 (d, J � 9.3 Hz,
1H, H-12)b, 8.34 (d, J � 2.1 Hz, 1H, H-4=), 9.8 (s, 1H, H-8). 13C
NMR (75 MHz, CD3OD): 	 29.1 (C5), 36.4 (CH2Ar), 57.5 (OCH3),
58.8 (C6), 62.7 (OCH3), 103.6 (OCH2O), 105.6 (C3=), 109.3 (C4)c,
109.8 (C14)c, 112.3 (C7=), 118.2 (C6=), 118.3 (C4=), 121.4 (C4a),
122.5 (C11)d, 122.9 (C8a)e, 127.3 (C12)d, 128.6 (C4
), 129.2
(C3a=), 130.4 (C6
, C5
), 131.8 (C3
), 132.8 (C12a)e, 133.4 (C2=),
135.0 (C13b), 135.1 (C13), 138.6 (C1
)f, 139.0 (C13a), 141.2
(C7a=), 141.5 (C2
)f, 142.9 (C5=), 146.1 (C8), 146.2 (C9)g, 148.6
(C3a)h, 151.4 (C14a)h, 151.7 (C10)g. HRMS (electrospray): m/z
calcd for C35H28N3O6 [M]�, 586.1978; found, 586.1984.
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Congratulations,
You’re a Winner Too!

A s the Nobel Prize winners head to Stockholm, we have to face the reality that most
of us will never receive a call from the Nobel Foundation in the wee hours of the
morning. Don’t despair: there’s always hope that each of our small contributions to

science, whether literary or experimental, will be recognized by another, equally visible but
less lucrative award, the Ig Nobel Prize (http://improbable.com/ig.html).

The Ig Nobel Prize is organized by the magazine Annals of Improbable Research. “The
winners have all done things that first make people LAUGH, then make them THINK.” These
Ig Nobel Prizes will not make anyone rich, but the winners are proud of their imaginative and
sometimes unusual ways of increasing people’s interest in science and technology. These
awards are presented by real Nobel laureates, and in 2006 it all happened at the 16th First
Annual Ig Nobel Prize Ceremony at Harvard’s Sanders Theater. Some of the 2006 winners are
presented below, with comments from the editor.

We’ll begin with the Ornithology prize, because it is the only 2006 Ig Nobel Prize that is
remotely related to chemical biology. Ivan R. Schwab and the late Philip R. A. May received
the prize for exploring and explaining why woodpeckers don’t get headaches. Schwab
claims that the “woodpeckers enjoy a cushioned choroid with an as yet unknown muco-
polysaccharide filling the interstices. The pecten probably also has a role in maintaining an
effective cushion as the pecten can fill with blood to briefly elevate intraocular pressure thus
maintaining firm pressure on the lens and retina to prevent damage” (1). We will leave it to
the chemical biologists to determine the nature of the mucopolysaccharide in woodpecker
heads and to the physicians to develop a mechanism to deliver it into our craniums for those
moments when we feel like we are banging our heads against a wall.

For the cheeseheads out there, know that the Ig Nobels have honored (dishonored?) your
favorite food with the Ig Nobel Prizes in Chemistry and in Biology. Antonio Mulet, José Javier
Benedito, José Bon, and Carmen Rosselló received the Chemistry award for their study
“Ultrasonic velocity in cheddar cheese as affected by temperature” (2). Bart Knols and Ruurd
de Jong received the Biology prize for showing that the female malaria mosquito Anopheles
gambiae is attracted equally to the smell of Limburger cheese and to the smell of human feet
(3, 4). Chemical biologists interested in receptor function should find this field ripe for further
investigations at the molecular level.

For those wishing to disperse the packs of undergraduates outside their office door and
get some peace to write their grants, consider using the Mosquito (available through Merthyr
Tydfil, Compound Security Systems, www.compoundsecurity.co.uk). Howard Stapleton
received the Ig Nobel Peace Prize for inventing an electromechanical teenager-repellent, the
Mosquito, a device that makes a high-pitched noise audible to teenagers but not to adults.
He invented the device, which emits a 17-kHz high-frequency pulsing sound that can be
heard by most people younger than 20 and almost no one over 30, to disperse teenag-
ers loitering outside of storefronts. The device works very well, but how? As we age, we
lose the ability to hear higher-frequency sounds. Not to be outsmarted by the adults, teen-
agers are using that same technology for telephone ringtones that are audible to them but

10.1021/cb6004273 CCC: $33.50 Published online November 17, 2006 © 2006 by American Chemical Society
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not to their teachers and parents. For their contributions, teenagers everywhere shared
the prize with Stapleton.

When we find a moment of peace to write that grant or paper, let’s choose our words care-
fully. Daniel Oppenheimer, the winner of the Ig Nobel Prize in Literature for his report “Con-
sequences of erudite vernacular utilized irrespective of necessity: problems with using long
words needlessly”, suggests we use simpler words (5). “It turns out that somewhere
between two-thirds and three-quarters of people admit to replacing short words with longer
words in their writing in an attempt to sound smarter,” he said. “The problem is that this
strategy backfires—such writing is reliably judged to come from less intelligent authors.”
Let’s remember that the next time we’re preparing a manuscript, a grant, or an Ig Nobel
acceptance speech.

Evelyn Jabri
Executive Editor
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Transcriptional Activation, 
Artificially
There are many pathways through which 
transcriptional activation can go awry, which 

can lead to disease. The ability 
to control gene transcription 

with artificial transcriptional 
activators is a compelling 
strategy to help scientists 
understand the transcrip-

tion process and to manipulate it. Lum et al. 
(p 639) present the design and evaluation 
of a new class of artificial activators that 
incorporate a masking interaction, which 
profoundly enhances their activity.

Starting with several eight-residue 
peptides that bind to the transcriptional 
machinery but have no transcriptional 
activation activity, fusion proteins with the 
Gal4(1-100) DNA binding domain were 
generated. Gal4(1-100) was selected to 
serve as an intramolecular binding surface 
to mask unproductive interactions in which 
the hydrophobic peptides might otherwise 
be tempted to participate. When presented 
as Gal4(1-100) fusion proteins, several of 
the peptides exhibited increased activity, a 
phenomenon that correlated with peptide 
hydrophobicity. Fluorescence polarization 
and mutagenesis were used to characterize 
the interactions between the artificial activa-
tors and Gal4(1-100). These studies yield 
clues for the design of future generations 
of small-molecule transcriptional activators 
that could exhibit enhanced cellular activity.

Azide: The Chemical Reporter
Selective incorporation of an azide 
into a target biomolecule followed by 
selective reaction of the azide with a detection reagent provides a compelling method for the 
detection of proteins, lipids, glycans, and other metabolites. Three bio-orthogonal chemical 
strategies have been used to tag azide-containing biomolecules: the Staudinger ligation, 
the Cu(I)-catalyzed azide–alkyne cycloaddition (“click chemistry”), and the strain-promoted 
[3 + 2] cycloaddition. However, it is not always obvious which of these three reactions is 
the best choice. Now, Agard et al. (p 644) compare the reactions in the labeling of purified 
proteins, protein mixtures, and live cell surfaces.

In experiments with purified proteins and protein mixtures, click chemistry was the clear 
winner, affording time- and concentration-dependent reactions with the highest sensitivity. 
In contrast, the different reaction environments of live cells called for different reaction condi-
tions, because the reagents used in click chemistry proved toxic. Both the Staudinger ligation 
and the strain-promoted cycloaddition were effective reactions for labeling cell surface azide-
containing glycoproteins. Notably, the structure of the azide predictably affected the reaction 
efficiency, providing clues for choosing the most suitable reaction in a given situation.

S-Nitrosation Stops Suicide
S-Nitrosation, a post-translational modification in which a cysteine thiol is converted to a 
nitrosothiol, is another mechanism that cells use to regulate signaling events. S-Nitrosation 
of the proapoptotic protease caspase-3 inhibits its activity and prevents apoptosis, but the 
mechanisms surrounding this process are a mystery. Mitchell et al. (p 659 and Point of View 
p 615) now report the synthesis and evaluation of a small-molecule transnitrosating agent 
designed to help elucidate the role of caspase-3 S-nitrosation.

The structure of the peptide-derived transnitrosation agent, termed PepSNO, is based 
on the recognition sequence of caspase-3 while incorporating a nitrosated thiol. A variety 
of methods, including a fluorometric activity assay, the biotin switch method, competitive 
inhibition experiments, mass spectrometry, and flow cytometry, were used to determine 
that when PepSNO is exposed to caspase-3, the nitric oxide group is specifically transferred 
to the active site cysteine and the enzyme is deactivated. Notably, treatment of Jurkat cells 
with PepSNO inhibited etoposide-stimulated apoptosis. Comparison of PepSNO to nitro-
sated glutathione, another transnitrosating agent, revealed that PepSNO was more selective 
for caspase-3 and more effective at preventing apoptosis. This study provides a starting 
point for the development of other caspase-selective transnitrosating agents.

Tracking T Cell Adhesion
T cells are critical components of the immune system, patrolling the environment for intruders. The interaction between CD2, a receptor on 
the T cell surface, and CD58, a receptor on the antigen presenting cell (APC), modulates T cell–APC adhesion and facilitates the T cell’s ability 

to determine whether an immune response is needed. Zhu et al. (p 649) use several methods to characterize the molecu-
lar mechanisms that regulate this interaction.

Quantitative fluorescence imaging, fluorescence photobleaching recovery, and single particle tracking were used to 
examine live T cell adhesion to CD58. It was observed that T cell activation results in an increased density and rate of 
accumulation of CD58 at the contact area, an increase in the cell surface expression of CD2, a reduction of the lateral 
mobilities of both CD2 and CD58, and an enhancement of the affinity of the CD2-CD58 interaction. In addition, evidence 

implicating the cytoskeleton in selectively immobilizing CD2 at sites of CD58 contact was presented. The authors articulate a comprehensive 
model by which the CD2–CD58 interaction is regulated that incorporates the combined effects of coordinated changes in cell activation and 
receptor conformation, mobility, expression level, and surface density.
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In this work, we’ve compared strain-promoted chemistry and improve-
ments to it with previously existing chemistries for modification of unnatural 
substrates. Use of these chemistries has been fundamental in exploring 
classes of biomolecules, particularly post-translationally modified proteins, 
by enabling their purification and imaging in complex mixtures. This paper 
provides a framework from which to choose an appropriate chemistry for 
tagging proteins modified by unnatural substrates and thus should serve as 
a guide to biologists. (Read Agard’s article on p 644.)
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My research interests focus on using chemistry and biophysics to study the 
interaction and function of membrane receptors. We used non-ensemble 
measurements of receptor mobility in conjunction with fluorescence micros-
copy to study the T cell adhesion receptor CD2. By applying a novel affinity 
analysis, we were able to integrate measurements of receptor mobility, 
number, and affinity to understand the mechanisms T cells use to regulate 
adhesion. We infer that the cell uses these parameters, including location 
and conformation, to generate context-specific regulation of the receptor, 
thereby enhancing adhesion. (Read Cairo’s article on p 649.)
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Although it is well documented that signaling concentrations of NO inhibit 
apoptosis and that S-nitrosation of the caspase proteases plays an important 
role in apoptotic inhibition, the precise mechanisms and targets of S-nitro-
sation have yet to be fully elucidated. We have engineered a small molecule 
that is capable of selective transnitrosation with the active site of caspase-
3/7. Expansion of our method to encompass other caspases provides an 
avenue for addressing specific questions about when, where, and how NO 
inhibits apoptosis. My future research interests include the design, synthe-
sis, and characterization of new reagents to facilitate the study of signal 
transduction. (Read Mitchell’s article on p 659 and Point of View on p 615.)
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My research focuses on developing bioorthogonal chemistries for labeling 
biomolecules in living systems. The challenge here is taking the concepts 
of traditional organic synthesis and transplanting them from a round- 
bottom flask to a dish of cells or even a living animal. This paper discusses 
bioorthogonal chemistries for detecting the azide, a chemical reporter 
used to study aspects of cellular biochemistry, with a focus on strained 
alkyne probes. To me, the promise of bioorthogonal chemistries is the 
ability to visualize the molecular details of any physiological process, time-
resolved, inside a living organism. (Read Baskin’s article on p 644.)
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Arbor, Medicinal Chemistry, Ph.D. candidate with 
Prof. Anna Mapp
Education: University of California, Los Angeles, 
B.S. in chemical engineering, 2001
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Transcriptional activators are responsible for the recruitment of coactivators 
and RNA polymerase II to gene promoters. My research is focused on under-
standing the role of individual protein–protein contacts on transcriptional 
activator function by using short peptides as probes to disrupt or promote 
transcriptional activation. We have converted inactive Mediator-targeted 
peptide activation domains into robust activators by inclusion of a hydro-
phobic binding surface. Both interactions are necessary for activity and 
provide evidence that features beyond coactivator contact are necessary for 
natural activator function and future artificial activator design. (Read Lum’s 
article on p 639.)Jenifer Lum
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Plants Get Hormonal Too
Apparently, hormones play a role in how plants deal 
with stress too. The plant hormone abscisic acid (ABA) 
is involved in various physiological processes during 
the plant life cycle, including adapting to environmen-

tally stressful conditions such as dehydra-
tion. Plants tweak their ABA levels in order 
to adjust to continually changing conditions, 
but the molecular mechanisms involved are 
not well understood. Now, Lee et al. (Cell 
2006, 126, 1109-1120) demonstrate that 
the b-glucosidase AtBG1 is an important 
modulator of ABA levels and reveal regula-
tory mechanisms behind AtBG1 activity.

The observation that stress conditions 
or exposure to exogenous ABA induces the 
expression of AtBG1 led to the discovery that 
loss of AtBG1 results in defects in responses 

mediated by ABA. The use of wild-type and mutant 
proteins to investigate the activity of AtBG1 indicated 
that the enzyme specifically hydrolyzes the glucose 
ester of ABA (ABA-GE) to ABA. The presence of a pep-

tide sequence suspiciously similar to an endoplasmic 
reticulum (ER) retention signal suggested that AtBG1 
resides in the ER. Indeed, ER-localized AtBG1 hydro-
lyzes ABA-GE, which appears to be imported into 
the ER by a membrane-localized transporter. Further 
investigations demonstrated that increased ABA 
levels in response to dehydration are correlated with 
AtBG1 levels, an indication that AtBG1 is activated 
under these conditions. Clues from previous studies 
suggesting that multimerization of b-glucosidases 
results in increased activity led to the discovery that 
dehydration causes polymerization of AtBG1, which 
results in higher enzymatic activity. The authors 
also demonstrated that the ABA produced by AtBG1 
contributes to both intracellular and extracellular ABA 
signaling. Taken together, these data suggest that, in 
addition to de novo synthesis, an alternative regula-
tory mechanism for ABA exists. The activity of AtBG1 
may facilitate rapid adjustment of ABA levels, which is 
required for adaptation to the ever-changing environ-
ment in the daily life of a plant. EG

Membrane Manipulation
Phosphoinositide phospholipids are 
important signaling components of the 
plasma membrane (PM). Hydrolysis of 
phosphatidylinositol 4,5-bisphosphate 
(PtdIns(4,5)P2) by phospholipase C (PLC) 
results in the closing of KCNQ ion chan-
nels, a family of potassium channels that 
regulates neuron excitability and is asso-
ciated with certain inherited diseases, 
including epilepsy, cardiac ventricular 
arrhythmias, and deafness. However, 
it is not known whether depletion of 
PtdIns(4,5)P2 alone is sufficient to close 
KCNQ channels or whether other signal-
ing events also contribute to this event. 
Using a chemical dimerizer strategy, 
Suh et al. (Science Express, published 
online Sept 21, 2006, DOI: 10.1126/sci-

ence.1131163) present a method for inves-
tigating PtdIns(4,5)P2 depletion without 
activating the PLC pathway.

The chemical dimerizer strategy relies on 
the ability of the small molecule rapamycin 
to bring together two protein domains, FKBP 
(FK506 binding protein) and FRB (FKBP-
rapamycin binding protein). Fusions of these 
proteins were generated to create a specific, 
non-invasive, inducible method for evaluat-
ing the cellular consequences of PLC-inde-
pendent depletion of PtdIns(4,5)P2. Inp54p, 
a phosphatase specific for the phosphate at 
the 5-position of PtdIns(4,5)P2, was fused to 
a fluorescent derivative of FKBP (CF-Inp) and 
transfected into cells along with a mem-
brane-anchored derivative of FRB, called 
Lyn11-FRB. In addition, a fluorescent pleck-

strin homology domain from PLCδ1 was 
created as a PtdIns(4,5)P2/InsP3 biosen-
sor. Addition of the rapamycin derivative 
iRap to cells transfected with these three 
constructs resulted in rapid translocation 
of CF-Inp to the PM, in situ depletion of 
PtdIns(4,5)P2, and concomitant irrevers-
ible suppression of KCNQ current. Similar 
approaches were used to increase the 
levels of PtdIns(4,5)P2, which augmented 
the current, and to induce the synthesis 
of PtdIns(3,4,5)P3, which did not affect 
PtdIns(4,5)P2 levels or the amplitude of the 
KCNQ current. These results further define 
the role of PtdIns(4,5)P2 in KCNQ channel 
function and validate this method as a 
versatile approach for manipulating lipid 
composition of the PM. EG

Reprinted from Cell, 126, Lee,  
K. H., et al., Activation of 
glucosidase via stress-induced 
polymerization rapidly increases 
active pools of abscisic acid, 
1109-1120, Copyright 2006,  
with permission from Elsevier.
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An Axon Balancing Act
Axons, the long projections of nerve cells, have complex 
regulatory mechanisms that enable their function as the 
transmission lines of the nervous system. Mapping the 
networks involved in axon regulation will help contribute to 
our knowledge of brain development and could lead to new 
therapeutic strategies for nerve regeneration. Srahna et al. 
(PLoS Biol. 2006, 4, 2076-2090) use the visual system of 
the Drosophila brain to investigate the signals that regulate 
axon extension and retraction, putting forth a model describ-
ing the network that controls this remarkable process.

A candidate gene approach was employed to decipher the 
role of specific signaling pathways during axon extension 
and retraction in dorsal cluster neurons (DCNs), a group of 
~40 neurons located in each brain hemisphere. Interest-
ingly, all DCN axons initially extend toward the developing 
part of the fly optic lobe, termed the medulla, but as devel-
opment continues only 11 or 12 of the 40 axons continue 
along defined paths, while the remaining ones retract. The 
authors found that blocking the Jun N-terminal kinase (JNK) 
pathway significantly decreased axon extension but that 
blocking fibroblast growth factor (FGF) receptor activity or the 

ras-related C3 botulinum 
toxin substrate 1 (Rac1) 
GTPase promoted DCN axon 
extension. Further prob-
ing revealed that signaling 
through the Wnt pathway via 
Wnt5 and the Wnt signal-

ing adaptor protein Dishevelled (Dsh) can attenuate Rac1 
activity and thereby suppress Rac1 suppression of JNK. 
Exploration of how these pathways are intertwined indicated 
that JNK acts downstream of Rac1, which acts downstream 
of Dsh. It appears that a careful molecular balancing act 
between the Wnt and FGF signals governs the number of 
DCN axons that continue to extend versus the number that 
retract. Further investigation of the mechanisms that deter-
mine the identity of those axons that continue to extend will 
help connect the complex wiring of neuronal networks. EG

CCA Cinema
Transfer RNAs (tRNAs) are linked to their cognate amino 

acids just after an invariant terminal nucleotide stretch, 

CCA. This sequence is not encoded by the tRNA genes, 

but rather, it is appended later by a specialized enzyme, 

the CCA-adding RNA polymerase. Although such a tailing 

event appears reminiscent of the eukaryotic messenger 

RNAs and the poly-A tail, the story with tRNAs is far more 

complex. This polymerase must specifically recognize 

the shape of tRNAs, position the 3′ terminus, and then 

sequentially add just three nucleotides onto the end. This 

phenomenon occurs without any RNA or DNA template 

guiding the reaction. Thus, a 

puzzling question has long 

remained: how does the enzyme 

achieve its exquisite specificity? 

Now, Tomita et al. (Nature 2006, 

443, 956-960) add an impres-

sive collection of X-ray crystal 

structures capturing an archaeal 

CCA-adding enzyme at various 

points in the reaction pathway. 

The authors determined the structure of the protein in 

complex with a number of small RNAs corresponding to 

intermediates along the pathway. In addition, they care-

fully looked for structural changes that might occur from 

the incoming nucleoside triphosphate. Using six different 

high-resolution structures, the authors postulate on the 

mechanism of the enzyme and even construct a movie 

that incorporates the X-ray snapshots along the path. 

The enzyme first stretches part of the tRNA to bring the 3′ 
terminus into the active site. After addition of one C, the 

RNA snaps back by one nucleotide and repositions the 

new terminus into the active site. Once another cytidine 

triphosphate is provided, the enzyme changes conforma-

tion to a more closed state for addition of the next C to 

the tRNA. This open–closed switch is similar to how DNA 

polymerases clamp down on a template. Unlike tradi-

tional polymerases, the next addition of an A occurs in a 

closed and locked structure that cannot translocate. The 

enzyme clamps around the RNA helix and prevents further 

additions. This study displays the dynamic workings of an 

interesting and highly specialized polymerase found in all 

three kingdoms of life. JU

Reprinted from PLoS Biol., 4, Srahna, M., et al., A signaling network for 
patterning of neuronal connectivity in the Drosophila brain, 2076-2090. 

Reprinted by permission from Macmillan Publishers Ltd: Nature, Tomita, K, 
et al., 443, 956-960, copyright 2006.
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Making and Breaking Moenomycin
The enzymes involved in bacterial cell wall 

biosynthesis are excellent targets for antibiotic 

development because of their critical role in 

bacterial survival and the lack of analogous 

enzymes in humans. Transglycosylases catalyze 

formation of the glycan units of peptidoglycan, 

the major component of the cell wall. The natural 

product moenomycin A is the only known 

natural product inhibitor of transglycosylases, 

but its poor pharmacokinetic properties and 

complex structure have prohibited its use as an 

antibiotic in humans. Two recent papers (Adachi 

et al., J. Am. Chem. Soc. 

2006, 128, 14,012-
14,013, and Taylor 

et al., J. Am. Chem. 

Soc. published online 

Nov 4, 2006, DOI: 

10.1021/ja065907x) 

now describe flexible synthetic approaches to 

moenomycin and its analogues and report the 

inhibitory activity of moenomycin and a deriva-

tive against purified transglycosylases. 

Moenomycin A is composed of a pentasac-

charide attached to a 2-O-moenocinyl glycer-

ate chain via a phosphodiester linkage. The 

total synthesis of moenomycin A, described in 

the paper by Taylor et al., was designed to be 

efficient while facilitating generation of moeno-

mycin analogues. The authors constructed the 

pentasaccharide unit by first synthesizing two 

disaccharide fragments, linking them together, 

and then attaching the fifth ring in the last 

steps. Efficient stereoselective glycosylations 

were accomplished with the sulfoxide glyco-

sylation reaction, and the reaction conditions 

were tweaked depending on the donor–acceptor 

reactivity profiles. Inverse addition and appropri-

ate use of scavengers proved essential in order 

to suppress certain side reactions in some of the 

glycosylations. 

The synthesis of the 2-O-moenocinyl glycerate 

piece and the generation of the phosphodiester 

linkage are described in the paper by Adachi et al. 

2-O-Moenocinyl glycerate was created through 

conversion of the allyl alcohol functionality in 

moenocinol to an allyl ether, followed by protect-

ing group shuffling and esterification. Conversion 

of the anomeric hydroxyl of the pentasaccharide to 

an H-phosphonate ester followed by reaction with 

2-O-moenocinyl glycerate in the presence of 1-

adamantanecarbonyl chloride, mild oxidation, and 

global deprotection afforded moenomycin A. 

A method for degrading and reconstructing 

moenomycin was also developed to facilitate 

manipulation of the reducing end of the com-

pound. This approach enables creation of moeno-

mycin analogues with modified lipid chains 

without the need to synthesize the compounds 

from scratch. Successful implementation of this 

method required developing degradation condi-

tions that left the pentasaccharide unit intact. The 

inherent lability of the allyl ether functionality that 

connects the pentasaccharide to the lipid chain 

enabled the researchers to come up with degrada-

tion conditions that were selective for the glycidyl 

ether linkage while leaving the glycosidic bonds 

untouched. 

With these methods, moenomycin was suc-

cessfully ripped apart and subsequently put 

(continued on page 611)
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The receptor tyrosine kinase human 

epidermal growth factor receptor 2 

(HER2) is a key component of a complex 

signaling network that regulates impor-

tant cellular processes such as migra-

tion and proliferation. Overexpression 

of HER2 is notoriously associated with 

breast and other cancers, and drugs 

that selectively target HER2 have dem-

onstrated effective anticancer activity in 

patients. In an effort to map the signal-

ing network of HER2, Wolf-Yadlin et al. 

(Mol. Syst. Biol., published online Oct 3, 

2006, DOI: 10.1038/msb4100094) use 

quantitative mass spectrometry, biologi-

cal response data, and computational 

analysis to correlate phosphorylation 

patterns with cell proliferation or with 

migration.

The cellular state of tyrosine phos-

phorylation was examined across 16 

dimensions: four time points, two cell 

lines (one that did and one that did not 

overexpress HER2), and treatment with 

Phosphorylation Phenotyping?
either epidermal growth factor (EGF) or 

heregulin (HRG), growth factors that dif-

ferentially stimulate HER2 heterodimers. 

Astonishingly, 332 phosphorylated pep-

tides from 175 proteins were identified, 

122 of which had not previously been 

described. Using the self-organizing 

map clustering algorithm, which enables 

the identification of clusters of tyrosine-

phosphorylated peptides with similar 

temporal dynamics, the authors readily 

identified four clusters that reveal con-

nectivity in the data. In order to correlate 

this signaling data with a phenotypic 

effect, they also measured cell migration 

and proliferation under the same condi-

tions. In general, HER2 overexpressing 

cells exhibited enhanced cell migration. 

Moreover, phosphorylation patterns of 

cells stimulated with EGF versus HRG 

pointed to the network connections 

behind the increased migratory ability of 

HER2 overexpressing cells and eluci-

dated distinct pathways by which these 

ERK2|T/Y|185/187
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growth factors promote cell migration. 

In contrast, HER2 overexpression had 

a minimal effect on cell proliferation; 

rather, EGF treatment emerged as the 

primary driver of cell growth. A model 

using partial-least-squares regression 

was constructed to quantitatively 

correlate phosphorylation patterns 

with cell migration or proliferation, 

establishing a powerful approach for 

exploring the relationship between 

protein phosphorylation and cellular 

processes. EG

back together. In addition, a moenomycin derivative 

containing a 10-carbon neryl chain in place of the 

much longer natural polyprenyl unit in moenomycin 

was also constructed. The compounds were tested for 

their ability to inhibit purified transglycosylases from 

two clinically relevant bacterial species, Staphylococ-

cus aureus and Enterococcus faecalis. Notably, both 

compounds inhibited the purified proteins compa-

rably, but moenomycin was a much more potent 

Making and Breaking Moenomycin, continued from page 610

inhibitor of bacterial growth, an indication of the 

importance of the lipid chain in the context of a 

biological system.

These studies provide access to new synthetic 

methods for creating moenomycin analogues, 

facilitating investigations into the mechanism 

of inhibition of moenomycin, the biological role 

of transglycosylases, and the development of 

moenomycin-based antibiotics. EG

Reprinted by permission from Macmillan Publishers Ltd: Mol. Syst. Biol., advance online publication, 
Oct 3, 2006, DOI: 10.1038/msb4100094.
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Getting Connected!
Establishing connections among physiological and 

pathological processes and genetic and small-molecule 

perturbations can lead to unanticipated links that could 

help decipher the incredibly complex web that defines a 

biological state. In an attempt to establish a systematic 

method for exploring these relationships, Lamb et al. 

(Science 2006, 313, 1929-1935) present the Connectivity 

Map, a resource in which gene-expression profiles of cells 

exposed to small molecules are assembled into a public 

database for which data-mining tools are available to 

detect noteworthy relationships among the profiles.

Data from the expression profiles of breast cancer cells 

exposed to 164 distinct bioactive small molecules were 

used to create a first-generation Connectivity Map. A 

query signature, or list of genes whose expression is cor-

related with a biological state of interest, could then be 

scanned in the Connectivity Map in the search for promi-

nent relationships. A range of query signatures from both 

Linking Lipids to Life
Some pathogens exert their destructive 

behavior by producing pore-forming toxins, 

which essentially poke holes through 

cell membranes and potentially lead to 

cell death. The molecular processes that 

govern this pathway, however, are not well 

understood. Gurcel et al. (Cell 2006, 126, 

1135-1145) explore the cellular response 

to aerolysin, a pore-forming toxin produced 

by certain bacteria, and demonstrate 

evidence for a chain of events that helps 

explain the cell’s ability to repair its mem-

brane and survive.

The authors initially observed that 

exposure of mammalian cells to aerolysin 

resulted in activation of the sterol regula-

tory element binding proteins (SREBPs), 

transcription factors that regulate choles-

Reference database
(profiles)

Connections

Query Output

Biological state
of interest
(signature)

Up

Down

Strong
positive

Positive

Negative

Weak
positive

Null Strong
negative

internal and external studies were collected and evalu-

ated. The data included the effects on gene expression of 

small molecules, such as histone deacetylase inhibitors, 

estrogens, and phenothiazines, and of disease states, such 

as diet-induced obesity, Alzheimer’s disease, and dexa-

methasone resistance in acute lymphoblastic leukemia. 

Remarkably, the Connectivity Map revealed both positive 

and negative connectivity relationships that correctly 

predicted several known relationships, pointed to the pre-

viously unknown mechanism of action of a small molecule, 

and identified several molecules with potential therapeutic 

utility. On the basis of these encouraging preliminary 

results, the authors propose that an expanded Connectivity 

Map should be generated as a community resource project. 

Depending on the Map’s utility, the exciting prospect of 

further expansion toward the ultimate goal of creating a 

comprehensive description of all biological states in the 

context of genomic signatures could be realized. EG

terol and fatty acid biosynthesis. Further 

investigations revealed that activation of 

the SREBPs was caused by loss of potas-

sium through the toxin pores. Interestingly, 

they noted that potassium efflux had 

previously been linked to caspase-1 activa-

tion, and indeed, caspase-1 was activated 

in response to aerolysin exposure. It was 

also known that activation of caspase-1 is 

dependent on the assembly of large multi-

protein complexes called inflammasomes, 

and they further demonstrated that aeroly-

sin exposure triggers formation of inflam-

masomes. Moreover, it was demonstrated 

that prevention of caspase-1 or inflamma-

some activation blocked aerolysin-induced 

SREBP-2 activation and that caspase-1 acti-

vation induced SREBP activation through 

a well-established pathway involving the 

escort protein SCAP (SREBP cleavage-acti-

vating protein) and two transmembrane 

proteases, S1P and S2P. These data unde-

niably link caspase-1 and SREBP activation 

to a common pathway and indicate that 

caspase-1 activation is upstream of SREBP 

activation. Finally, they showed that block-

ing the caspase-1 or SREBP pathways after 

exposure of primary cells to aerolysin or 

infection of cells with aerolysin-producing 

bacteria increases cell death, an indication 

that activation of these pathways promotes 

cell survival. Taken together, these results 

connect intracellular ion levels, caspases, 

SREBPs, and lipid metabolism as part of 

the survival mechanism that cells employ 

to fight pore-forming toxins. EG

From Lamb, J., et al., Science, 2006, Sept 29, 2006 DOI: 10.1126/science.1132939. Reprinted with permission from AAAS.
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January 28-February 2, 2007 

Ventura, CA

MicroRNAs and siRNAs: Biological 
Functions and Mechanisms 
January 28-February 2, 2007
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Biophysical Society Annual Meeting
March 3-7, 2007
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March 4-9, 2007

Ventura, CA

2007 ACS Spring National Meeting
March 25-29, 2007

Chicago, IL

Quality of Protein Microarrays
The assembly and deciphering of protein 

interaction networks promise to reveal valu-

able information about how organisms func-

tion. The accuracy of commonly used meth-

ods for accessing protein–protein interaction 

data suffers from difficulties in normalizing 

the behavior of proteins that by nature vary 

widely in their physical properties. Gordus 

et al. ( J. Am. Chem. Soc. 2006, 128, 13,668-
13,669) propose a method for minimizing 

the effects of variations in concentration, 

surface density, and activity of proteins used 

in microarrays.

To maximize the chances of working 

with structures that behave similarly, the 

authors chose protein domains, rather than 

whole proteins, to systematically investigate 

protein–protein interactions in a microar-

ray format. Seven Src homology 2 domains 

labeled with a fluorescent tag were printed on 

a microarray surface. The fraction of surface 

area covered by each protein was evaluated 

and was found to vary considerably. Next, 

they used a labeled phosphopeptide known 

to interact with five of the domains to evalu-

ate the amount of active protein on the surface; 

it was found to vary substantially, to the extent 

that spot intensity did not accurately reflect 

interaction affinity. However, when saturation 

binding curves were obtained and normalized 

with respect to the amount of active protein 

on the surface, the data did manifest the cor-

rect affinities of the interactions. A strength 

of microarrays is their ability to control pro-

tein concentrations, so obtaining this type of 

quantitative information should dramatically 

improve the quality and quantitative integrity 

of protein microarray data. The authors suggest 

that because the dependencies of concentration 

and activity of proteins also affect data obtained 

in other protein interaction assays, such as yeast 

two-hybrid systems and affinity purification of 

protein complexes, more diligent efforts should 

be made to obtain quantitative information 

when defining protein interaction networks. EG

Reprinted with permission from Gordus, A., and MacBeath, G., J. Am. Chem. Soc., 128, 13668-13669. Copyright 2006 American Chemical Society.



Regulation and Specificity of S-Nitrosylation
and Denitrosylation
Steven R. Tannenbaum†,‡,* and Forest M. White†

†Division of Biological Engineering, and ‡Department of Chemistry, Massachusetts Institute of Technology, Cambridge,
Massachusetts 02139

T he biological chemistry of endoge-
nously formed nitric oxide (NO) is
exceedingly complex, and the effect

of NO produced by neighboring cells on
target cells is even less well-understood
(Figure 1) (1, 2). Signaling from NO can occur
in a variety of modes, including activation
of guanylate cyclase, interaction with the
mitochondrion (3), oxidation and nitrosative
stress (4), DNA and protein damage (5),
and S-nitrosylation (SNO) of proteins (PSNO)
(6–9). The terms nitrosation and nitro-
sylation are used interchangeably here to
denote formation of SNO�. The difference
in terminology refers only to the mecha-
nism of formation. Thus, cells exposed to
NO, either endogenously or exogenously,
experience layer upon layer of signaling
potential, almost certainly dependent
upon NO concentration and location (e.g.,
subcellular, cell type, and tissue). The
systems biology of NO has hardly been
explored.

The ready nitrosation of sulfhydryl (SH)
groups via acidified nitrite or NO/O2 has
been known for many years (10, 11), and
the potential for protein regulation has been
intuited from biological experiments (12);
however, only after the development of the
biotin switch assay (13) did the full potential
of this reaction begin to unfold. At the time
of this writing, hundreds of PSNOs have
been characterized via the biotin switch
assay, and many others have been discov-
ered through more targeted investigations
(e.g., 3, 14, 15). The regulatory mechanism

of the PSNO system has not been fully char-
acterized, but it is clear that for NO to act as
a signaling molecule, it would not make
sense to have indiscriminate nitrosylation of
any SH group exposed on a protein. There-
fore, there must be a mechanism of selectiv-
ity, both in formation of PSNO and in deni-
trosylation to the original state. The need for
specificity would seem to eliminate the pos-
sibility that NO, N2O3, or even S-nitroso-
glutathione (GSNO) would be universal
donors for conversion of any SH group of
the protein (PSH) to a PSNO. Mitchell et al.
(16) on p 659 of this issue have now
demonstrated the possibility of rigorous
control of PSNO via specific protein–protein
interactions. In an earlier paper (17), they
demonstrated that nitrosylated thioredoxin
(Trx-SNO) transnitrosates active caspase-3
and, therefore, could be a regulator of
caspase-3 activity. In the current paper,
they now demonstrate that a specific
S-nitrosylated peptide (AcDEhCD) can be
a substrate mimic for caspase-3 and also
modulate caspase-3 activity. Furthermore,
the SNO peptide caused much more rapid
deactivation of caspase-3 than GSNO,
but less than Trx-SNO or AcDEVD-chloro-
methylketone, an indication that “the
rate-determining step was the transni-
trosation reaction, not peptide binding.”
These experiments now set the table for
further research into the SNO regulatory
system. For control, one would have to
postulate a cascade for conversion of NO
to a thermodynamically specific NO donor

*Corresponding author,
srt@mit.edu.
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ABSTRACT Signal transduction from nitric
oxide (NO) is important in physiological processes
such as smooth muscle relaxation and neurotrans-
mission. NO signaling occurs through a variety of
mechanisms, including S-nitrosylation (SNO) of
sulfhydryl groups in protein. A paper in this issue
of the journal dissects the regulatory system
involved in SNO of caspase-3 and highlights the
need for more direct investigations of the complex
biological regulation by NO signaling.
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and, ultimately, a specific mechanism for
protein denitrosation.

Two models are proposed for tight regula-
tion of PSNO (Figure 2). In model i, NO pro-
duced by an NO synthase (NOS) interacts
with the thiyl radical of glutathione (GSH) to
form GSNO (1), which several groups have
reported at micromolar concentration in
cells. GSNO reacts with thioredoxin to give
Trx-SNO (18). Trx-SNO forms a complex with
a protein (PSH) that then undergoes internal
NO transfer, followed by release of the
complex. Finally, protein disulfide isomer-
ase (PDI), which contains a thioredoxin

motif, is proposed as the regulatory partner
for denitrosylation (15, 19, 20). In model ii,
the close association between an NOS and
a target protein through a protein–protein
interaction is probably facilitated by local-
ization to a membrane or through a scaffold
(7, 21). In model i, the very strong interac-
tion energy characteristic of proteins binding
to receptors (Kd � 10�6) (22) drives the rela-
tively slow transfer of NO between species in
the encounter complex (k2 in Figure 2) (23,
24) in a manner reminiscent of the reaction
of electrophiles with proteins (25). Following
completion of the reaction, the proteins
separate. Denitrosylation follows a similar
path involving the third protein (PDI in Figure
2). In model ii, a microregion is implied in
the interaction of the partner proteins that
allows the NO released by the NOS to be
efficiently trapped by the target protein. This
mechanism has been postulated for several
proteins, including nitrosylation of the
N-methyl-D-aspartic acid receptor and
Dexras1, both of which are found in a
complex with neuronal NOS

(26, 27). Because NO is only reactive with
other radicals, the target cysteine in the
target protein must be a thiyl radical or
be capable of radical formation in a con-
certed reaction.

The Marletta laboratory has focused on
caspase-3 as a regulatory target for NO (16,
17). These papers clearly indicate that tar-
geting of SNO is key to regulating biological
activity. The implication is that recent efforts
to characterize the SNO proteome through
treatment of cells, tissues, or proteins with
nonspecific nitrosating agents will identify
many proteins that are capable of being
nitrosylated in vitro; however, they may not
identify which proteins are actually nitrosy-
lated in vivo because of the absence of tar-
geting proteins and subcellular localization
in these experiments. Nitrosylated proteins
identified in these studies will contain target
cysteines that are almost certainly on the
surface of the protein, or have a low pKa,
which makes them intrinsically reactive to
any electrophile. An equivalent experiment
would be chemical phosphorylation of pro-
teins to identify kinase targets. As an alter-
native to these studies, a current goal
should be to identify Trx-SNO target pro-
teins, and PDI- or Trx-PSNO targets for deni-
trosylation. If model i is correct, it should be
possible to chemically tag and purify the
[Trx-SNO–PSH] complex and thus identify
proteins in the act of being nitrosylated.
There will almost certainly be other compo-
nents of the regulatory system, but this is a
reasonable first approach.

It will also be important to validate the
role of a PSNO in determining the phenotype
of a cell. This has clearly been done for
some of the procaspases and caspases, but
many other components of the extrinsic and
intrinsic apoptotic pathways exist, giving
layer upon layer of overlapping signaling
networks (28). For instance, in addition to
direct regulation of caspase activity, SNO-
based modulation of the signaling network
potentially provides another level of cellular
control, amplifying phosphorylation-based

Figure 1. Origins and chemistry of NO from the inducible NOS. INF � �-interferon, MPO �
myeloperoxidase, SOD � superoxide dismutase. Image designed by Jeff Dixon and reprinted
with permission from Peter C. Dedon.
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SNO-based modulation of the signaling network potentially

provides another level of cellular control.



signaling networks by modulating kinase
and phosphatase activity. Specifically, inhi-
bition of SH2-containing protein tyrosine
phosphatases 1 and 2 (SHP1/2) through
SNO of the active site cysteine has been
demonstrated to lead to increased activa-
tion of extracellular signal-regulated protein
kinases 1 and 2 (Erk1/2) (29), and NO has
been shown to regulate phosphatase and
tensin homologue on chromosome 10
(PTEN) activity (30), further enhancing the
pro-survival signal (Figure 3). Interestingly, a
threshold has been demonstrated for the
concentration of NO required to induce
apoptosis in cells in culture (31). Therefore,
a balance exists between NO-induced pro-
cesses that send cells into apoptosis or that
rescue cells from apoptosis. However, NO is
just one piece of the puzzle, and exog-
enous stimuli can override NO signaling; for
example, the ability of insulin to protect cells
treated with tumor necrosis factor-� through
kinase activation of serine/threonine
protein kinase B (Akt) (32).

Many parallels can be drawn between NO
and effectors of other signaling pathways,
including phosphorylation, ubiquitination,

glycosylation, acetylation,
and methylation (7). With the
exception of NO, multiple
enzymes have been identi-
fied for the formation and
removal of each of these
post-translational modifica-
tions. For instance, acetyla-
tion is regulated by histone
acetyl transferases and
histone deacetylases; activ-
ity and localization of these
proteins have been corre-
lated with protein phospho-
rylation levels, highlighting
the interplay among multiple
signaling networks. Interest-
ingly, correlations exist
between protein phosphory-
lation and SNO occurring
through either model i or

model ii. In model i, NO transfer is predi-
cated by a protein–protein interaction regu-
lated by thioredoxin domain recognition.
Similarly, the interaction of SH2 domains on
the substrate with tyrosine phosphorylation
sites on the activated kinase leads to a
complex that facilitates phosphorylation
transfer from kinase to substrate. In model
ii, NO transfer is dependent on proximity
and co-localization of NOS and protein sub-
strates, akin to the mitogen-activated
protein kinase (MAPK) cascade in which
specificity and rapid response are enabled
by the linkage of kinases and substrates to a
common scaffold protein (e.g., kinase sup-
pressor of Ras). Last, in the protein phos-
phorylation field, recent quantitative analy-
ses of protein tyrosine phosphorylation
levels across multiple time points and con-
ditions have highlighted the role of indi-
vidual phosphorylation sites regulating bio-
logical activities such as proliferation and
migration (33). Given the tools that have
been developed to enable this study, it
should now be possible to extend a similar
effort to identify and quantify in vivo PSNOs

from multiple cell states and, thus, link
these proteins to biological phenotype.

Our understanding of the NO signaling
field is still in its infancy. However, the
Mitchell and Marletta papers (16, 17)
describe a potential mechanism for targeted
NO transfer and highlight the need for more
directed studies to uncover additional com-
ponents in this signaling network. Only
through these efforts will we begin to under-
stand the complexities underlying biological
regulation by NO signaling.
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Transcription Factor TFII-I Conducts a
Cytoplasmic Orchestra
Ananda L. Roy*
Department of Pathology, Programs in Genetics and Immunology, Tufts University School of Medicine, 150 Harrison
Avenue, Boston, Massachusetts 02111

C alcium signaling is involved in virtu-
ally all cellular processes and regu-
lates intracellular enzymes located in

the cytoplasm, nucleus, and organelles. The
intracellular calcium levels (100–200 nM)
are 10,000-fold lower than the extracellular
levels (1–2 mM) (1). Although the precise
reason is unknown, a likely explanation is
that calcium can precipitate phosphate,
“the currency of life” (1). Thus, it is not
surprising that nature has evolved multiple
ways to regulate the flow and use of
intracellular calcium. As a consequence,
dynamic alteration in intracellular Ca2�

results in activation of a wide range of sig-
naling pathways and biological responses
(2, 3). The transient receptor potential
channel 3/6/7 (TRPC 3/6/7) subfamily of
cation channels are emerging as important
components that regulate phospholipase C
(PLC)-dependent intracellular Ca2� entry
(4, 5). Although it has been known for some
time that Ca2� signaling via ion channels
can regulate nuclear gene expression, a
recent paper by Caraveo et al. (6) demon-
strates a novel cytoplasmic function of a
transcription factor, TFII-I, that regulates
Ca2� entry by TRPC3.

Interaction of TRPC3 with PLC-� via the
Split PH Domain. Ligand-dependent activa-
tion of receptor tyrosine kinases is associ-
ated with Ca2� influx, resulting in produc-
tion of inositol 1,4,5-trisphosphate (IP3) and
diacylglycerol from phosphatidylinositol
4,5-bisphosphate through the lipase action
of PLC-� (1–3). For instance, ligation of the

growth factor receptors (GFRs) or immune
receptors results in activation of PLC-�
and transient Ca2� influx (1–3). However,
recent studies demonstrated a novel lipase-
independent function of PLC-� that regu-
lates intracellular Ca2� entry via TRPC3
(7, 8; Figure 1, panel a). A pleckstrin homol-
ogy (PH) domain has been identified in a
variety of signaling intermediates, and sci-
entists generally believed that PH domains
mediated membrane proximal lipid binding
(9). However, a gestalt algorithm search
revealed that a PH-like domain or a split PH
domain is present in a variety of proteins,
including PLC-� and TRPC3 (8). Indeed,
PLC-� interacts with TRPC3 via its split PH
domain. Thus, interaction of the two halves
of the split PH domain from two proteins
results in a structural complementation and
enhanced surface expression of TRPC3,
both of which are required for agonist-
induced Ca2� entry (ACE) (8). The recent
study by Caraveo et al. (6) throws in another
unexpected twist to this story.

Double Duty Transcription Factor. The
ubiquitously expressed transcription factor
TFII-I was identified and characterized on
the basis of its ability to bind DNA sequence
elements and activate transcription (10, 11).
Later, researchers demonstrated that it is ac-
tually a signal-induced multifunctional tran-
scription factor that is tyrosine-phosphorylated
in response to B cell receptor (BCR) and
growth factor signaling (12). Induced tyrosine
phosphorylation of TFII-I is necessary for its
transcriptional function. Surprisingly, TFII-I
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ABSTRACT In response to extracellular ligands,
surface receptor tyrosine kinases and G-protein-
coupled receptors activate isoforms of phospho-
lipase C (PLC) and initiate calcium signaling. PLC
can activate expression of surface transient re-
ceptor potential channels (TRPC) such as TRPC3,
which modulate calcium entry through the plasma
membrane. A recent paper shows that competitive
binding of cytoplasmic TFII-I, a transcription factor,
to PLC-� results in inhibition of TRPC3-mediated
agonist-induced Ca2� entry. These results estab-
lish a novel cytoplasmic function for TFII-I.
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was shown to physically and functionally
interact with Bruton’s tyrosine kinase (Btk),
which is activated upon BCR engagement
(13). However, consistent with its ubiquitous
expression pattern, TFII-I is also tyrosine-
phosphorylated by Src family kinases upon
growth factor activation (14). Together, these
observations led to the demonstration that
TFII-I is latently found in the cytoplasm;
however, upon activation (tyrosine phos-
phorylation) by signaling through surface
receptors, it translocates to the nucleus for
transcriptional activation (14–16). Using a
phosphopeptide that includes the Btk phos-
phorylation site in TFII-I (17) as bait, Caraveo
et al. (6) “fished-out” PLC-� as an interact-
ing partner. Tyrosine-phosphorylated TFII-I
interacts with the Src-homology (SH)-2
domain of PLC-� (Figure 1, panel b). The
most exciting part of this study further
reveals that TFII-I has a split PH domain
that mimics that of TRPC3 and is involved
in PLC-� interaction (6). Hence, TFII-I can
compete with TRPC3 for PLC-� binding. The

split PH domain in TFII-I is in
a “closed conformation” in
its basal state but opens up
upon tyrosine phosphoryla-
tion. Open TFII-I conforma-
tion results in its interaction
with PLC-� via both the phos-
photyrosine and split PH
domains (Figure 1, panel b).
Tethering away, PLC-� lowers
the surface expression of
TRPC3 and reduces Ca2�

channeling activity (Figure 2).
Interaction of TFII-I with PLC-�
and consequently inhibition
of ACE via TRPC3 do not re-
quire either the nuclear lo-
calization or transcriptional
function of TFII-I because a
nuclear localization signal
deficient mutant (�NLS) of
TFII-I was competent in PLC-�
binding (6). Surprisingly, en-

dogenous TFII-I was constitutively associ-
ated with PLC-� prior to signaling, and BCR
signaling did not enhance or diminish this
interaction (6). However, because the cells
were cultured in serum, which could trigger

tyrosine phosphorylation of TFII-I in the
absence of BCR signaling (15), the observed
constitutive tyrosine phosphorylation and
interaction with PLC-� may not be totally
unexpected.

Using a loss-of-function (post-transcrip-
tional gene silencing) experiment, Caraveo
et al. (6) show that TFII-I is critical for TRPC3
function in multiple cell types because si-
lencing of TFII-I in PC12 neuronal cells or
human embryonic kidney cell lines led to
an increase in surface expression of TRPC3
and, consequently, enhanced Ca2� influx
(6). Importantly, the increase in surface
TRPC3 does not appear to be at the level
of transcription, and this suggests a post-
transcriptional effect of TFII-I on TRPC3
expression. Reconstitution experiments
convincingly demonstrated further that the
nuclear function of TFII-I is not necessary
for this effect. Ectopic expression of a tran-
scriptionally incompetent �NLSTFII-I in
these cells restored normal surface TRPC3
expression and Ca2� influx, consistent
with the requirement of transcription-
independent cytoplasmic function of TFII-I in
regulating Ca2� influx (6).

Figure 1. Interactions with a PH domain. a) PLC-� interacts
with TRPC3 via its split pH domain. This interaction is
necessary for enhanced surface expression of TRPC3 and
Ca2� influx. b) Receptor signaling results in tyrosine
phosphorylation and a conformation switch in transcription
factor TFII-I, which is found in the cytoplasm in resting cells.
TFII-I possesses multiple helix-loop-helix (HLH) interaction
domains. In the absence of signals, the nuclear localization
signal (NLS) of TFII-I is probably masked by limited intra-
molecular interaction via these HLH domains. The DNA binding
domain (DBD) of TFII-I overlaps with the split PH domain.
Thus, a receptor-mediated tyrosine phosphorylation may not
only expose the split PH domain but also unmask both the
DBD and the NLS in TFII-I for its subsequent nuclear action.
Signaling also likely uncovers the leucine zipper in TFII-I.
Signal-induced TFII-I interacts with the SH-2 domain of PLC-�
via both its phosphotyrosine moiety and the split PH domain.

Figure 2. TFII interactions in the cytoplasm.
Upon BCR (or GFR) signaling, tyrosine-
phosphorylated TFII-I interacts with PLC-�,
titrating it away from TRPC3; this results in
a reduction of both ion channel activity and
Ca2� influx. Btk is presumably in the same
complex. Distinct pools of cytoplasmic
TFII-I are probably associated with distinct
cytoplasmic tethers and thus capable of
receiving distinct signal via different cell
surface receptors. The pool associated with
PLC-� and Btk might receive signal from
BCR, whereas the pool associated with
p190RhoGAP might receive signal from GFR.
GFR-mediated tyrosine phosphorylation of
TFII-I results in its dissociation from the
cytoplasmic complex, dimerization, and
subsequent nuclear translocation for
activation of target genes. A dynamic
equilibrium probably occurs between the
different pools of TFII-I.
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How Can a Factor Be in Two Locations at
the Same Time? That tyrosine-phosphorylated
TFII-I is found associated with PLC-� in the
cytoplasm (6) and is also required for tran-
scription in the nucleus (14–17) presents
a conundrum (Figure 2). Several explana-
tions could exist. First, it is possible that
there are two (or perhaps more) distinct
pools of cytoplasmic TFII-I. In this scheme,
different pools of TFII-I might be associated
with distinct cytoplasmic tethers and thus
be capable of receiving distinct signal via
different cell surface receptors (Figure 2).
For instance, the pool of TFII-I associated
with PLC-� (and Btk) might receive signal
from BCR, whereas the pool associated with
p190RhoGAP might receive signal from GFRs
(16). This latter pool would dissociate from
the complex upon signaling and translo-
cate to the nucleus for gene activation (16).
Perhaps a dynamic equilibrium occurs be-
tween these pools. A second alternative is
that only one pool of cytoplasmic TFII-I exists
but that different signals (and correspond-
ing kinases) target distinct sites in TFII-I.
Depending on the signal and the particular
phosphotyrosine moiety, TFII-I might inter-
act with different partners and thus activate
distinct downstream pathways. Yet a third
possibility is that the different interactions
(and thus functions) of TFII-I are kinetically
distinct. In this model, the immediate early
signaling events (2–5 min) would lead to
tyrosine phosphorylation of TFII-I and its
subsequent membrane proximal interac-
tions with PLC-� (and Btk and/or other cyto-
plasmic tethers). These events might in turn
result in Ca2� entry via regulation of TRPC3
(6). Because the nuclear translocation of
TFII-I occurs later (12–20 min) (14, 16), a
“kinetic switch” might result in the release
of tyrosine-phosphorylated TFII-I from the
cytoplasmic tether and subsequent dimer-
ization and nuclear translocation. A fourth
alternative is also plausible. In this scenario,
while a subset of the events occur near
the plasma membrane, others occur near
the nuclear membrane. Analysis of whole

cell lysates might have obfuscated such a
distinction. Given that phosphoinositols con-
trol chromatin dynamics and that PLC-� plays
an important role in chromatin remodeling
and gene regulation (18), TFII-I might con-
nect phospholipid metabolism to signal-
induced gene regulation.

Biological Implications. Regardless of
how TFII-I mediates signaling events in the
cytoplasm and activates transcription in the
nucleus, that it interacts with PLC-� and regu-
lates Ca2� influx via TRPC3 is an exciting
development in the field. Moreover, this
discovery has potentially important physio-
logical ramifications. The genes that encode
members of the TFII-I family occupy adja-
cent locations in human chromosome 7,
a portion of which is deleted in a haplo-
insufficient manner in Williams–Beuren
syndrome (WBS) (19). WBS is a rare de-
velopmental disorder that is caused by a
hemizygous microdeletion of �1.5 mega-
bases, spanning 17 genes at chromosomal
location 7q11.23 (20). Although this multi-
system dysfunction with unusual cranio-
facial, behavioral, and cognitive features is
probably caused by haplo-insufficiency of
several genes, a good genotype–phenotype
correlation may be present. Consistent
with this notion, murine models with tar-
geted deletions in TFII-I family genes are
providing useful information about poten-
tial WBS phenotypes (21). That neuronal
calcium signaling requires a large number
of low-affinity IP3 receptors in Purkinje
cells of the cerebellum, where they are
not very effective at calcium release, sug-
gests perhaps a “conformational coupling”
between IP3 receptors and TRPC3 in these
cells (1, 22). Given the unusually high
expression pattern of TFII-I family genes in
normal neuronal tissues and its extensive
cytoplasmic expression in Purkinje cells
(11, 23), it is likely that alterations in the
levels of TFII-I observed in WBS regulate
such coupling and thereby regulate neuro-
cognitive processes.
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Desensitization at the Interface
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N eurons make specialized contacts
with their target cells called syn-
apses, sites where small-molecule

neurotransmitters are released in response
to electrical activity. Once released, the neu-
rotransmitters bind to the extracellular
domains of receptor proteins in the cell
membrane of the postsynaptic cell. At most
excitatory synapses in the brain, glutamate
is the neurotransmitter, and rapid neuron-
to-neuron communication is mediated by
�-amino-3-hydroxy-5-methyl-4-isoxazole
propionate (AMPA) receptors, a subtype of
ionotropic glutamate receptor (iGluR). The
binding of glutamate, AMPA, or other ago-
nists to these receptors initiates a series of
conformational changes (“gating”) that
allow cations to flow through the channels
down their electrochemical gradients. The
resultant transmembrane (TM) current ini-
tiates a regenerative electrical signal called
an action potential, but the channels quickly
become unresponsive during sustained
exposure to glutamate. A recent paper by
Armstrong et al. (1) provides the first high-
resolution views of receptor conformations
adopted during desensitization.

Both structural and functional data indi-
cate that iGluRs are tetrameric assemblies,
organized as dimers of dimers, with each
subunit containing a binding site for gluta-
mate (2). Individual subunits are composed
of four domains, with the extracellular ligand
binding domain (LBD) and the pore domain
(composed of membrane helices) being suf-
ficient for channel gating. X-ray crystallo-
graphic structures of the isolated LBD show
that it is a clamshell-like structure and that

glutamate and other ligands bind within a
deep cleft between the two halves of the
clamshell (LBD domains 1 and 2). In
agonist-bound structures, domain 2 is dis-
placed �20° relative to its position in apo
structures, closing the clamshell and trap-
ping agonists (3, 4). Domain 2 is connected
to the extracellular ends of the first two TM
helices, and the movement of domain 2 is
thought to result in rearrangements of the
helices that open the channel. The available
evidence, although circumstantial, supports
the conclusion that closing of the LBD is the
initial large-scale conformational change
that triggers subsequent gating rearrange-
ments at the level of the pore (3, 5).

Most receptors desensitize upon contin-
ued exposure to neurotransmitter, and
desensitization is especially prominent for
AMPA receptors. The current generated
when channels formed from the AMPA
receptor subunit GluR2 were rapidly
exposed to a high concentration of gluta-
mate is illustrated (Figure 1, panel a). The
diffusion-limited binding of glutamate
results in the near-simultaneous activation
of hundreds of receptors in the patch, gener-
ating a rapidly developing inward current,
which then decays to 1–2% of its peak
value in 15–20 ms. The decay of the current
results from entry of the channels into
desensitized states, and the accumulation
of channels in these unresponsive states
limits the size of the current evoked by a
second application of glutamate (which pro-
gressively increases as channels recover
from desensitization; Figure 1, panel a).
Desensitization predominates at low micro-
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ABSTRACT Normal brain function requires the
faithful transmission and integration of informa-
tion on a timescale of milliseconds, and this rapid
signaling is mediated by cell membrane receptors
that are ligand-gated ion channels. Fast excita-
tory transmission occurs when synaptically
released glutamate opens channels in neigh-
boring neurons, but these channels desensitize
rapidly during sustained high-frequency firing.
Recent structural data have begun to provide
important insights into the molecular mech-
anisms that underlie channel activation and
desensitization.
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molar concentrations of glutamate and
appears to have evolved as a mechanism to
protect neurons from excitotoxic damage
when ambient levels of glutamate are
elevated (e.g., during cerebral ischemia).
This protection comes, however, with a cost.
Although at many synapses glutamate clear-
ance mechanisms remove glutamate before
most channels desensitize during a single
synaptic event, high-frequency trains of
impulses can lead to the accumulation of

channels in desensitized states and ulti-
mately result in the failure of transmission.
Because information processing in the brain
is frequency-encoded, the rate of desensiti-
zation (and recovery from it) significantly
impact synaptic signaling.

Previous work that combined crystallo-
graphic and biochemical studies of the iso-
lated GluR2 LBD with mutagenesis and elec-
trophysiology on full-length receptors led to
the conclusion that desensitization occurred
when monomer–monomer contacts along
the two-fold axis of symmetry in each recep-
tor dimer (the “dimer interface”) slipped,
rendering closure of the LBD less effective at
promoting conformations of the membrane
helices that allow ion flux (6). Building on
this previous work, Armstrong and col-
leagues (1) introduced cysteines into posi-
tions along the dimer interface that the prior
GluR2 crystal structures predicted would be
largely inaccessible to bulk solvent in resting
and activated channel states (Figure 1,
panel b). Using voltage-clamp recording of
currents through recombinant channels
expressed in oocytes, they then measured
the rate at which these cysteines were modi-
fied by sodium (2-sulfonatoethyl)methane
thiosulfonate (MTSES) under conditions that
favored resting, active, or desensitized
channel states. (To minimize potentially
confounding MTSES modification of native
cysteines, the authors employed a recombi-
nant GluR2 construct from which the amino
terminal domain had been removed and in
which most native cysteines were replaced
by conservative mutation.) They found that
MTSES reaction rates were �2 orders of
magnitude faster for desensitized channels,
the first direct evidence that desensitization
is indeed accompanied by rearrangement of
the dimer interface at the level of the LBD.

To begin to quantify the extent of the rear-
rangement, the authors used bifunctional
thiol-directed reagents that cross-link
nearby cysteine residues (Figure 1, panel c).
Cysteines were introduced at various depths
along the interface, and four linkers that

ranged in length from 8.6 to 25.1 Å were
used to cross-link cysteines located on
opposing sides of the dimer interface. Each
reagent would be predicted to cross-link
cysteine pairs in resting and activated
states, whereas cross-linkers whose fully
extended length was less than the separa-
tion of the residues following rearrangement
of the interface would be expected to reduce
desensitization. Results with these molecu-
lar rulers indicated that during desensitiza-
tion the two monomers separate at the top
and bottom of the V-shaped interface by
16.2 and 12.4 Å, respectively.

While characterizing the various cysteine
mutants, the authors identified one that
gave very small steady-state currents in
normal conditions but much larger currents
after the channels were exposed to the
reducing agent dithiothreitol (DTT). Western
blotting demonstrated that the mutant
channels formed spontaneous inter-subunit
disulfide bonds, although previous crystal
structures suggested that the non-native
cysteines were much too far apart to do so in
conformations adopted by non-desensitized
channels. This led Armstrong and co-
workers to hypothesize that the disulfide
bond was formed when the LBD adopted a
conformation not observed in previous
crystal structures, perhaps one preferentially
associated with desensitization. Studies on
the DTT sensitivity of additional cysteine
mutants highlighted the importance of a
region on the surface of domain 2 (below
the interface) that contains a loop pointing
across the two-fold axis to residues on the
adjacent monomer. Binding studies on the
isolated LBD, as well as functional measure-
ments made with a domain 2 histidine
mutant (G725) in the absence and presence
of Zn2�, supported the view that tethering
the relevant domain 2 residues across the
two-fold axis promoted desensitization
(rather than stabilizing a resting closed state).

Armed with this additional information,
the authors introduced the S729C mutation
into the GluR2-S1S2 LBD and solved the

Figure 1. Probing the GluR2 channel. a) In-
ward currents evoked by the rapid applica-
tion (bars) of 10 mM glutamate in a patch
of membrane that contains hundreds of
recombinant GluR2 channels. The first
application of glutamate causes a rapidly
activating current that quickly fades as the
channels desensitize. The responses to a
second application of glutamate (made at
three different intervals) are reduced. b)
Ribbon diagram of the wild-type GluR2-S1S2
structure. The LBD crystallizes as a dimer in
which contacts are made between domain 1
residues in each monomer across the two-
fold axis of symmetry. This dimer interface is
in blue, and the yellow balls show positions
at which cysteines were introduced by site-
directed mutagenesis. The red spheres at the
bottom of domain 2 indicate the position
where the LBD would be connected to the
first and second TM helices in the full-length
receptor. c) Reagents used to cross-link non-
native cysteines across the dimer interface.
Adapted with permission from Elsevier,
copyright 2006 (1) and the Biophysical
Society, copyright 2006 (11).
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crystal structure at 2.3 Å resolution. Like pre-
vious structures of the isolated GluR2
binding core, the S729C mutant crystallized
as a dimer (Figure 2). However, the dimer
interface is separated substantially, as sug-
gested by the oocyte experiments on func-
tional receptor mutants. The distances char-
acterizing this rearrangement in the crystal

structure agree well with those estimated in
the cross-linking experiments; this supports
the conclusion that the structure is similar to
the conformation of the LBD adopted by
desensitized channels.

Unlike previous GluR2-S1S2 structures,
the two LBDs are asymmetric, a possible
explanation for electrophysiological evi-

dence that during recovery from desensitiza-
tion the first two bound glutamates (one in
each dimer) dissociate rapidly, whereas the
last two glutamates dissociate much more
slowly (7). The structure also suggests that
the asymmetry of the amino terminal domains
observed previously in cryo-electron micro-
scopy images (8) results from asymmetric
rearrangement of the LBD dimer interface.

The X-ray crystallographic data, as well as
the new functional results, speak directly to
stable conformations adopted under equi-
librium conditions but do not provide infor-
mation on receptor kinetics. In this sense,
the available crystal structures are some-
what like a set of vacation snapshots, which
reveal where you were but not how you got
there (or how long it took). However,
although the crystallographic data do not
discriminate between alternative kinetic
mechanisms, they do provide a clear
roadmap for additional structure–function
work on full-length receptors. For example,
kinetic studies done before structural data
were obtained suggested that the rate at
which channels recover from desensitiza-
tion was primarily determined by the rate at
which agonists dissociated from desensi-
tized channels (9, 10), a proposal that nicely
accounts for the well-known correlation
between agonist affinity and the rate of
recovery (11). In contrast, more recent
studies concluded that the rate-determining
steps during recovery are sequential reas-
sembly of the two dimer interfaces (12).
Interestingly, the new LBD structure shows
that separation of the dimer interface results
in additional interactions across the binding
cleft that would be predicted to stabilize the
closed-cleft conformation, whereas the new
inter-subunit interactions between domain
2 residues are relatively minimal. The newly
identified interactions in these two regions
are obvious targets for kinetic studies that
might further illuminate the sequence of
events during recovery.

Ultimately, structural data on receptor
constructs that include both the LBD and the

Figure 2. Structural changes in the
desensitized GluR2 LBD structure.
a) Superposition of GluR2 LBD
structures putatively corresponding
to conformations adopted by active
(L483Y, gray) and desensitized
(S729C, blue and green) channels.
The view is roughly down the two-
fold axis with the linkers that replace
residues connected to the channel
pore shown as pink or red spheres
(bottom). The arrows indicate
displacements of the linkers and
residues along the dimer interface
that characterize the transition from
active to desensitized conformations.
Domain 1 residues along the dimer
interface separate, whereas sepa-
ration of the linkers decreases.
b) Close-up view of the dimer
interface in the S729C (desensitized)
structure reveals new interactions
formed between amino acids com-
prising the loop between helices F
and G (R661, K663, and A665) and
residues in helix K of the adjacent
monomer. c) Cartoon showing the
LBD and TM helices of an AMPA
receptor dimer in resting, bound,
open, and desensitized states.
Glutamate binds to the open LBD.
Movement of domain 2 in each
monomer closes the LBD, creating
what is likely an unstable transition
state in which both the LBD and
channel pore are closed (not shown).
Movements of the TM helices par-
tially relieve this instability and open
the channel (on average 2–3 times).
Eventually, however, separation of
the dimer interface dissipates the
work initially done by closure of the
LBD, and the channel adopts a stable
state in which glutamate binding
and activation gating are uncoupled.
Adapted with permission from
Elsevier, copyright 2006 (1).
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channel pore are required if the mecha-
nisms of activation and desensitization are
to be understood, likely in combination with
high-resolution electrophysiology and spec-
troscopic measurements to provide real-
time correlations between ion flux and
protein movements (13). Nevertheless, the
recent work of Armstrong and colleagues
represents another significant advance in
unraveling how a major class of synaptic
proteins works.
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Intracellular Trafficking of Porphyrins
Iqbal Hamza*
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W ith a few exceptions, heme, a
metalloporphyrin, is synthesized
via a multistep biosynthetic

pathway with well-defined intermediates
that are highly conserved throughout evolu-
tion. Depending upon the organelle and cell
type, heme pathway intermediates are uti-
lized for the synthesis of other tetrapyrrole
compounds, including bilins, chlorophylls,
and corrins (1–3). Despite our extensive
knowledge of heme biosynthesis, the intra-
cellular trafficking of heme and porphyrins
are not well understood (Figure 1). In a
recent issue of Nature, Krishnamurthy et al.
(4) report on the identification of ABCB6
(ATP-binding cassette, subfamily B, member
6), a mitochondrial outer membrane (OM)
transporter, which was shown by different
experimental approaches to be able to
transport porphyrins. ABCB6 is proposed
to translocate coproporphyrinogen III
(CPgenIII), a heme precursor, from the cyto-
plasm to the mitochondria for synthesis of
heme. Their findings therefore represent a
significant advancement in our understand-
ing of intraorganellar porphyrin transport in
mammalian cells.

Porphyrins are heterocyclic organic rings
made from four pyrrole subunits linked via
methine bridges. The name porphyrin is
derived from the Greek word prophura for
purple because the extensive conjugation of
these tetrapyrroles gives them their violet-
red hues. Heme is an iron-containing por-
phyrin and serves as a prosthetic group for
many biological processes, including oxida-
tive metabolism, xenobiotic detoxification,
the synthesis and sensing of diatomic

gases, cellular differentiation, gene regula-
tion at the level of transcription, protein trans-
lation and targeting, and protein stability.

Heme synthesis culminates in the mito-
chondrial matrix, but the eight sequential
enzymatic steps are spatially separated
between the cytoplasm and the mitochon-
dria. CPgenIII is a product of the fifth enzyme
in the heme pathway, uroporphyrinogen III
decarboxylase, and enters the mitochondria
to undergo three additional enzymatic reac-
tions to generate heme (Figure 1, panel a)
(5). The pathway culminates when ferrous
iron is catalytically inserted into the proto-
porphyrin IX (PPIX) ring by ferrochelatase
(FECH), a mitochondrial inner-membrane
(IM)-associated enzyme (6, 7). Importantly,
iron and porphyrins are toxic to cells; iron
generates hydroxyl radicals from Fenton-
based reactions, and PPIX catalyzes light-
dependent generation of oxygen radicals.
Moreover, the end product of the synthetic
pathway is heme, a cytotoxic macrocycle
with peroxidase activity. Consequently, cel-
lular heme synthesis is coupled with iron
availability and apo-protein synthesis to
prevent uncoordinated accumulation of iron,
porphyrin intermediates, and heme (8, 9).

Two unanswered questions are pertinent
to heme synthesis in eukaryotic cells: how
does �-aminolevulinic acid (ALA), the first
intermediate of the pathway, exit from the
mitochondrial matrix into the cytoplasm,
and how does CPgenIII translocate from the
cytoplasm into the intermembrane mito-
chondrial space (IMS)? The results from
Krishnamurthy et al. (4) provide evidence
that ABCB6 may be responsible for
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ABSTRACT Hemes are porphyrins that play a
critical role in diverse biological processes. Heme
synthesis culminates in the mitochondrial matrix,
but the eight-step biosynthetic pathway is spa-
tially shared between the mitochondria and cyto-
plasm. A recent paper describes the nature of the
transporter that translocates the heme precursor
coproporphyrinogen III into the mitochondria for
heme synthesis. The identification of ABCB6 (ATP-
binding cassette, subfamily B, member 6) and
future studies aimed at precisely delineating the
mechanism and the physiological nature of its
ligand(s) will further enhance our current under-
standing of the intracellular movement of tetrapyr-
roles in eukaryotes.
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CPgenIII transport. However, the recent work
by Kabe et al. (10) suggests that the
2-oxoglutarate carrier (OGC) may also
perform the same function. Thus, additional
work is required to firmly resolve the identity
of the transporter and the biological nature
of its ligand. Both studies use the commer-
cially available oxidized planar conjugated
macrocycle, coproporphyrin III (CPIII), rather
than the physiologically relevant substrate
CPgenIII, a reduced nonplanar porphyrin.

The findings that ABCB6 expression is
coordinated with heme synthesis and cellu-
lar function provide further proof of the
importance of orchestrated timing of biologi-
cal processes during development. As eryth-
rocytes mature, the primary function of
these oxygen-carrying cells is hemoglobin
synthesis, which is underscored by a dra-
matic and highly coordinated up-regulation
of heme and globin production. Using bio-
chemical and cell culture assays with wild-
type and mutant forms of ABCB6, the
authors provide evidence that Abcb6 mes-
senger RNA (mRNA) and protein are
up-regulated in erythroleukemia and in
G1ER cells, which are an immature red cell
precursor line (4). They show that ABCB6
binds porphyrins, including heme, but

binding and competition assays suggest
that the substrate is likely to be CPIII. ABCB6
activity was found to be highly regulated by
cellular heme levels. Inhibition of heme syn-
thesis by succinyl acetone resulted in down-
regulation of Abcb6, whereas ectopic
expression of Abcb6 resulted in increased
PPIX accumulation and up-regulation of
mRNA for several heme biosynthesis genes.
Notably, knock-down of Abcb6 by RNA-
mediated interference resulted in dimin-
ished heme synthesis, further proof that
Abcb6 expression is coordinated with heme
synthesis. Furthermore, genetic ablation of a
single copy of Abcb6 in mouse embryonic
stem cells revealed a haploid insufficiency
phenotype; Abcb6�/– heterozygous cells
had accumulated half the levels of PPIX
compared with wild-type cells when treated
with the heme precursor, ALA. Altogether,
the paper provides evidence that ABCB6
plays an important role in regulating heme
synthesis either by directly channeling
CPgenIII to the mitochondria (Figure 1,
panel a) or by indirectly regulating another
step in the pathway.

The molecules and the mechanisms
involved in heme transport across biological
membranes to various cellular destinations

are poorly understood, partly because of the
use of in vitro biochemical approaches,
static microscopic techniques, and inappro-
priate genetic model systems. Given the
well-established paradigm for intracellular
copper trafficking pathways (11), it is likely
that specific pathways also exist for trans-
port, trafficking, sequestration, and egress
of heme in cells (Figure 1, panel b). Although
several parallels exist between copper and
heme, the most noteworthy is that both are
essential cofactors that participate in elec-
tron transfer reactions but are toxic com-
pounds when found in excess. A major dif-
ference, however, is that nutritional copper
is acquired exogenously, whereas heme is
produced endogenously by a defined and
regulated pathway. Although the pathway
and intermediates for heme synthesis have
been well defined, the handling of heme
from its point of synthesis in the mitochon-
dria to its insertion into hemoproteins
remains poorly understood (Figure 1,
panel b). Heme is a hydrophobic molecule
and is insoluble in the aqueous cellular
milieu. Free heme is toxic to biological mac-
romolecules. How then is heme transported
through the mitochondrial IMs to specific
hemoproteins that reside in the cytoplasm,

Figure 1. Schematic model of mammalian heme homeostasis. Presumptive heme pathways that are currently unknown are
marked with a question mark. a) In eukaryotic cells, heme is synthesized via a multistep pathway that is spatially separated
between the cytosol and the mitochondria. The mechanism of export of ALA from the mitochondria is unknown. ALA is converted
to CPgenIII via four enzymatic reactions, and CPgenIII is imported into the mitochondria, presumably by ABCB6, an OM trans-
porter, or by OGC. CPgenIII is converted to protoporphyrinogen (PPgenIX) and PPIX on the IMS side of the IM. The final step of
heme synthesis occurs by the enzymatic chelation of ferrous iron (Fe�2) into PPIX catalyzed by FECH located on the matrix side
of the IM. Mitoferrin (Mfrn)/Mrs 3/4 is predicted to import Fe�2 into the mitochondria. CoA � coenzyme A. b) The nascent heme
moiety is somehow transported through two mitochondrial membranes and incorporated into a multitude of hemoproteins,
presumably by hemochaperones, in different cellular compartments. Recent studies have identified HCP1 as the heme importer,
primarily in intestinal cells, whereas FLVCR and BCRP are predicted to export heme in erythrocytes. COX � cytochrome oxidase,
RER � rough endoplasmic reticulum.
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peroxisomes, mitochondrial IMS, secretory
pathway, and nucleus? What are the mech-
anisms for incorporating heme into apo-
hemoproteins? Are these mechanisms spe-
cific to certain target proteins or to the milieu
of a subcellular compartment? Humans
have intracellular hemoproteins, such as
hemo-, myo-, neuro-, and cytoglobins, as
well as heme enzymes, including cyto-
chrome P450s, adenylate cyclases, soluble
guanylate cyclases, peroxidases, catalases,
and respiratory cytochromes. These
enzymes are located in different cellular
organelles, and they perform diverse bio-
logical functions that depend upon heme as
a cofactor. Thus, in principle, specific intra-
cellular pathways are likely to also exist for
the safe, efficient, and accurate transfer of
heme from the mitochondrial IM to distinct
hemoproteins that are present in various
subcellular compartments (Figure 1, panel b).

Researchers have recently demonstrated
that the breast cancer resistance protein
(BCRP) and the feline leukemia virus sub-
group C receptor (FLVCR) are potential heme
exporters in developing erythroid cells and
that the heme carrier protein 1 (HCP1) is the
intestinal heme importer in mammals
(12–14) (Figure 1, panel b). Although it is
unclear why heme export would be neces-
sary in red blood cells given the overwhelm-
ing requirement for heme in hemoglobin
synthesis, these studies underscore the
necessity for translocation of heme between
membrane compartments.

A conceptual setback in identifying heme
trafficking pathways has been the difficulty
in dissociating biosynthesis from down-
stream trafficking events for three main
reasons: (i) organisms normally make endo-
genous heme via a highly regulated
pathway, (ii) defects in the heme synthesis
pathway are usually lethal or have pleiotro-
pic effects, and (iii) exogenous heme/por-
phyrins are poorly utilized by organisms that
normally make heme. Although hemes are
found in all phyla, certain prokaryotic organ-
isms neither make heme nor contain hemo-

proteins, and the protozoa Leishmania spp.
appear to lack seven of the eight enzymes of
the heme biosynthetic pathway (2, 15). An
exception is Caenorhabditis elegans, a free-
living nematode that does not synthesize
heme but ingests dietary heme to fulfill its
heme auxotrophy. C. elegans has the reper-
toire of hemoproteins that humans have
(16). It represents a unique genetic model
system for dissecting the cellular and molec-
ular determinants of heme homeostasis
because it has a clean genetic background
devoid of endogenous heme. Worms will
therefore permit external control over the
flux of heme and intracellular trafficking
pathways, an advantage not attainable in
other model systems.

The practical implications of discoveries
in porphyrin transport are far-reaching. Iden-
tification of mammalian heme transporters, in-
cluding HCP1, will allow the design of more
bioavailable forms of iron or porphyrin-based
“nutraceuticals” to deliver iron more effec-
tively to iron-deficient populations. Identifica-
tion of the mechanisms by which enzymes
such as the cytochrome P450s and guanylate
cyclases acquire heme will provide novel
insights into modulating biologic responses
to pharmaceuticals, xenobiotics, and gases
such as nitric oxide. Finally, characterization
of how heme is transported in organisms
may lead to the discovery of parallel traffick-
ing pathways for other tetrapyrroles such as
vitamin B12.
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G -protein-coupled receptors (GPCRs) are a large
and functionally diverse superfamily of plasma
membrane (PM) receptors that consist of

single-polypeptide chains that traverse the lipid bilayer
seven times, forming characteristic transmembrane (TM)
helices. After binding ligand, GPCRs interact with G pro-
teins and transduce signals from outside the cell to the
intracellular environment (1). This Perspective summa-
rizes the emerging role of GPCR trafficking as a post-
translational control mechanism, using the gonado-
tropin-releasing hormone (GnRH) receptor (GnRHR) as a
model for evolved inefficiency in trafficking and PM
expression of a receptor.

The GnRHR Is a Key Regulator in Reproduction. The
GnRHR is a GPCR located in the anterior pituitary
(Figure 1) that mediates responses to its ligand GnRH, a
decapeptide produced by hypothalamic neurons (2, 3).
The GnRHR integrates the neural system of the hypo-
thalamus with the anterior pituitary endocrine system by
producing peripheral signaling that is mediated by the
pituitary gonadotropins, glycoprotein hormones that
enter the peripheral circulation and regulate gonadal
function (Figure 1). The GnRHR is a therapeutic target for
the regulation of fertility and the treatment of several
reproductive disorders (2).

Diversity in Reproductive Patterns. Although the
GnRHR recognizes the same endogenous ligand in most
mammals and many non-mammalian vertebrates, it
also serves different regulatory patterns of reproduction.
Among animals with particular specializations are dogs
(which show pseudopregnancy), mice and rats (short-
cycling animals), opossums (non-placental mammals
that give birth from an external pouch), and guinea pigs
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ABSTRACT The primary function of cell surface receptors is to recognize specific
chemical signals from other substances and produce a biological response. Point
mutations in cell surface receptors may result in production of misfolded proteins
that are translated but do not reach their proper functional destination in the cell.
Also, for some G-protein-coupled receptors, large amounts of wild-type receptor
may be destroyed without arriving at the plasma membrane (PM). For the human
gonadotropin-releasing hormone receptor, this “inefficiency” has resulted from
strong and convergent evolutionary pressure, producing receptor molecules that
are sensitive to single changes in chemical charge and are delicately balanced
between expression at the PM or retention/degradation in the endoplasmic
reticulum. This Perspective focuses on the evolved mechanisms that control PM
expression of this receptor at this post-translational level.
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(rodents with a long luteal phase). In primates, the tight
regulation of reproduction is imposed by the need for
efficiency in a process of long gestations, mono-
ovulatory cycles, and single-offspring births.

In a broader evolutionary view of reproduction, it is
interesting to compare the length of time, metabolic
cost, and number of offspring in humans to fish or rep-
tiles. In the latter, small numbers of eggs survive to
hatch and a still smaller number actually survive to
reproduce themselves. The metabolic investment in
each egg is quite modest. Clearly, the management of
the human reproductive process must be more closely
regulated to protect the greater investment of metabolic
energy and time commitment by making the process
“work” effectively a greater proportion of the time. It is
therefore interesting to consider how nature has accom-
modated such changes without modifying the basic
components of the system.

The mammalian GnRHR type I (hereafter referred to
only as GnRHR) is among the smallest members of the
GPCR superfamily and bears unique structural features,
including the lack of a carboxyl-terminal intracellular
extension (3, 4) (Figure 2). Fish, reptiles, birds, and the
primate type II GnRHR (3) do possess this carboxyl tail,
whose presence is associated with differential physi-
ological receptor regulation; when added to the mam-
malian GnRHR, it dramatically increases PM expression
levels of this receptor (4).

Unique Chemical Features of GnRHR from Different
Species Influence Cellular Trafficking. To enable agonist
binding, the GnRHR needs to be at the PM. In the case of
the human (h) GnRHR [and, potentially, other GPCRs
(5–7)], nature has chemically modified the receptor so
that the translation product is delicately balanced
between routing to the PM or retention/degradation in
the endoplasmic reticulum (ER) (8). This receptor is

extremely sensitive to mutations; a single change in
charge can affect the balance (9).

A particular feature of primate GnRHRs is the pres-
ence of a lysine residue at position 191, which is located
in the extracellular loop 2 (EL2) (Figure 3) and restricts
the GnRHR PM expression (10). Non-primate mammals
utilize a less-effective Glu191 in this position (or Gly191
in the opossum, all 328 amino acids), whereas rats and
mice do not have this insertion at all [327 amino acids
(3)] and a higher proportion of translation product of
both rodent receptors is expressed at the PM (Figure 3).

Protein (Mis)folding and Intracellular Trafficking. The
GnRHR is scrutinized by the quality-control system of the
cell. This system employs recognition mechanisms to
examine newly synthesized proteins and ensure that
correctly folded proteins are placed into function (8, 11).
Among the components of the “conformation-
screening” mechanisms are protein chaperones of the
ER; these assist in folding of nascent proteins, allowing
them to achieve their “proper” conformation and pre-
venting conformationally defective proteins from accu-
mulating within the cell and causing disease (8, 9, 11).
Because the quality-control system monitors the struc-
tural form of the protein rather than the biological func-
tion, misfolded/misrouted mutant proteins can be func-
tionally competent proteins. Therapeutic approaches
that redirect misrouted proteins to their correct destina-
tion within the cell may restore them to proper functions
(12). That a misfolded protein may still behave as a func-
tionally competent protein upon rescue will depend on
how the structural defect disrupts the structure of the
protein. In the case of the hGnRHR, insertion or removal
of prolines or the insertion or removal of cysteines (that
leads to loss or gain of cysteine bridges) may result in an
uncorrectable misfolded/misrouted protein (9, 13, 14).
Conversely, agents that stabilize and/or reshape the
defective structure caused by mutations may still allow

Figure 1. Functional relations of the hypothalamic–pituitary axis. GnRH is
synthesized and secreted by specialized neurons located mainly in the arcuate
nucleus of the medial basal hypothalamus and the preoptic area of the anterior
hypothalamus. In contrast to other hypothalamic neurons that project to the
posterior lobe of the pituitary (e.g., the supra-optic hypophyseal tract), GnRH-
producing neurons project to many sites within the brain and also to the median
eminence, terminating in an extensive plexus of boutons on the primary portal
vessel, which delivers GnRH to its target cell, the gonadotrope of the adeno-
hypophysis. The secretion and interaction of GnRH with its cognate receptor occur
in a pulsatile and intermittent manner; such an episodic signaling allows the
occurrence of distinct rates and patterns of synthesis and pulsatile secretion of

luteinizing hormone (LH) and follicle-stimulating hormone (FSH), whose coordinated release allows for an extremely precise control of gonadal
function. These trophic hormones are responsible for stimulating the synthesis and secretion of gonadal hormones and for effecting the process
of gametogenesis. The characteristics of the pulsatile release of GnRH, LH, and FSH appear to be regulated by several hypothalamic neurotrans-
mitters (e.g., adrenergic and opioidergic regulation), as well as by the gonadal hormone environment.
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the receptor to “escape” from proteasomal degradation
(8, 12, 14–16). In this case, the rescued misfolded com-
petent receptor may be expressed at the PM and affect
function (9).

Pharmacological Chaperones (Pharmacoperones)
and Misfolded GnRHR Mutant Rescue. Early studies
demonstrated that the function of a mutant hGnRHR
(E90K), which causes severe hypogonadotropic hypogo-
nadism (HH) in humans (17) (Figure 2), was completely
restored when the primate-specific amino acid Lys191
was deleted (10). HH is a disease characterized by
decreased release of gonadotropins, leading to
impaired gonadal function (9). Lys191 is absent in wild-
type (WT) mouse GnRHR (mGnRHR) and rat GnRHR
(rGnRHR), which route with higher efficiency to the PM
(8, 18) than the human counterpart. Studies (15, 16)
employing a number of pharmacoperones (low-
molecular-weight molecules that enter cells and are
templates for correcting misfolded mutants and restor-

ing function) revealed that E90K and most other natu-
rally occurring mutant receptors, thought to bear defects
in domains involved in receptor function, were actually
misfolded proteins whose routing to the PM was com-
promised (9, 14–16). Two particular hGnRHR mutants
involving changes in charge, S168R and S217R, were
recalcitrant to rescue by different classes of pharma-
coperones (9).

These findings initially suggested that these sites
were unrescuable because they may involve domains
important for receptor function. However, further studies
demonstrated that this was not the case and that resi-
dues at positions 168 and 217 in the hGnRHR were
important in regulating the position of the EL2 and the
intimacy of residues Cys14 and Cys200 necessary to
form a disulfide bond and a properly folded receptor in
the hGnRHR (Figure 4) (20). Because of charge consider-
ations, the unfavorable exchange of serine and arginine
at the 4 and 5 TM helices likely moved the EL2 into a

Figure 2. Sequence of the hGnRHR and location of the inactivating (loss-of-function) mutations identified to date. The
GnRHR consists of a single polypeptide chain that traverses the cell surface membrane seven times, forming characteristic
TM helices interconnected by alternating extracellular (EC) and intracellular (IC) loops. The circle corresponding to the
lysine residue at position 191 in the EL2 is enlarged and rose-colored. Mutants with an asterisk (N10K, T32I, E90K,
Q106R, C200Y, S217R, R262Q, L266R, and Y284C) were reconstructed in the corresponding mouse and rat receptor
sequences and tested for function (see text).
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position from which the formation of a cysteine bridge is
unlikely and the mutant with the unformed cysteine
bridge cannot pass the quality-control system even in
the presence of pharmacoperones.

Studies with pharmacoperones also showed that PM
expression of the WT hGnRHR but not the WT rGnRHR
and WT mGnRHR increased substantially upon exposure
to these agents (18, 21, 22). This indicates that a large
portion of the hGnRHR is normally inefficiently trafficked
to the PM, retained by the quality-control system, and
likely degraded.

The observation that the hGnRHR was so suscep-
tible to alterations of single charges in the receptor
structure supported the view that the human receptor
is precariously balanced between retention in the ER
and routing to its final destination; this is not seen in
rats or mice, animals that routed the GnRHRs to the PM
with higher efficiency.

Because deletion of Lys191 from the hGnRHR led to
almost complete PM expression of the WT and E90K
mutant receptors, we concluded that the presence of
this residue was associated with routing regulation.
For reasons that were buried in the physically diffuse
amino acid differences between the rodent and
human sequences, the simple addition of Lys191 to
WT rodent GnRHRs did not decrease routing (20, 22).
As discussed below, removing Lys191 from the
hGnRHR obviates the need for the Cys14–Cys200
bond (20).

Mutations Leading to Misfolded hGnRHRs Have
Less Impact on Trafficking in Rat and Mouse WT
GnRHRs. Reconstruction of nine naturally occurring
mutations leading to misfolded GnRHRs in humans
(Figure 2) in the corresponding mouse and rat receptor
sequences revealed that only the E90K, S217R (G216R
and S216R in the mouse and rat GnRHR, respectively),
L266R, and Y284C (L265R and Y283C in both rodent
GnRHR sequences) substitutions significantly impact rat
and mouse GnRHR function (20, 22). Notably, pharma-
coperone treatment restored function of all but the
G216R and S216R mutants (which corresponded to the
pharmacoperone-insensitive S217R mutant in the
hGnRHR), an indication that the effect of these muta-
tions was to cause severe protein misfolding and loss of
the ability to translocate the protein to the PM (22). In

KEYWORDS
Disulfide bridge: A covalent linkage formed between two

sulfhydryl groups on cysteines.
Evolution: A change in the properties of populations of

organisms that transcend the lifetime of a single
individual.

Gonadotropin-releasing hormone receptor: The receptor
for the hypothalamic peptide hormone gonadotropin-
releasing hormone that stimulates the release of
gonadotropins.

G-protein-coupled receptors: A large and functionally
diverse superfamily of plasma membrane receptors
that consist of single-polypeptide chains that traverse
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Figure 3. Evolutionary changes of the GnRHR. The GnRHR
is larger in birds, fish, and reptiles; in these species,
the receptor bears an intracellular carboxyl-terminal
extension (dark-brown circles within the light-brown
square). In mammals, the GnRHR is shorter and the
carboxyl tail is absent; the blue circle represents the
amino acid residue in position 191, which is frequently
glutamic acid or glycine but is replaced by lysine in
primates. In rat and mice GnRHR, this amino acid is
absent. In most mammals, an association between
cysteine residues 14 and 200 (red-filled circles) must
form for proper routing of the receptor from the ER to
the PM; in primates this association is formalized by
a covalent bond (red line). Glutamic acid or lysine at
position 191 destabilizes the association between these
two cysteines. The disulfide bridge between the first and
second extracellular loops (formed by cysteine residues
114 and 195 or 196 in most mammals; lower red line) is
a structural feature present in almost all GPCRs known
and is associated with the fundamental stability of the
structure containing seven TM helices.
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addition, the mGnRHR appeared to be less forgiving
than the rGnRHR to substitutions, because the mouse
mutations more greatly reduced PM expression of the
mutant receptors compared with the rat mutant counter-
parts (22). These observations indicated that these
rodent GnRHRs appear to be more tolerant of mutation
than is the hGnRHR and that the small number of semi-
and non-conservative differences between the mouse
and rat GnRHRs (at positions 11, 24, 160, and 216)
might have a physiological influence on receptor func-
tion. In fact, creation of “rat-like” mGnRHR misfolded
mutants indicated that a modest amino acid change,
that is, substitution of glycine in position 216 in the
mGnRHR with serine (present in the rGnRHR), resulted in
markedly increased PM expression of the mGnRHR-
E90K sequence; modification of the corresponding
sequence in the rGnRHR, to make it more “mouse-like”,
was associated with a 2-fold decrease of expression
(22). Further substitutions exchanging proline with
glycine in position 11 and isoleucine with threonine in
position 24 or 160 resulted in a substantial decrease in
mGnRHR-E90K function, which was more prominent

whenever Gly216 was present. Ser216 in the rGnRHR
sequence increased the efficiency of routing to the PM of
rat mutants that are otherwise misrouted as disclosed
by pharmacoperone treatment.

Mutant GnRHRs Exert Dominant-Negative Effects
Due to an Influence on Trafficking. Receptor oligomer-
ization and interactions with accessory proteins are well-
documented features of GPCR function (23, 24). In some
cases, intracellular association of receptors as homo- or
heterodimers led to either cell surface targeting (a
dominant-positive effect) or the intracellular retention of
the complex (a dominant-negative effect) (6, 9, 24). In
the case of the hGnRHR, misfolded hGnRHR mutants
may form intracellular complexes at the ER, affecting
proper delivery and trafficking of the receptor to the cell
surface (8, 21, 25). Cotransfection experiments revealed
that this dominant-negative effect of mutants on their
WT counterpart resulted from a physical interaction
between these molecules (21).

Despite the high homology between rat, mouse, and
human GnRHRs, pharmacoperone-sensitive rat and
mouse misfolded receptors exhibited different

Figure 4. Structures of hGnRHR a) Predicted structure of the hGnRHR based on
homology modeling with the structure of bovine rhodopsin (19). The coiled structures
represent the antiparallel �-helices of transmembrane domains 1–7 connected by the
extra- and intracellular loops of the receptor (curved cords). Intermolecular
associations between Cys14 (at the NH2-terminal segment) and Cys200 (at the EL2,
colored in red) and between Cys114 (at the COOH-terminal end of the EL1) and
Cys196 (at the EL2) are shown (colored sticks). Top right: magnification of the upper-
third portion of the receptor showing the Cys14–Cys200 (red sticks) and
Cys114–Cys196 (blue sticks) disulfide bridges. b) A model of the hGnRHR showing
the seven TM helices displayed as rods. HGnRHR mutants at Ser168 and Ser217 (red
circles) cannot be rescued by pharmacoperone treatment. The approximate location of
amino acid residues that differ between the human and rat GnRHR and that represent
thermodynamically unfavored substitutions are represented by small lavendar circles
(human/rat in enlarged roseate circles) (amino acids 7, 168, and 203; 202 in rat and
mouse); amino acid 189 is included for its physical proximity to the Cys14–Cys200
bridge. Amino acids 7, 168, and 189 frequently coevolved with the appearance of the
“extra” amino acid in position 191 (lysine in primates, glutamic acid or glycine in all
non-rat/mouse mammalian species sequenced to date). The locations of some other
residues that impact on the net levels of receptor PM expression and allow the effect
of Lys191 are shown in yellow. Positions of these residues are simply pictorial.
Residues located in the NH2 extracellular segment and in the EL2 as well as
sequences flanking this loop (i.e., within TM helices 4 and 5) and those that abut on
that area (ELs 1 and 3) presumably control the destabilizing role of Lys191 (blue
circle) on the formation of the Cys14–Cys200 bridge as disclosed by mutagenesis
experiments (21). This bridge is magnified in the right figure; the covalent bond
between the two sulfur atoms is shown by gold sticks. The non-optimized models
shown in this figure were generated with the molecular visualization program PyMol
(DeLano Scientific, San Francisco, CA) and kindly provided by Angel Piñeiro and
Eduardo Jardón-Valadez from the Faculty of Chemistry of the National University of
Mexico, Mexico City, Mexico.
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dominant-negative actions on their corresponding
receptors: (i) The WT rGnRHR escapes the dominant-
negative effects of mutant rGnRHRs (e.g., rGnRHR-E90K)
but not those from human and mouse mutants, thus
indicating that this receptor retains the ability to oli-
gomerize. (ii) Mutant mGnRHRs are more effective in
dominant-negative actions on both rodent receptors. (iii)
Mutant hGnRHRs are more effective, as dominant-
negative regulators, on the human WT receptor than on
rat and mouse WT receptors, which lack Lys191 (22).
The effect of Ser216 in the rGnRHR appeared to be
important for the loss of dominant-negative effects of
mutant rGnRHRs on the WT counterpart; experiments
showed that the Gly216 (mouse) ¡ Ser216 (rat) substi-
tution in the mGnRHR mutants sequence resulted in loss
of dominant-negative effect of mouse mutants on the rat
receptor species (22). In the hGnRHR, substitution of
Ser217 with glycine led to a modest reduction in recep-
tor function and concomitantly to loss of the dominant-
negative effect of the mutant on the WT receptor,
whereas removal of Lys191 from the S217G mutant
allowed functional recovery. These findings implicate
the absence of Lys191 and presence of Ser216/217 as
determinants for PM expression and loss of the
dominant-negative effect of mutant GnRHRs. In this sce-
nario, the counteracting effect of Ser217 on the
dominant-negative action of mutant hGnRHRs may be
mitigated by the insertion of Lys191, because deletion
of this residue from the hGnRHR sequence led to loss of
the dominant-negative effect of misfolded mutants on
WT receptor expression (18, 22).

Cys14–Cys200 Bridge Formation and Tolerance to
Mutations. The amino acid sequence of the GnRHR
predicts two disulfide bridges at extracellular regions
(Cys14–Cys195/196 and Cys14–Cys199/200;

Figure 4). The first bridge is a
structural feature present in
almost all known GPCRs and
is associated with the stabil-
ity of the heptahelical struc-
ture (1); mutation of the cys-
teine residue at either end of
this bridge in the GnRHR
resulted in a complete loss
of activity, which could not
be rescued by pharmacoper-
ones (20). The functional sig-
nificance of the Cys14–

Cys199/200 bridge differed depending on the receptor
species: (i) It was not essential for optimal function of
the rGnRHR because replacement of the cysteine resi-
dues at either end of the bridge does not affect agonist-
stimulated intracellular signaling. (ii) In the mGnRHR,
breakage of this bridge results in �50% decrease in
receptor function. (iii) For the hGnRHR, formation of this
bridge was an absolute requirement for correct routing
and PM expression of the receptor because bridge-
breaking mutants exhibit either no activity or marginal
activity (14, 22). Further, exposure of these mutants to
pharmacoperones normalizes receptor function, an indi-
cation that the absence of the bridge resulted in a mis-
folded protein.

What are the chemical determinants that lead to the
requirement of the Cys14–Cys200 bridge in folding of
the hGnRHR? Removal of Lys191 from misfolded
hGnRHR mutants (including Cys14 and Cys200
mutants) led to functional rescue of the altered recep-
tors, an indication that the association between Cys14
and Cys200 may be potentially disrupted or diminished
by the presence of Lys191 (10, 20). In contrast with the
majority of mutations resulting in HH in humans (Figure
2), the effect of Lys191 is not wholly an effect of charge
because replacement by alanine, glutamic acid, or glu-
tamine also produced inefficient PM expression of
human sequence compared with the hGnRHR-des-
Lys191 variant. The observation that removal of Lys191
obviates the need for this bridge in the hGnRHR and that
inserting Lys191 alone into the rat or mouse sequence
(�88% homologous with the human sequence) did not
impact the requirement for this bridge between the NH2-
terminal and the EL2 led to the search for additional
components of the requisite motif.

This problem was approached by locating the ther-
modynamically unfavored changes among GnRHR
sequences for various animal species and identifying
those amino acid residues that frequently coevolved
with the appearance of the “extra” amino acid in posi-
tion 191 (lysine in primates, glutamic acid or glycine in
all non-rat/mouse mammalian species sequenced to
date; Figure 3) or that were proximal to it and to the
Cys14–Cys200 bridge (Figure 4). When the molecule as
a whole is considered, the modifications associated
with orientation of EL2 (positions 7, 168, 189, and 202/
203) all involve the gain or loss of proline or serine
residues. Proline formed a five-membered nitrogen-
containing ring, a feature found in very tight turns in
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protein structures. Serine, with a slightly polar nature,
small size, and propensity of the side-chain hydroxyl
oxygen to H-bond with the protein backbone, also was
found in association with tight turns of the protein struc-
ture. The rest of the motifs were identified by making
guesses based on the physical relation between amino
acids in the 3D state of the receptor molecule. With this
information, human receptors that were more “rat-like”
were constructed and tested; these expressed at the
higher levels associated with rat receptor and lacked the
requirement for the Cys14–Cys200 bridge, which is
another structural feature of the rGnRHR (20). The spatial
alignment was, therefore, quite important, because
these two residues must be sufficiently close to each
other to allow bridge formation. When the bridge
formed, the hGnRHR was recognized by the quality-
control system as correctly folded. On the contrary,
when it did not form, it was viewed as defective and was
retained in the ER. Thus, the presence of Lys191 limited
the number of hGnRHR molecules that were exported
from the ER to the PM.

Inefficient WT hGnRHR Trafficking: A Post-
Translational Regulatory Mechanism? It seems that the
cell is exploiting the insertion of Lys191 in the hGnRHR
for controlling routing in normally functioning cells. Why
waste half the amount of newly synthesized receptor
molecules? Several possibilities exist. First, having a
pool of receptors that can be recruited during very
demanding conditions (e.g., during the mid-follicular
phase of the menstrual cycle) may be very important;
the increased synthesis of the receptor at these times
would allow the receptor to escape from proteosomal

degradation. Second, by regulating the amount of recep-
tors expressed, the pituitary may more precisely modu-
late gonadotropin release and maturation of a single
oocyte during each ovulatory cycle. In this scenario, the
complexity of reproduction appears to have evolved as
the investment in creating a single offspring increased. A
look at GnRHR in animals whose sequences appeared
odd revealed that several species display marked differ-
ences in their reproductive patterns when compared
with their evolutionarily close relatives. Among rodents
(animals with large litters), only the guinea pig is known
to have added an amino acid (glutamic acid) at position
191 of the GnRHR; this particular rodent, a hystrico-
morph that diverged very early in rodent evolution,
exhibits a long luteal phase, which is a primate charac-
teristic. Most non-rodent mammals also contain glu-
tamic acid at this position; this suggests that loss of an
amino acid in the homologous position may represent a
specialization associated with very short reproductive
cycles like those present in rats and mice. In the
opossum (a non-placental mammal that places fetuses
in a marsupium), the presence of the uncharged glycine
at position 191 may reflect the divergence of this group
and the specialization needed for this unique form of
reproduction.

The large number of biological systems that appear to
rely on assessment of fidelity of protein structure (26)
and folding suggests that regulation at this level may
prove to be more common than presently appreciated.
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T ranscriptional activators fulfill a criti-
cal function in gene regulation, assist-
ing in the recruitment of coactivators

and RNA polymerase II proximal to genes
in preparation for activated transcription
(Figure 1) (1). An increasing number of mal-
functioning transcription factors have been
linked to aberrant gene expression and
disease pathogenesis (2). Therefore, signifi-
cant efforts have been directed toward the
development of artificial activators that
control gene expression in a specific and
potent manner equivalent to that of the
natural protein counterparts (3, 4). It is the
latter characteristic, potency, that has
proven to be the greatest challenge in the
construction of these designer molecules (3,
4). The potency of an activator is primarily
dictated by the activation domain (AD), the
module responsible for coactivator binding
and transcriptional machinery assembly.
Only rarely are artificial ADs able to rival the
cellular potency of their natural counter-
parts; this is in part due to our incomplete
understanding of the mechanistic details of
AD function (4).

Natural ADs are unstructured in solution
and have a characteristic “stickiness” that
results in a promiscuous binding profile;
they have been shown in vitro to interact
with both transcriptionally relevant and
unrelated proteins with moderate affinity (5,
6). As part of a complex signaling network,
there are masking proteins (mp) that shield
activation domains from non-productive

binding interactions until they are required
for gene expression (Figure 1) (7, 8). An
excellent example of this is the mouse
homolog of double minute 2 (hDM2), a
masking protein that regulates p53 function
by discriminating p53-coactivator interac-
tions and playing a role in p53 turnover (9).
In contrast, artificial ADs generally operate
outside of the endogenous regulatory path-
ways and lack masking partners or interac-
tions. Therefore, artificial ADs are typically
unable to utilize all of the resources of the
cellular machinery that contribute to func-
tional potency (7–11). Recently we identi-
fied an exception to this trend in artificial
AD XLY; this hydrophobic peptide functions
as a robust transcriptional activator when a
masking interaction is available but poorly
when it is not (12).

From a previously described screen to
identify ligands for the transcriptional
machinery protein Med15(Gal11), we identi-
fied a number of eight-residue peptides that
did not function as activation domains in
cells despite exhibiting micromolar disso-
ciation constants for the transcriptional
machinery (13, 14). Several of these inactive
peptides bore an excess of hydrophobic
amino acids in the region that had been ran-
domized in the screen (Figure 2, panel a).
Given the probable unstructured nature of
these short peptides in the absence of a
target binding protein, it appeared likely that
non-productive binding interactions and
proteolysis were contributing to the poor
activity levels (11, 15, 16). Because of the
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ABSTRACT Significant efforts have been
devoted to the development of artificial tran-
scriptional activators for use as mechanistic
tools, as therapeutic agents, and for biomanu-
facturing applications. One of the primary chal-
lenges has been the development of artificial
activators that exhibit potency in cells compa-
rable to that of endogenous activators; the vast
majority function only moderately in the cellular
context. Here we demonstrate that the super-
imposition of two distinct binding modes, a
masking interaction and an interaction with the
transcriptional machinery, has a profoundly
positive effect on the cellular activity of artificial
activators, with up to 600-fold enhancement
observed. Incorporation of this feature into
future generations of small molecule transcrip-
tional activators should increase their nuclear
uptake and facilitate their accessibility to their
target proteins, thus significantly augmenting
both their activity and utility.
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importance of masking interactions to the
function of endogenous transcriptional acti-
vators and to XLY, we hypothesized that the
incorporation of an intramolecular binding
interaction to provide structure and/or mask
the hydrophobic surfaces would thus in-
crease the potency of the peptides as activa-
tion domains.

To investigate this hypothesis, we chose
Gal4(1–100) as the DNA binding domain
(DBD) because it has at least three binding
surfaces known to interact with hydrophobic
partners (12, 17–19). Initially all Gal4(1–
100) � ligand combinations were screened
for activity via a �-galactosidase plate assay
in yeast, and ligands 23, 31, 34, 35, 36, and
37 functioned as activation domains in
this context. A more quantitative liquid
�-galactosidase assay revealed that the
activity of several of the ligands increased
significantly (Figure 2, panel b). Ligand 36
(ALWFFPSE), for example, showed only 1.2-
fold activity when attached to LexA but upon
attachment to Gal4(1–100) was trans-
formed into a robust transcriptional activa-
tor with �600-fold levels of up-regulation
observed. Ligand hydrophobicity appears to
be a key determinant of the functional
increase. The four ADs demonstrating the
greatest increase in activity (23, 31, 36, and
37) also have the largest mean calculated
hydrophobicity (Figure 2, panel a) (20).

Direct attachment of the ligands to the
dimerization domain of Gal4 is also impor-
tant to maintain the increased activity
observed with 23, 31, 36 and 37; the use of
Gal4(1–147), for example, as a DBD pro-
duces non-functional transcriptional regula-
tors (0.9–1.2-fold activity; Figure 2, panel
b). In this case, the structure of Gal4(1–147)
may differ from Gal4(1–100), with a portion
of the hydrophobic binding surfaces in the

Gal4(52–100) region obscured (21). The
difference in activation between the Gal4(1–
100) and the Gal4(1–147) constructs is
not due to lower expression levels of the
Gal4(1–147) proteins (Figure 2, panel c).
Western blots of the Gal4(1–147) ligand
fusions (Figure 2, panel c) demonstrate that
all are present at similar levels regardless of
the activation domain attached. In contrast,
Westerns blots of the Gal4(1–100) fusion
proteins are more variable with the hydro-
phobic ligands (23, 31, 36, and 37) present
at significantly lower levels compared to the
control activation domains 28 (weak activa-
tor) and VP2 (strong activator), neither of
which show an increase in activity when
attached to Gal4(1–100). In addition, a time
course experiment with ligand 36 revealed a
degradation profile that varies with cell
density (Supplementary Figure 1). Taken
together, these results indicate that Gal4(1–
100) has an effect on both the activity and
stability of the most potent peptides.

To directly probe the interaction between
the ligands and Gal4(1–100), the affinities
for DNA-bound Gal4(1–100) of both tran-
scriptionally active and inactive ligands
were assessed using fluorescence polariza-
tion. For this purpose, ligands were individu-
ally synthesized and labeled with fluores-
cein (see Methods). Ligands 36 and 23
show the greatest activity enhancement
when attached to Gal4(1–100) and also
interact most tightly with that protein frag-
ment (KD

’s of 2.6 � 0.1 and 3.1 � 0.1 �M,
respectively), with ligand 31 exhibiting a 2-
to 3-fold higher KD corresponding to its
smaller activity enhancement (7.3 � 0.2 �M).
Ligand 37, which shows the smallest activity
enhancement of the four, also binds, but as
a result of the propensity of Gal4(1–100) to
aggregate at concentrations above 15–

20 �M, a complete binding curve could not
be obtained. In contrast, ligand 28 and VP2,
neither of which exhibit an activity enhance-
ment when part of a Gal4(1–100) fusion, do
not detectably bind (Supplementary
Figure 2). Similar binding affinity trends were
observed with the peptides in the absence
of DNA, suggesting that DNA binding is not
required for the Gal4(1–100) interaction.
Taken together, the results are consistent
with a Gal4(1–100) binding interaction
playing a role in enhancing transcription
mediated by the ligands.

The binding surface within Gal4(1–100)
was characterized through mutagenesis
experiments in which amino acid residues
in the dimerization region of Gal4(1–100)
(Gal4dd, residues 52–100) were replaced
with alanine and the activities of the result-
ing constructs were assessed in quantitative
�-galactosidase assays. Substitution at
three residues (76, 77, and 84) resulted in a
dramatic decrease (�80%) in activity
(Figure 3, panel a). Additional residues
(81, 82, and 90) had a more moderate
effect on ALWFFPSE (ligand 36) function
(Supplementary Figure 3). The residues that
have the greatest impact on ALWFFPSE func-
tion define a binding interface at the second
helix and first loop of the dimerization
domain, a conformationally mobile and
solvent-exposed region of the structure. In
addition, these same mutations in Gal4dd

had no effect on the activity of a control AD,
VP2, that shows no enhanced activity when
attached to Gal4(1–100) (Supplementary
Figure 4). Substitution at residues 69, 70,
and 75 increased activity 3- to 9-fold
(Figure 3, panel a); given their position rela-
tive to the binding site, these alanine substi-
tutions likely increase the accessibility of
the binding site. Substitution of residues 97
and 89 similarly produced an increase in
activity. In this instance, attenuated dimer-
ization of helix 3 may facilitate interaction of
the activation peptide with the loop 1
binding site. In addition, the NMR structure
of Gal4dd reveals that residues 97–100 are

Figure 1. Cellular mechanisms that control transcriptional activator function. Activators have two
essential domains: a DBD and an AD (1). Factors that contribute to the pool of activator proteins
that are available to regulate transcription include mp interactions, aggregation, target/
coactivator binding, and proteolysis (8–11, 33).
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largely unstructured and thus may provide
needed flexibility such that key residues of
the activation peptide can reach the binding
site (17). Leu77 is �25 Å from Phe97, and
when extended, Gal4(97–100)�SS�

ALWFFPSE is estimated to be �35 Å long,
within range of the proposed binding site.

In addition to the dimerization region of
Gal4(1–100), the effects of alanine substitu-
tion on the activation domain (ligand 36)
were also assessed (Figure 3, panel b). As
noted earlier, the four most active ligands
(23, 31, 36, and 37) have hydrophobic resi-
dues at the four positions randomized in the
original library. A tryptophan in position 3 is
present in the ligands that have the highest
activity (36, 23, and 31), suggesting that a

large hydrophobic
residue at this posi-
tion is important for
activity. Consistent
with this hypothesis,
replacement of the
phenylalanine 3 of
ligand 37 (AIFFFPSE)
with a tryptophan
resulted in an activa-
tion domain with sig-
nificantly higher activ-
ity (�4-fold increase).
Correspondingly, this
peptide bound
Gal4(1–100) more
tightly than 37 (KD 3.9
� 0.1 �M). However,
switching the aspara-
gine and tryptophan
residues at the third
and fourth positions of
ligand 34 (AFNWEPSE)
did not increase activ-
ity, again indicating
that hydrophobicity in
the core residues is
critical for the Gal4dd

interaction. Four resi-
dues (alanine, proline,
serine, and glutamic

acid) are present in all of the peptide ligands
as a result of the design of the original com-
binatorial peptide library. Of these resi-
dues, replacement of proline with alanine
had the most dramatic effect, with a 40%
decrease in activity (Figure 3, panel c). The
primary role of these residues is thus as a
linker or spacer, facilitating interaction of the
core hydrophobic amino acids with Gal4dd.

In addition to the ligands described
above, many endogenous and designer acti-
vation domains also contain a preponder-
ance of hydrophobic residues and are
unstructured in the absence of a protein
binding partner (25). We thus investigated
whether our design strategy was generaliz-
able such that cellular activity enhance-

ments similar to those observed with the
earlier ligands could be obtained by the use
of a DBD containing a hydrophobic binding
interface. We first examined several rela-
tively short, non-natural peptide ADs
(Figure 4, panel a). KBP1.66 and KBP2.2
were isolated from a phage display screen
against the mammalian co-activator CREB
binding protein (22). AH is designed to gen-
erally mimic the amphipathic helix motif
found in most natural activators (23). These
ligands show no direct sequence overlap
with natural activators and thus are unlikely
to interact with endogenous masking pro-
teins that regulate stability and activity. The
fourth example, G80bpA, arose from a
phage display screen for binding to the
yeast repressor Gal80 (24). This peptide
also shows little sequence homology with
the natural Gal80 ligand Gal4 and is not
known to be regulated by Gal80. We found
that KBP1.1, KBP2.2, and Gal80bpA showed
a significant increase in activity when
attached to Gal4(1–100) compared to
Gal4(1–147) (49-, 49-, and 79-fold activity
increases, respectively) (Figure 4, panel b). In
contrast, AH did not display a significant dif-
ference when attached to either DBD. It may
be that in this instance the hydrophobic
residues are not well placed for an interac-
tion with the DBD, perhaps as a result of a
significant secondary structure assumed by
the AD.

The natural activation domains of VP16,
Gal4, Gcn4, and p53 all contain an excess of
hydrophobic residues (Figure 4, panel a),
and the importance of these residues in
mediating up-regulation has been well
documented (25). We thus hypothesized
that these ADs might show enhanced activ-
ity when attached to Gal4(1–100). In the
case of VP16, we examined two segments of
the activation domain, peptides ATF11 (26)
and VP2 (27), that differ only in that VP2
contains a tandem repeat of the core
octapeptide of ATF11. Despite the similari-
ties, only ATF11 showed an activity
enhancement, with a 68-fold increase when

Figure 2. The DBD affects the potency of transcriptional machinery
ligands. a) In a previously reported screen, ligands for the trans-
criptional machinery component Med15(Gal11) were identified from
libraries of 8-residue peptides containing four randomized positions
and four constant residues (alanine, proline/leucine, serine, glutamic
acid) (13). The mean hydrophobicity of each ligand was calculated
using a hydrophobicity calculator (CCS scale) (20). b) Plasmids
encoding the ligands listed in panel a fused to either the
Gal4(1–100) or Gal4(1–147) DBD were prepared and the resulting
constructs tested for their ability to activate transcription in
Saccharomyces cerevisiae using a �-galactosidase assay. Activity is
reported as average fold activation relative to DBD alone from at
least quadruplicate measurements. The error is reported as standard
deviation of the mean (SDOM). c) Extracts of yeast cells expressing
the various activator fusions shown in panel b were subjected to
Western blot analysis using an antibody towards Gal4. Rpb3 was
used as a loading control to facilitate lane to lane comparisons. See
Supporting Information for more details.
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part of a Gal4(1–100) fusion protein; this is
significant given the frequency with which
VP16-derived ADs are used to construct arti-
ficial activators for a wide range of applica-
tions (3, 4). Similar to VP2, Gal4 did not
increase in activity upon attachment to
Gal4(1–100). However, both Gcn4 and p53
functioned more robustly by �1 order of
magnitude. p53 is a mammalian activator
and in yeast lacks the natural masking

partner hDM2 that regulates its stability and
activity. It appears that attachment to
Gal4(1–100) results in a restoration of a sig-
nificant portion of the masking function.

Typically the potency of a transcriptional
activator is ascribed to the strength of its
interaction with the transcriptional machin-
ery and/or the location of that binding inter-
action (6, 13, 28, 29). Here we have demon-
strated that interaction(s) outside of the

transcriptional
machinery have a
profoundly positive
effect on transcrip-
tion function. Micro-
molar ligands for the
transcriptional
machinery, for
example, only func-
tion as robust tran-
scription activators
when such a sec-
ondary binding
interaction is avail-
able. Given the
hydrophobic nature
of these ligands, it is
likely that the sec-
ondary interaction
alters the binding
and stability profile
of the ligands,
decreasing non-
specific binding and
premature prote-
olysis that would
reduce the effective

concentration of the ligands available for
transcriptional activation. This strategy of
incorporating a secondary “masking” inter-
action appears general; several natural and
artificial activator peptides had their activity
significantly enhanced in vivo via this
mechanism. These results thus address a
long-standing challenge in artificial transcrip-
tional activator development, robust cellular
activity. Although these studies were carried
out with peptidic ADs, incorporation of a
similar feature into future generations of
small-molecule transcriptional activators (30,
31) should significantly augment both their
activity and utility.

METHODS
Yeast Strains and Plasmids. The yeast strain

used for determining transcriptional activity was
ZZY41 MAT� his3�200 leu2-1 �trp1 ura3-52
�lys2, gal4, gal80 URA3::pZZ41 (32). This strain
contains a GAL1-LacZ reporter with five GAL4 DNA-
binding sites 199 bp upstream of the TATA-box
integrated at the URA3 locus. The Gal4(1–100) or
Gal4(1–147) constructs were on an ARS/CEN
plasmid under the control of a �-actin promoter
with a HIS� selection marker. Plasmids encoding
for ADs fused via a SerSer linker to Gal4(1–100)
and Gal4(1–147) were generated by incorporating
oligos for each AD sequence into pJKL5 and
pJKL11, respectively, as previously described (14).
The strain used to test the Gal4dd mutants was
EGY48 containing the plasmid reporter pSH18-34
(Invitrogen). Alanine scanning mutagenesis was
performed on pJKL4, an ARS/CEN plasmid that
contains LexA(1-87)-Gal4(40–100) driven by a
�-actin promoter with a HIS� selection marker.
To generate the LexA�Gal4(40–100) alanine
mutants, site-directed mutagenesis was per-
formed on pJKL4 (wild type), pJKL4-8 (peptide 36),
and pJKL4-20 (VP2) in accordance with manufac-
turer instructions (Stratagene). The plasmid for
bacterial expression of Gal4(1–100) was gener-
ated by polymerase chain reaction from yeast

Figure 3. Identification of Gal4 and ligand residues contributing to the
activity enhancement. a) Surface rendering of the NMR structure of the
Gal4(50–100) dimer with key structural elements denoted (17). The
residues in Gal4dd that upon replacement with alanine increase the activity
of ALWFFPSE (36) are shaded in green, while the residues that significantly
decrease the activity are indicated in red. The mutagenesis experiments
were carried out with fusions containing LexA as a DBD attached to Gal4(40-
100)�ligand 36. (Supplementary Figure 3). b) Substitution at positions 3
and 4 was carried out to assess the relative importance of hydrophobic
residues at those positions. Phenylalanine in the third position of ligand 37

(AIFFFPSE) was changed to tryptophan to generate peptide AIWFFPSE (37m). The asparagine in ligand 34 AFNWEPSE was switched with the
adjacent tryptophan to generate peptide AFWNEPSE (34m). The altered sequences were fused to either Gal4(1–100) or Gal4(1–147) and tested in
the reporter assay as in Figure 2. The last three residues of peptide 36 ALWFFPSE were mutated to alanine and tested as described above. The
activity is reported as average relative fold activation generated by normalizing the activity of each mutant to ligand 36. The results in all panels
are derived from quadruplicate measurements with the indicated error (SDOM).

Figure 4. Activity enhancement of natural activation domains. a) The
sequences of activation domains that contain hydrophobic residues
important for activity used to evaluate the transferability of the Gal4dd

interaction. b and c) Activation domains listed in a) were fused to the
Gal4(1–100) or Gal4(1–147) DBD and tested in the �-galactosidase
reporter assay described in Figure 2. The activity and error are as
reported in Figure 3, panel c.
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genomic DNA and cloned into pGEX6p-2 (GE
Healthcare).

Expression and Purification of Gal4(1–100).
glutathione S-transferase (GST) tagged
Gal4(1–100) was isolated from Rosetta2(DE3)
pLysS Escherichia coli (Novagen) induced at 16 °C
with 0.1 mM isopropyl-beta-D-thiogalactopyranoside
and purified using glutathione Sepharose beads
(GE Healthcare). Cleavage of the GST tag was
accomplished overnight at 4 °C using PreScission
Protease (GE Healthcare) in cleavage buffer
(50 mM Tris pH 7.0, 0.2% w/v NP-40, 1 mM DTT).
The solution was loaded onto a gel filtration
column (Superdex 75, GE Healthcare) to remove
residual GST and to exchange the buffer to storage
buffer (20 mM Hepes pH 6.8, 200 mM NaCl, 1 mM
DTT, 10% v/v glycerol, 0.1 mM EDTA and 0.01%
w/v NP-40). Fractions containing Gal4(1–100)
were pooled and concentrated using a Vivascience
10K centrifugal filter device.

Quantitative �-Galactosidase Assays. As previ-
ously described (14).

Peptide Synthesis and Fluorescent Labeling. Pep-
tides were synthesized on Rink amide resin using
fmoc-protected amino acids, labeled at the amino
terminus with 5/6-carboxyfluorescein succinimi-
dyl ester (Pierce), and characterized by electro-
spray mass spectrometry using standard protocols
(13). A SerSer linker was incorporated at the amino
terminus of each sequence analogous to the
Gal4(1–100) constructs used to assess cellular
activity.

Dissociation Constant Measurements. Dissocia-
tion constant measurements were carried out at RT
on a Beacon 2000. Prior to each experiment, a
13 �M solution of Gal4(1–100) (dimer) in storage
buffer was added to an equal concentration of
duplex DNA containing an optimal Gal4 binding site
(TCCGGAGGACTGTCCTCCGG and its complement)
for 30 min at RT. Next, fluorescein-labeled peptide
was added to the Gal4(1–100)-DNA solution to
give a final concentration of 50 nM labeled peptide
and measurements were taken as previously
described (12).
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ABSTRACT
Detection of metabolites and post-translational
modifications can be achieved using the azide as
a bioorthogonal chemical reporter. Once intro-
duced into target biomolecules, either metaboli-
cally or through chemical modification, the azide
can be tagged with probes using one of three
highly selective reactions: the Staudinger liga-
tion, the Cu(I)-catalyzed azide-alkyne cycloaddi-
tion, or the strain-promoted [3 � 2] cycloaddition.
Here, we compared these chemistries in the con-
text of various biological applications, including
labeling of biomolecules in complex lysates and
on live cell surfaces. The Cu(I)-catalyzed reaction
was found to be most efficient for detecting
azides in protein samples but was not compatible
with live cells due to the toxicity of the reagents.
Both the Staudinger ligation and the strain-
promoted [3 � 2] cycloaddition using optimized
cyclooctynes were effective for tagging azides on
live cells. The best reagent for this application
was dependent upon the specific structure of the
azide. These results provide a guide for biologists
in choosing a suitable ligation chemistry.

T he discovery of the green fluorescent
protein launched a new era in cellular
biochemistry in which proteins could

be monitored in complex living systems.
Fluorescent protein fusions, in addition to
other genetically encoded epitope tags,
have been artfully employed to identify the
subcellular localization, trafficking, and
interaction patterns of thousands of pro-
teins, while also facilitating their purification
for molecular analysis (1). Meanwhile,
biomolecules that are not directly encoded
in the genome, such as glycans, lipids, and
other metabolites, are not amenable to
these conventional tagging technologies.
Their importance as post-translational modi-
fications and signaling molecules has
placed some urgency on filling this void.

The bioorthogonal chemical reporter
strategy provides a means to tag biomole-
cules without the requirement of direct
genetic encoding (2). In this approach, a
functional group (the chemical reporter) that
does not interact with any biological func-
tionality (i.e., bioorthogonal) is incorporated
into the target biomolecule using the cell’s
metabolic machinery (3–5) or delivered to a
protein by virtue of its enzymatic activity (6,
7). Subsequently, the reporter is covalently
tagged with an exogenous probe using a
highly selective chemical reaction (8, 9).
This two-step procedure has been used to
modify cell surface glycans and proteins
(5, 10, 11), profile protein glycosylation
(12–14) and farnesylation (3), and identify
proteins with a specific catalytic mechanism

using activity-based probes (6, 7). With the
expansion of the bioorthogonal chemical
reporter strategy into the realm of living
animals (6, 7, 13, 15), the profiling and
noninvasive imaging of biomarkers associ-
ated with disease progression appears
imminent.

Success of the bioorthogonal chemical
reporter strategy rests on the choice of the
appropriate functional group and labeling
reaction. The chemical reporter must be tol-
erated by the cellular machinery and suffi-
ciently robust to avoid unwanted chemical
or metabolic side reactions. In addition, the
labeling reaction must proceed rapidly and
selectively at physiological pH and tempera-
tures. For applications using live cells or
organisms, the reagents must be nontoxic.

The azide is the most versatile bioorthog-
onal chemical reporter. Its small size and
stability in physiological settings have
enabled azide-functionalized metabolic pre-
cursors to hijack the biosynthetic pathways
for numerous biomolecules, including
glycans (16), proteins (4, 17), lipids (3), and
nucleic acid-derived cofactors (18). Three
reactions have been reported for tagging
azide-labeled biomolecules (Scheme 1).
One of these, the Staudinger ligation
(Scheme 1, reaction i), capitalizes on the
selective reactivity of phosphines and
azides to form an amide bond (5, 15, 19).
The other two involve the reaction of azides
with alkynes to give triazoles, a process that
is typically very slow under ambient condi-
tions. The Cu(I)-catalyzed azide-alkyne
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cycloaddition (Scheme 1, reaction ii), also
known as “click chemistry”, accelerates the
reaction by use of a copper catalyst (20–22).
The strain-promoted [3 � 2] cycloaddition
(Scheme 1, reaction iii) removes the require-
ment for cytotoxic copper by employing
cyclooctynes that are activated by ring
strain (11, 23).

Among these options, the ideal choice of
a reaction for a given biological application
is not always obvious. In many cases, sensi-
tivity is the most important parameter.
Defined as the number of azides that are
reacted in a given time period, sensitivity is
governed by the intrinsic kinetics of the reac-
tion and the reagent concentrations. In prac-
tice, the concentration of azides in the bio-
logical system is limited by the abundance
of the target molecule and the efficiency of
azide labeling. The concentration of the sec-
ondary tagging reagent (i.e., the phosphine
or alkyne) is typically limited by solubility
and, in live cell or animal experiments, toxic-
ity. Given these constraints, the ability to
improve intrinsic reaction kinetics can be
critical for optimizing a labeling strategy with
respect to sensitivity. In cases where live
cells or organisms are under study, biocom-
patibility may trump sensitivity as the most
important parameter.

In order to provide a framework for choos-
ing the optimal reaction for a given purpose,
we compared the three ligations in three
situations: labeling of isolated proteins,
labeling of low abundance proteins from
mixtures, and labeling of live cell surfaces.
For high-sensitivity protein labeling, click
chemistry was found to be ideal because of
its superior kinetics. By contrast, live cell
labeling required either the Staudinger liga-

tion or strain-promoted
[3 � 2] cycloaddition
because of their superior
biocompatibility. This
comparison identified a
conflict between sensi-
tivity and biocompatibil-

ity that should ultimately be resolved for an
ideal labeling reaction. As a first step toward
this goal, we improved the kinetics of the
strain-promoted [3 � 2] cycloaddition using
physical organic chemistry principles.

Initially we sought to identify the optimal
reagents for each reaction with respect to
intrinsic kinetics. In previous work, our
attempts to improve the kinetics of the
Staudinger ligation focused on increasing
the electron density of the phosphine sub-
stituents (19). Although rate enhancements
were observed, these were accompanied by
increased rates of phosphine oxidation by
air, an unwanted side reaction. Thus, the
parent phosphine (Scheme 1, reaction i)
remains the best reagent for biological
Staudinger ligations. Other groups have
directed considerable effort toward optimiz-
ing click chemistry for biological labeling
reactions (7). We employed these previously
reported reagents and conditions in our
study.

The only reaction that had not yet been
explored with respect to kinetic enhance-
ment is the strain-promoted [3 � 2] cyclo-
addition. Thus, we began our study by
varying the substitutents on the cyclooctyne
scaffold. Two approaches were taken to
improve upon previously reported cyclooc-
tyne 1 (Scheme 2, panel a). First, the phenyl
ring was excised (2) to improve the solubility
of the reagent and possibly increase the rate
of the reaction by decreasing steric bulk
near the reactive center. In the second
approach, an electron-withdrawing group
(fluorine) was introduced adjacent to the
alkyne (3) in order to lower the energy of its
LUMO and promote reaction with the azide
(24). As an additional benefit, this modifica-
tion replaces the oxidatively labile ether link-

ages in 1 and 2 (Supplementary Scheme 1)
with a stable carbon–carbon bond.

Synthesis of New Cyclooctyne Probes.
The synthesis of 2 proceeded similarly to that
of compound 1 (23) (Scheme 2, panel b);
silver perchlorate-mediated electrocyclic
ring opening of 6 yielded a transient allylic
cation that was trapped by methyl glycolate.
One-pot elimination and hydrolysis of trans-
bromocyclooctene 7 yielded the desired
cyclooctyne 8. The synthesis of cyclooctyne
3 was accomplished via alkylation of
2-fluorocyclooctanone (9a) (25) to give sub-
stituted cyclooctanone 10a. Vinyl triflate for-
mation and elimination, followed by saponi-
fication of the methyl ester, yielded
cyclooctyne 12. Non-fluorinated analogue
13 was synthesized via a similar route in
order to directly assess the effect of the fluo-
rine substituent. Biotinylation of the panel
of cyclooctynes was achieved via formation
of the pentafluorophenyl ester followed by
condensation with an amine-modified
biotin (26).

Kinetic Evaluation of Cyclooctynes. The
relative reactivities of cyclooctynes, 8, 12,
and 13 were determined in model reactions
with benzyl azide in CD3CN. The electron-
withdrawing fluorine atom on 12 provided
enhanced reactivity (k � 4.3 � 10–3

M–1 s–1) compared to the free acid of 1 (k �

2.4 � 10–3 M–1 s–1) (23) and compounds 8
(k � 1.3 � 10–3 M–1 s–1) and 13 (k � 1.2 �

10–3 M–1 s–1). In all cases, the only prod-
ucts observed were the triazole regioiso-
mers as a �1:1 mixture. Interestingly, the
reaction of 12 with 2-azidoethanol in
aqueous acetonitrile afforded the expected
1,5-substituted triazole, but the 1,4-isomer
had undergone hydrolysis of the C–F bond
to form a hydroxy-substituted product
(Supplementary Scheme 2). Compound 12
in isolation was not subject to aqueous
decomposition. The Staudinger ligation with
benzyl azide proceeds at a similar rate in
CD

3
CN (k � 2.0 � 10–3 M–1 s–1) (19), while

click chemistry is generally faster but
subject to more complex kinetic behavior
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Scheme 1. Bioorthogonal reactions with the azide: biomolecules
containing the azide react via the Staudinger ligation (i), click
chemistry (ii), or a strain-promoted cycloaddition (iii) to give
ligated products.
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because of its multiple reaction compo-
nents (27). As an additional control, we
investigated the chemical stabilities of
cyclooctynes 8, 12, and 13 by incubating
them in aqueous acid, aqueous base,
�-mercaptoethanol, or phosphate-buffered
saline (PBS) (see Supporting Information for
details). In all cases, no decomposition was
observed by 1H NMR and 19F NMR, where
applicable.

Protein Labeling. We next sought to
compare the reactions in the context of bio-
logical labeling experiments. The least
demanding situation involves modification
of a purified azide-labeled biomolecule.
Thus, we expressed dihydrofolate reductase
(DHFR) in which methionine residues were
replaced with the unnatural amino acid
azidohomoalanine (DHFR-N3) (4, 28). First,
the time dependencies of the reactions of
compounds 1–5 with DHFR-N3 were com-
pared. DHFR-N3 was incubated with 1–5
(100 �M) for 4, 12, or 24 h, and reaction
progress was monitored by Western blot
using anti-biotin antibody-HRP conjugate
(Figure 1, panel a). For click chemistry, the
relative concentrations of 5, triazolyl ligand,
tris-carboxyethylphosphine (TCEP), and
CuSO4 were held at a ratio of 1:1:10:10, as
optimized by Cravatt et al. (7). Preliminary
investigations found that urea and ionic
detergents used to solubilize the protein
inhibited click chemistry and the Staudinger

ligation, respectively (data not shown). Con-
sequently, Staudinger ligations were per-
formed in 8 M urea while the remainder of
the ligations were run in 1% SDS. All of the
protein labeling reactions were highly spe-
cific at 37 °C, as native DHFR showed no
detectable biotinylation. However, nonspe-
cific biotinylation was observed for both the
strain-promoted cycloadditions and click
chemistry when the reactions were boiled
(data not shown). All five reagents tested
showed time-dependent protein labeling
that was consistent with their kinetics in
model reactions (Figure 1, panel a). Click
chemistry afforded the highest sensitivity
of labeling, with maximal labeling observed
by 4 h.

Next, the concentration dependence of the
reactions was compared (Figure 1, panel a).
The reactions were performed with 50, 100,
or 200 �M reagent for a period of 8 h. All
three ligations exhibited labeling propor-
tional to reagent concentration. Interest-
ingly, the large shift in apparent molecular
weight of DHFR-N3 in the click chemistry
lanes underscores the higher-order concen-
tration dependence that this ligation obeys
because of its multicomponent nature (27).
This observation is particularly relevant for
applications that require low concentrations
of labeling reagent to avoid toxicity. In addi-
tion, in living animals, where the site of
injection can be far removed from the tar-

geted biomolecule, trafficking can limit the
concentration of reagents near the azide.

A more stringent test of the reactions’
bioorthogonality is their ability to specifi-
cally label azides in the presence of complex
mixtures, a feature essential for enrichment
from lysates in preparation for proteomic
analysis. To simulate a labeled lysate,
we combined DHFR-N3 with 200 �g of
Escherichia coli lysate (total protein concen-
tration of 10 mg/mL). These mixtures were
then labeled with reagents 1–5 (200 �M,
8 h). Specific protein labeling was observed
with all five reagents, with click chemistry
affording the highest sensitivity, consistent
with the trend observed using purified
protein.

Live Cell Labeling. Having demonstrated
selective labeling of proteins within complex
lysates, we sought to extend the compari-
son to labeling of living cells. Jurkat cells
were grown in the presence of 25 �M per-
acetylated N-azidoacetylmannosamine
(Ac4ManNAz) for 2–3 d, leading to the meta-
bolic incorporation of the corresponding
N-azidoacetyl sialic acid (SiaNAz) into their
cell surface glycoproteins (5, 29). The cells
were then treated with compounds 1–5 (50
or 100 �M for 1 h), incubated with FITC-
avidin, and analyzed by flow cytometry
(Figure 1, panel c). We observed significant
cell death in the presence of the click
reagents (Supplementary Figure 1), which
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we attribute to the high concentration of
CuSO4, as previously suggested in the
context of an E. coli labeling study (11, 20).
Cyclooctyne reagents 1–3 labeled cells in
proportion to their rate constants in the
model reaction, while phosphine 4 showed
a higher degree of labeling than expected
based on its relative rate of reaction with
benzyl azide. To determine the basis of this
discrepancy, we performed additional
model reactions of phosphine 4 and
cyclooctyne 1 with �-azido acetamides that
better mimic the reactivity of SiaNAz. In
these reactions, the phosphine outper-
formed the cyclooctyne by �2-fold (Supple-
mentary Table 1). These results suggest that
the Staudinger ligation is more efficient for
labeling azides bearing electron-
withdrawing or resonance stabilizing
groups. The strain-promoted cycloaddition
is relatively insensitive to the electronics of
the azide and is more efficient than the
Staudinger ligation with unactivated alkyl
azides.

Reaction Guide for Specific Applications.
Collectively, these experiments provide a
guide for choosing the optimal ligation
chemistry for specific applications (Table 1).
Each of the reactions is competent to label
isolated biomolecules. Click chemistry is the

most efficient
reaction for this

application, although some groups have
reported difficulty in separating intact modi-
fied biomolecules from catalytic copper
(22). The residual heavy metal was found to
interfere with analysis by mass spectrometry
and could alter the activity of the modified
protein. For situations where copper is a
concern and purification by chromatography
is prohibitive, either phosphine 4 or cyclooc-
tyne 3 is an appropriate choice.

For proteomic applications, click chemis-
try is the clear choice. Its superior sensitivity
should provide the most efficient detection
of low abundance species. Furthermore, the
difficulties encountered when intact pro-
teins bind copper can be eliminated by
trypsinization and LC (6). The only caveat to
this approach is that the chemistry is not
compatible with all detergents. For rare
cases where labeling in the presence of spe-
cific detergents is necessary, cyclooctyne 3

is the best alternative, as phosphine 4 has
also shown detergent sensitivity.

For labeling of live cells, the Staudinger
ligation and strain-promoted [3 � 2]
cycloadditions are both suitable choices,
with the best reaction being dictated by the
nature of the azide. At this point, the toxicity
of the copper catalyst necessary for click
chemistry limits its utility for labeling live
cells. The Staudinger ligation has already
been shown to perform in living mice
without discernible toxicity (13, 15). An
interesting future direction is to explore
whether the cyclooctynes are amenable to
such applications.

An important conclusion from this study
is that a need remains for azide ligation
reactions that are both highly sensitive and
biocompatible. Within the current repertoire
of reactions, these attributes are in conflict.
Optimization of the cycloaddition reagents
might be possible via synthesis of tight-
binding copper ligands to mitigate click

TABLE 1. Selection of reaction depends on applicationa

Reaction Optimal for labeling

Staudinger ligation Surfaces of live cells; live organisms
Click chemistry Proteomic samples
Strain-promoted [3 � 2] cycloaddition Surfaces of live cells

aReagents used in each reaction are shown in Scheme 1.

Figure 1. Relative labeling efficiencies of the reactions on isolated
proteins, cell lysate, and live cells. a) DHFR (200 �g) grown in the
presence (�) or absence (–) of azidohomoalanine was labeled with
biotinylated reagents 1–5 under given conditions followed by
Western blot. Top: Time course analysis at 100 �M reagent.
Bottom: Concentration dependence over 8 h. The protein bands
broaden and increase in molecular weight over time and
concentration, reflecting multiple sites of modification. b) DHFR-N3

in the presence (�) or absence (–) of 10 mg mL–1 E. coli cell lysate
is labeled with 200 �M reagent for 8 h. Top: Labeled proteins are
detected by Western blot analysis. Labeling of DHFR-N3 and its
dimer was found to be largely lysate-independent for each of these
reactions. Bottom: Total protein content was determined using
Ponceau S. c) Jurkat cells grown for 3 d in the presence (� Az)
or absence (– Az) of peracetylated N-azidoacetylmannosamine
(25 �M) were labeled for 1 h with 0, 50, or 100 �M reagent
followed by secondary labeling with FITC-avidin. The resulting mean
fluorescence intensity (MFI) of the cell populations was determined
by flow cytometry. Error bars represent the standard deviation from
three separate experiments.
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chemistry’s cytotoxicity or further substitu-
tions on the cyclooctyne scaffold to increase
its rate. Although attempts to increase the
rate of the Staudinger ligation have led to
increases in non-specific oxidation, its
increased selectivity at elevated tempera-
tures might enable rate enhancement by
localized heating (i.e., via focused ultra-
sound) (30).

METHODS
New Compounds. Synthetic methods and char-

acterization of new compounds is provided in
Supplementary Methods.

Kinetic Evaluation of Cyclooctynes. The rates of
reaction between cyclooctynes and various azides
in CD3CN were monitored by the disappearance of
starting materials and appearance of the two regio-
isomeric products in the 1H NMR spectrum.
Second-order rate constants for the reaction were
determined by plotting the 1/[reagent] vs time, fol-
lowed by subsequent analysis by linear regres-
sion. The rate constants correspond to the deter-
mined slope. For further details, please see the
Supporting Information.

Western Blot Analysis of DHFR-N3. For time-
dependent Western blot analysis of DHFR and
DHFR-N3, 200 ng portions of protein samples were
incubated in 20 �L of 1–4 (100 �M final concen-
tration or 5 (100 �M final concentration) with
1 mM TCEP, 100 �M tris-triazolyl ligand (TBTA) and
1 mM CuSO4) for the indicated periods of time.
Prior to electrophoresis, samples were incubated
with an equal volume of 100 mM 2-azidoethanol in
2X SDS-PAGE loading buffer for 8 h at RT (to
quench unreacted 1–5). Samples were subject to
SDS-PAGE analyzed by Sypro Ruby Red or trans-
ferred to nitrocellulose membranes and detected
by Western blot analysis with anti-biotin-HRP anti-
body. Concentration-dependent labeling was
determined in the same manner, but with the indi-
cated concentration of 1–4 or 5 with triazolyl
ligand TBTA, TCEP and CuSO4 in a 1:1:10:10 ratio
for 8 h.

For labeling in the presence of complex mix-
tures, the indicated amount of protein was incu-
bated with 200 �g (10 mg mL�1 of soluble protein
from E. coli lysate and buffers as above (final con-
centration of 1–5 was 200 �M). The extent and
specificity of labeling were determined by Western
blot analysis as described above. Detailed experi-
mental procedures for Western blot experiments
are included in the Supporting Information.

Cell Surface Azide Labeling and Detection. Jurkat
cells bearing azides were treated with 0–100 �M
of the biotinylated probes 1–4 in labeling buffer
(PBS, pH 7.4 containing 1% (v/v) fetal calf serum)
and analyzed by flow cytometry as previously
described (30). For all flow cytometry experiments,
data points were collected in triplicate and are rep-
resentative of three separate experiments. For
further details, see the Supporting Information.
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T he interaction of T lymphocytes with antigen pre-
senting cells (APCs) and target cells is critically
dependent on CD2–CD58-mediated adhesion (1,

2). Antibody blocking of CD2 prevents T cell receptor
(TCR)-mediated cell activation, and CD2 itself contrib-
utes to cell activation (3, 4). CD2 localizes to the T cell
uropod, where the fast on and off rates of the receptor
facilitate scanning of APCs (5, 6). The low molecular
profile of the CD2–CD58 complexes allows these mol-
ecules to integrate with the TCR–peptide-bound major
histocompatibility complex (pMHC) complexes (7, 8),
providing a permissive environment in which the low-
affinity TCR–pMHC interactions (9–13) can achieve the
single receptor sensitivity required for antigen recogni-
tion (14). CD2-mediated T cell adhesion is modulated by
the activation state of the cell. T cell activation, induced
by TCR engagement or by phorbol-12-myristate-13-
acetate (PMA) stimulation, has been reported to cause a
2.5-fold enhancement of CD2-mediated T cell adhesion
(15). Several molecular mechanisms have been pro-
posed to regulate CD2-mediated adhesion, including
changes in the conformation and cytoskeletal interac-
tion of CD2 (6), although the biophysical manifestations
of CD2 adhesion modulation are not well defined.

Based on the results of experiments performed in
solution, the CD2–CD58 interaction has a low equilib-
rium binding affinity and a fast kinetic dissociation rate
(16–18). In the cellular context, however, adhesion
receptors interact in a 2D rather than a 3D presentation;
in the 2D environment, receptor mobility is restricted by
association with the plasma membrane and by attach-
ment to cytoskeletal proteins. At sites of cell–cell
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ABSTRACT The CD2 receptor on T lymphocytes is essential for T cell adhesion
and stimulation by antigen presenting cells (APCs). Blockade of CD2 function is
immunosuppressive in both model systems and humans, indicating the impor-
tance of CD2 for the cellular immune response. Although the affinity of the molec-
ular interaction between CD2 and its counter-receptor, CD58, is relatively low when
measured in solution, this interaction mediates tight adhesion within the 2D cell–
cell interface. To understand the mechanisms responsible for regulating the avidity
of the CD2–CD58 interaction, we measured the number, affinity, and lateral
mobility of CD2 molecules on resting and activated T cells. Cell activation caused a
1.5-fold increase in the number of CD2 sites on the cell surface, and the 2D affinity
of CD2 for CD58 increased by 2.5-fold. The combination of T cell activation and
CD2 ligation to CD58 decreased the laterally mobile fraction of the ligated CD2.
Together, these changes would substantially enhance CD2 avidity and strengthen T
cell–APC adhesion. The change in CD2 mobile fraction suggests that the cell uses
cytoskeletal regulators to immobilize the receptor selectively at the site of contact
with surfaces expressing CD58. Our observations are consistent with a model in
which T cell activation initially induces increased CD2 2D affinity, cell surface
receptor expression, and lateral mobility, allowing the CD2 molecules to diffuse to
sites of contact with CD58-bearing APCs. Subsequently, T cell activation causes the
CD58-bound CD2 to be recognized and immobilized at sites of cell–cell contact,
thereby strengthening T cell–APC adhesion.
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contact, dynamic polyvalent interactions between recep-
tors and counter-receptors result from the mobile nature
of receptors in biological membranes and the presenta-
tion of multiple binding sites on each cell, particularly as
the systems approach equilibrium. Therefore, the physi-
ological CD2–CD58 interaction can be appreciated only
by determining the 2D affinity of the interacting partners.
The 2D dissociation constant is defined by the law of
mass action as 2D Kd � [CD2] � [CD58]/[CD2–CD58],
where [CD2], [CD58], and [CD2–CD58] represent surface
densities of free CD2, free CD58, and bound CD2–CD58
complexes in molecules �m�2, with the 2D Kd in the
same units (19, 20).

It has been difficult to obtain experimental data of
suitable quality for 2D Kd measurements, both because
of the technical difficulties of observing receptors in
an adhesion between two cells and because of the
problem of deconvolving adhesion receptor–counter-
receptor interactions in the interface from cytoskeletal
and membrane domain interactions with the receptors.
A breakthrough was achieved in both respects by the
application of supported planar bilayers (21). Here, gly-
cosylphosphatidylinisotol (GPI)-linked CD58 is fluores-
cently labeled and reconstituted into planar phospho-
lipid bilayers to simulate the membrane of an APC,
and T cell adhesion to CD58 is observed by accumula-
tion of CD58 fluorescence at the cell–bilayer interface
(22). This experimental method allows measurement
of free bilayer CD58 density (molecules �m�2), cell–
bilayer contact area (�m2), and the density of CD2–
CD58 interactions in the contact area (molecules �m�2)
at equilibrium. We have also incorporated a linearized
plot for calculation of the 2D Kd of the CD2–CD58 inter-
action and the total number of laterally mobile CD2 mol-
ecules on the cell surface (23). We refer to affinity as the
inverse of the 2D Kd measured by the Zhu–Golan analy-
sis (22, 24), and we refer to avidity as the total adhesive
strength of the interaction. Two previous studies utilized
this experimental and analytical approach and found
that the CD2–CD58 interaction should result in strong
adhesion, with a 2D Kd of 1.1–7.6 molecules �m�2

for resting Jurkat T cells adhering to model bilayers
reconstituted with laterally mobile CD58 at 24 oC (23,
25). A comparison of this 2D Kd with the physiological
densities of CD2 and CD58 on T cell and APC surfaces,
respectively, suggests that �85% of CD2 molecules are
bound to CD58 in the contact area.

Here we apply our T cell–planar bilayer system to
identify and characterize the mechanisms that regulate
the avidity of T cell CD2 for its counter-receptor CD58.
We quantify the number of receptors, receptor affinity,
and receptor lateral mobility on both resting and acti-
vated T cells. By using quantitative fluorescence
imaging, fluorescence photobleaching recovery (FPR),
and single particle tracking (SPT), we observe that cell
activation causes an increased rate of CD58 accumula-
tion and an increased density of CD58 at the contact
area. This increased accumulation is due to increases in
cell surface CD2 expression and receptor affinity. We
also provide evidence that CD2 is selectively immobi-
lized at the contact site, further enhancing the number
of potential CD2–CD58 bonds in the adhesion zone.

RESULTS AND DISCUSSION
Accumulation of CD58 at the Contact Area. Jurkat T

cells were used as a model, because CD2 expressed on
these cells has a 2D affinity for CD58 similar to that of
human peripheral blood lymphocytes (23). Jurkat cells
adhered to bilayers containing FITC–CD58 and caused
the local density of CD58 to increase at the contact
areas. This interaction was specifically inhibited by the
adhesion-blocking monoclonal antibody (mAb) TS2/18
(24), and it was consistent with the mass-action equa-
tion for CD2 binding to CD58. We tested the effect of cell
activation on CD58 accumulation by comparing the
accumulation of fluorescence in the contact area for
control cells with that for cells stimulated with PMA.
After equivalent incubation times, the accumulated fluo-
rescence in the contact area was greater for PMA-
stimulated cells than for control cells (Figure 1, panels a
and b). Control cells showed a plateau of accumulated
CD58 after 30–40 min of incubation (Figure 1, panel c),

Figure 1. Kinetics of CD58 accumulation in cell bilayer contact area. Jurkat cells were incubated
for 30 min with bilayers containing FITC–CD58 (244 molecules �m�2). Control cells (a) showed
less accumulation of CD58 at the contact area than did cells treated with PMA (150 nM) (b).
Color values represent fluorescence intensity. c) Jurkat cells were incubated with bilayers
containing FITC–CD58, and fluorescence intensity (F) in the contact area was measured as a
function of incubation time. Data points represent the mean fluorescence intensity for 13–34
cells at each point. Error bars represent standard error of the mean (SEM). (�) Resting Jurkat
cells were allowed to adhere to bilayers containing 50 molecules �m�2 CD58, and 150 nM PMA
was added at the indicated time. (●) Jurkat cells were pre-incubated with 150 nM PMA for 20 min,
and then the cells were allowed to adhere to bilayers containing 106 molecules �m�2 CD58.
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consistent with previous results (22, 25). Introduction of
PMA after this time period caused an additional increase
in CD58 accumulation. Similarly, cells stimulated with
PMA for 20 min before incubation with CD58-containing
bilayers showed a higher density of accumulated CD58
at equilibrium and required longer for the density to
reach a plateau. These experiments indicated that the
cell surface expression, binding affinity, or lateral mobil-
ity of CD2 molecules or a combination of these was
altered on PMA-stimulated cells. The rate of CD58 accu-
mulation was also 2-fold faster in PMA-treated cells than
in control cells, probably due to the higher CD2 surface
density on the activated cells (vide infra).

Consistent with the mass-action equation, the initial
density of CD58 in the bilayer was an important determi-
nant of the level of CD58 accumulation at equilibrium.
We determined the plateau level of CD58 accumulation
as a function of initial CD58 density for control and PMA-
treated cells (Figure 2, panel a). PMA stimulation caused
the equilibrium density of CD58 in the contact area to
increase. The maximum density of CD58 was �650 mol-
ecules �m�2 for control cells and �950 molecules
�m�2 for PMA-activated cells. Cell stimulation did not
produce a significant change in the contact area of the
cells: the maximum contact area size was 65 �m2 per
cell for resting cells and 68 �m2 per cell for PMA-
activated cells. From these data, we confirmed that
CD58 accumulation (signifying the accumulation of
CD2–CD58 complexes) depended directly on the initial
CD58 density and determined that CD58 accumulation
also depended on the activation state of the cell.

Lateral Mobility of CD58 in the Bilayer. Accumulation
of CD58 in the contact area could have been related to a
change in the lateral mobility of CD58 in the bilayer as a
result of binding to CD2. We used FPR to measure the
mobility of CD58 within and outside the cell–bilayer
contact area (Table 1). FPR was performed under condi-
tions that did not deplete FITC–CD58 in the contact area,
such that diffusion of CD58 from the bilayer into the
contact area was not a limiting factor. The diffusion coef-
ficient (D) of FITC–CD58 in bilayer regions outside the
contact area was high, as expected for diffusion of a GPI-
linked protein in a model bilayer membrane. Within the
area of contact with resting cells, the diffusion coeffi-
cient of CD58 was reduced. Treatment of cells with PMA
further slowed CD58 diffusion in the contact area. The
fractional mobility (f) of FITC–CD58 showed a similar
trend: virtually no immobile CD58 was observed outside

the contact area (f � 94%), while progressive (albeit
modest) CD58 immobilization was found within the area
of contact with resting and PMA-activated cells. There-
fore, dynamic interaction with CD2 on the cell surface
caused reduced mobility of CD58 in the contact area, as
previously observed (22).

Lateral Mobility of CD2 on Cells. CD2 was labeled
with the FITC-conjugated non-adhesion-blocking mAb
CD2.1 to determine the lateral mobility of CD2 on cells
adherent to bilayers reconstituted with unlabeled CD58.
A low initial CD58 density was used to minimize migra-
tion of CD2 to the contact area while allowing cells to
adhere to the bilayer. Measurements of CD2 lateral
mobility were performed at the surface of the cell in
contact with the bilayer and at the opposite surface of
the cell not in contact with the bilayer (Table 1). The dif-
fusion coefficient of CD2 was (6–7) � 10�10 cm2 s�1 in
both resting and PMA-treated cells. This observation
was consistent with previous results (26) and with the
diffusion coefficient of other adhesion receptors on
Jurkat cells, e.g., the lateral diffusion coefficient of LFA-1
is (5–7) � 10�10 cm2 s�1, depending on the mAb used
to label the receptor (27, 28).

The fractional mobility of CD2 was high outside the
contact area, in resting and PMA-treated cells. In resting
cells, CD2 fractional mobility was also high within the
contact area, within experimental error of that outside
the contact area (Table 1). However, in PMA-treated
cells, the fractional mobility of CD2 within the contact
area showed a dramatic and time-dependent decrease
(Table 1). To characterize the time dependence of this
immobilization, we measured CD2 fractional mobility in
the area of contact with activated cells as a function of
time (Figure 2, panel b). The fractional mobility of CD2
was low for the first 40 min after cell activation. The f
value then increased gradually to 50% 120 min after
PMA treatment. These results suggested that i) the cell
recognized the ligation of CD2 by CD58, ii) the cell selec-
tively immobilized the bound CD2 only when the cell
was activated, and iii) the cell gradually released the
immobilized CD2 over a time period of several hours.
Furthermore, the combination of profound CD2 immobi-
lization and modest CD58 immobilization was consis-
tent with the rapid off rate for CD2–CD58 binding (16–
18), and the slowing of CD58 diffusion in the context of
cell activation was consistent with a reduced off rate
(increased affinity) for CD2–CD58 binding. The selective
immobilization of CD58-bound CD2 was likely due to
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increased association of CD2 with the T cell cytoskeleton,
and the slow release of immobilized CD2 was likely
caused by time-dependent changes in the strength of the
CD2– cytoskeleton association (vide infra). The time
course of immobilized CD2 release could be consistent
with that of cellular deadhesion required for rapid scan-
ning of APCs by migrating T cells (29).

We also tested whether different modes of cell stimu-
lation could affect CD2 lateral mobility in the absence of
ligation by CD58 (Table 2). PMA activates the cell through

protein kinase C (PKC);
CD3 crosslinking with mAb
OKT3 and secondary goat
anti-mouse (GaM) anti-
body stimulates the cell
through the TCR (18); and
the pair of anti-CD2 mAbs
FITC–TS2/18 and CD2.1
activates the cell through
CD2. In these experiments,
cells were examined on
bare glass coverslips, not
on CD58-containing bilay-
ers. We observed that
neither PMA nor CD2.1
altered the fractional
mobility of FITC–TS2/18-
labeled CD2. Stimulation
of cells through the TCR did

result in a significant reduction in fractional mobility.
Number and 2D Affinity of CD2 Molecules on Cells.

FPR and quantitative fluorescence imaging experiments
showed that cell activation alters the fractional mobility
and density of CD2 in the contact area. We reasoned
that the number of cell surface CD2 molecules and the
2D affinity of the CD2–CD58 interaction could also have
a role in avidity regulation. We used the Zhu–Golan anal-
ysis (described in Methods and elsewhere (23, 24)) to
measure the number and affinity of CD2 receptors in the

contact area. For a
range of initial CD58
densities in the
glass-supported
planar bilayer, plots
of B/F vs B � p (see
eq 2) were con-
structed from
experimental mea-
surements of bound
CD2–CD58 complex
density (B), free
CD58 density (F),
CD2 fractional
mobility (f), and
ratio of contact area
to cell surface area
(p). Cell surface area
was calculated as

Figure 2. Effect of PMA activation on CD58 accumulation, CD2
lateral mobility, and CD2–CD58 affinity. a) Accumulation of
bound CD58 molecules in the contact area as a function of
CD58 density in the bilayer. Cells were incubated for 50 min
with bilayers containing varying initial densities of CD58, and
the density of bound CD58 (reflecting the density of CD2–CD58
complexes) was measured as described in the text: (Œ) con-
trol cells; (�) cells pre-incubated with 150 nM PMA for 20 min.
Error is shown as SEM; n � 20–130 cells per data point. b)
Time dependence of recovery from CD2 immobilization induced
by the combination of CD2–CD58 binding and cell activation.
Jurkat cells were incubated with bilayers containing 100–270
molecules �m�2 CD58, and 150 nM PMA was added imme-
diately thereafter (time zero). CD2 was labeled with mAb FITC–
CD2.1, and FPR was used to determine the fractional mobility
(f) of CD2 in the contact area. Data points represent the mean
values of f for 9–28 cells from 2–3 experiments at each point.
Error is shown as SEM. c) Determination of 2D affinity (2D Kd)
of CD2–CD58 interaction. The Zhu–Golan plot (B/F vs B � p)
was used to determine the 2D affinity of adhesion in control and
activated Jurkat cells (23) (summarized in Table 2). Data are
shown for the following: (�) control cells; (�) PMA-activated
cells; (ƒ) OKT3–GaM-treated cells; (f) CD2.1-treated cells.

TABLE 1. Lateral mobility of CD58 and CD2

FITC-labeled molecule Treatment Region f (%)a D [� 10�10 cm2 s�1]b N

FITC–CD58c Control Outside contact area 94 � 2 26.8 � 3.7 20
FITC–CD58c Control Contact area 87 � 2 9.8 � 0.8 32
FITC–CD58c PMA-activated Contact area 81 � 2 5.1 � 0.5 53
FITC–CD2.1 Abd Control Top of celle 77 � 6 5.9 � 0.7 18
FITC–CD2.1 Abd Control Contact area 72 � 4 6.9 � 0.7 35
FITC–CD2.1 Abd PMA-activated Top of celle 74 � 4 7.3 � 0.9 25
FITC–CD2.1 Abd PMA-activated Contact area 15–50 6.9 � 0.6 12

aFractional mobility of the FITC-labeled molecule in the indicated region. Values represent mean � SEM. bDiffusion coeffi-
cient of the FITC-labeled molecule in the indicated region. For comparison, the diffusion coefficient of NBD-labeled phos-
phatidylethanolamine in egg PC planar bilayers was 80 � 10�10 cm2 s�1. Values represent mean � SEM. cThe initial
density of FITC–CD58 in the glass-supported planar lipid bilayer was 200 molecules �m�2. dThe initial density of CD58
in the bilayer was 30 molecules �m�2 for measurements at top of cell and 100–270 molecules �m�2 for measure-
ments at contact area. Cell surface CD2 was labeled with FITC–CD2.1. eFocal plane was 10 �m above the plane of
cell–bilayer contact.
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Scell� 4�r2 � 1.8, where r was the measured
radius of the cell and 1.8 was a correction factor
for surface roughness (30). We confirmed the
validity of the Scell equation by osmotic swelling
experiments (25). Jurkat cells had a mean cell
surface area of 700 �m2 cell�1.

In the Zhu–Golan plots (Figure 2, panel c), the
X-intercept was used to determine the number of
CD2 receptors (Nt) according to eq 3. The number
of CD2 receptors per cell was also determined
using radiolabeled mAb binding (Table 2).
Because the mAb-binding method averages over
all cells in a sample, whereas the Zhu–Golan
method examines only cells that bind to CD58-
containing bilayers, the latter method is expected
to be biased toward cells expressing high levels of CD2.
Nonetheless, the measurements obtained using the two
methods were within 1.5–2.5-fold of one another; as
expected, estimates of Nt obtained using the mAb-
binding method were systematically lower than those
determined by the Zhu–Golan method. Nt values mea-
sured using the Zhu–Golan method showed that resting
and CD2.1-labeled cells expressed similar numbers of
CD2 molecules on the cell surface, whereas cells acti-
vated with PMA or OKT3–GaM showed a 1.6-fold
increase in CD2 surface expression.

In a Zhu–Golan plot, the negative reciprocal of the
slope provides the 2D affinity (2D Kd) of the CD2–CD58
interaction (23, 25). All three cell activation treatments
resulted in a 2.5-fold decrease in the 2D Kd (Table 2).
Taken together, we found that cell activation by PMA or
OKT3–GaM induced an increase in CD2 expression and
that cell activation by PMA, OKT3–GaM, or CD2.1–
CD58 caused an increase in receptor affinity. At equilib-
rium, the change in affinity would result in an increase
from 87% to 96% of bound CD2 in the T cell–APC
contact area. We concluded that increases in both 2D
affinity and receptor expression were used by the cell to
increase the avidity of the CD2–CD58 interaction. The
magnitude and direction of this shift in CD2 avidity upon
cell activation have been observed previously (15).

Our results are consistent with the involvement of a
conformational change in CD2 as the basis for the
increase in CD2 affinity, because treatment of T cells
with the activating anti-CD2 mAb pair TS2/18 and CD2.1
produces an increase in affinity identical to that associ-
ated with cell activation through the PKC or TCR path-
ways (15, 31). Conformational changes in CD2 have

been observed by antibody labeling, immuno-
fluorescence, and NMR studies (32–36). Other potential
mechanisms for altered affinity, such as changes in
the topology or intermembrane separation of the T cell–
bilayer interface, are unlikely to be important here be-
cause the interface is flat, uniform, and stable when the
bilayer is reconstituted with CD58 (36).

Changes in CD2–CD58 affinity are likely to have a fun-
damental role in adhesion strengthening. A low 2D Kd

results in a small confinement region of the adhesion
receptors (19, 25). Our findings indicate that the resting
T cell holds CD2 in a lower affinity conformation that is
capable of engaging in an initial “loose” interaction with
APCs and that cell stimulation (e.g., by TCR engagement)
converts CD2 from the lower affinity conformation to a
higher affinity form that mediates tighter adhesion
through confinement of both receptors. We note that our
initial report of CD2–CD58 affinity used a different clone
of Jurkat cells than that used here (25); our current data
(23, and the present study) suggest that the earlier clone
could have been activated. Cell-based functional
studies have found that PMA activation of a T cell hybri-
doma enhances by 2.5-fold the avidity of adhesion
mediated by the CD2–CD58 interaction (15).

The activation-induced increase in the number of CD2
molecules at the cell surface occurs within 1 h of cell
activation, and it is therefore unlikely that synthesis of
new CD2 molecules is responsible for the increase (37).
Thatte et al. (38) (and others) have shown that trans-
membrane receptors are stored in cytoplasmic vesicles
and that disruption of the microtubule network with
colchicine can induce complete surface expression of
the stored protein within 60 min. Treatment of Jurkat
cells with 10 �M colchicine for 30 min causes a 60%

TABLE 2. Fractional mobility, surface expression, and 2D affinity of
CD2

Nt[� 104 molecules cell�1]

Treatment f (%)a mAb assay
Zhu–Golan
analysis

2D Kd
c r2

Control 73 � 3 4.3–8.6 13.2 8.1 0.97
PMA 70 � 4 4.0–8.0 20.9 3.6 0.99
OKT3–GaM 35 � 2 b 21.0 3.3 0.96
CD2.1 74 � 4 b 13.1 3.1 0.97

aMean � SEM from �40 cells determined in �3 experiments. CD2 was labeled with FITC–
TS2/18. bNot determined. cMeasured in molecules �m–2.
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increase in the surface expression of CD2 as measured
by FITC–TS2/18 labeling (data not shown). Longer incu-
bations with colchicine do not increase the intensity of
FITC–TS2/18 fluorescence at the cell surface, indicating
that the CD2 reservoir is depleted with 30 min of incuba-
tion. These results suggest that T cells retain a cyto-
plasmic pool of CD2 that can be rapidly translocated to
the cell surface in order to increase CD2-mediated
adhesion.

SPT of CD2 on Cells. Our FPR experiments suggested
that the average lateral mobility of CD2 was regulated
by cell activation and by ligand engagement. We
employed SPT to provide a non-ensemble measure-
ment of CD2 mobility on Jurkat cells (28). Measure-
ments of lateral mobility using FPR are proportional to
the average mobility of the population over relatively
long times and distances and are therefore biased
toward faster diffusion. In contrast, SPT measurements
sample the population of molecules over shorter times
and distances and are therefore more sensitive than FPR
to slow diffusion. In addition, SPT is capable of resolving
the presence of multiple subpopulations of molecules
(27). Because SPT resolves the immobile population
observed in FPR experiments, SPT and FPR often
measure different mean values for lateral diffusion (27).
Nonetheless, the two methods are complementary
because they provide information about the properties
of molecules on different time and distance scales (28).
All SPT experiments labeled CD2 by using 1 �m beads
conjugated to either mAb TS2/18 or purified GPI–CD58,

and all observations were made at the top surface of
Jurkat cells mounted on glass coverslips. Complete SPT
results are given in the supporting information (See
Supplementary Tables 1–3).

The average lateral diffusion of CD2 observed by SPT
was �3-fold slower than that measured by FPR (Table 3),
consistent with measurements on other cell surface pro-
teins (28). Beads labeled with TS2/18 showed a small
increase in average diffusion upon cell activation. Sub-
population analysis showed that there were two popula-
tions of trajectories within these data sets (Figure 3).
Consistent with the FPR results, there was a significant
slowly diffusing subpopulation in both resting and acti-
vated cells. The slow population was reduced upon cell
activation; this change could have been responsible for
the small increase in diffusion coefficient observed by
FPR upon PMA stimulation of cells (Table 1). Because
FPR measurements of lateral diffusion are biased toward
faster diffusing receptors, we interpret the population of
SPT trajectories centered at diffusion coefficients greater
than �(0.5–1.0) � 10�10 cm2 s�1 to approximate the
mobile fraction measured by FPR. The fractions of faster-
diffusing molecules in control and PMA-treated cells by
SPT were reasonably consistent with FPR measurements
of CD2 fractional mobility under the same conditions.
(See ref 39 for a more extended discussion of the differ-
ences between measurements of lymphocyte receptor
lateral mobility by FPR and SPT.)

The bead used to label CD2 in SPT experiments was
also employed to mimic a small area of CD2–CD58

Figure 3. SPT of CD2. The diffusion of CD2 on
Jurkat cells was observed by high-speed SPT.
Beads were labeled with either mAb TS2/18
F(ab)� (a–d) or purified GPI–CD58 (e–h).
Cells were treated for 30 min with buffer
containing the following: a, e) DMSO (0.1%);
b, f) PMA (150 nM, 0.1% DMSO); or c, g)
cytoD and PMA (5 �M and 150 nM, 0.1%
DMSO). Tracking data were analyzed
to determine the lateral diffusion coeffici-
ents corresponding to the trajectories of
individual particles; these data are shown
as a histogram (gray) and as a smoothed
population density function (black line). The
best fit of the population density is a dotted
line, and the best-fitted subpopulations are
green and blue lines. The relative fraction of
the dominant subpopulation is indicated.
Representative trajectories (2 s, 1000 FPS)
are shown for control, PMA-treated, and
cytoD�PMA-treated cells (d, h). * denotes a
subpopulation showing directed motion. Scale
bar � 1 �m.

654 VOL.1 NO.10 • 649–658 • 2006 www.acschemicalbiology.orgZHU ET AL.



contact. Beads were conju-
gated to purified CD58 with
a stoichiometry of �5000
sites �m�2 and then used
in SPT measurements on
Jurkat cells. On resting cells,
CD58-ligated CD2 showed a
modest increase in average
lateral diffusion relative to
antibody-labeled CD2.
Upon treatment with PMA,
however, CD58-ligated CD2
showed significantly
reduced lateral diffusion.
Subpopulation analysis
demonstrated that CD58-ligated CD2 was found in two
major populations on resting cells. Cell activation
changed the diffusion profile of CD58-ligated CD2: a
small immobile population remained, but the major
population showed an intermediate diffusion coefficient
and evidence of directed motion (Figure 3). This analysis
by SPT confirmed the FPR observation that CD2 mobil-
ity was synergistically affected by the combination of
CD2–CD58 ligation and cell activation.

We also tested whether the effect of cell activation on
CD2 lateral mobility was mediated by cytoskeletal inter-
actions. Treatment of Jurkat cells with PMA and the actin
cytoskeleton disrupting cytochalasin D (cytoD) revealed
that the immobile populations of both antibody-labeled
and CD58-ligated CD2 were constrained by interactions
with the cytoskeleton (Figure 3). In both cases, cytoD
treatment shifted the CD2 molecules into a single
rapidly diffusing population. CytoD also increased the
diffusion coefficients of CD2 in both cases (Table 3). The
sensitivity of CD2 mobility to treatment with cytoD sug-
gested that these molecules are attached directly or
indirectly to the actin cytoskeleton. It is likely that this
interaction is mediated through binding of the cytoplas-
mic tail of CD2 to the CD2 associated protein (CD2AP).
CD2AP interacts dynamically with the proline-rich CD2
cytoplasmic tail (6), and it also contains a high-affinity
binding site for the actin capping protein capZ (40).

Model for Cellular Regulation of CD2 Avidity. The
avidity of cell adhesion depends on a number of dif-
ferent variables, and new methods are needed to
dissect quantitatively the mechanisms that contribute
to adhesion strength (avidity). We have employed a
model adhesion system and a new receptor–ligand
binding analysis to determine the 2D affinity of the
CD2–CD58 interaction in a physiological environment.
Our analysis takes account of the dynamic nature of
the adhesion by incorporating experimental measure-
ments of receptor lateral mobility (22, 24). We observe
the effects of cell activation on receptor mobility using
FPR and SPT. The two methods find similar results: CD2
mobility is only slightly affected by activation of the cell
or by ligation to CD58, but there is a synergistic effect
on lateral mobility when CD2 on activated cells is bound
to CD58. We also find that cell activation increases the
affinity of CD2 for CD58 by 2.5-fold and the number of
CD2 receptors at the cell surface by 1.5-fold. Increased
affinity, increased receptor density, and decreased lateral
mobility at the contact area combine to make CD2–
CD58-mediated adhesion stronger and more selective
(Figure 4). Our results provide the most complete analy-
sis of CD2-mediated adhesion to date and demonstrate
that CD2-CD58 avidity is regulated by the conjunction of
cell activation and contact area; receptor conforma-
tional change and affinity; and receptor and ligand
lateral mobility, expression level, and surface density.

METHODS
Cell Culture and Reagents. The Jurkat E6.1 T leukemia cell line

(American Type Culture Collection) was maintained in RPMI

1640 medium (Sigma) supplemented with 10% heat-inactivated
fetal bovine serum (Sigma) and 2 mM L-glutamine/100 units
mL�1 penicillin/0.1 mg mL�1 streptomycin (Sigma) at 37 °C in a

TABLE 3. Single particle tracking of CD2

Major subpopulationsb

Label Treatment N Mean Da Dimmobile Percent Dmobile Percent

TS2/18 Control 50 1.3 � 0.3 0.1 47 1.0 53
TS2/18 PMA 36 2.0 � 0.4 0.2 34 2.0 66
TS2/18 PMA	cytoD 34 6.7 � 1.0 0.9 17 6.2 83
CD58 Control 30 2.8 � 0.7 0.3 56 5.4 44
CD58 PMA 23 0.9 � 0.2 0.1 25 0.8 75
CD58 PMA	cytoD 35 3.9 � 0.7 0.1 9 2.8 91

aDiffusion coefficients are in units of 10�10 cm2 s�1, and error is given as SEM. bThe two largest populations are
shown for each condition, and diffusion coefficients are in units of 10�10 cm2 s�1.
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humidified atmosphere of 5% CO2. CytoD and PMA were pur-
chased from EMD Biosciences. Other reagents were purchased
from Sigma-Aldrich; cell media and buffers were purchased from
Invitrogen. For SPT experiments, mAb TS2/18 was obtained from
Endogen and digested to F(ab)
 fragments by standard proce-
dures. GPI-linked CD58 (GPI–CD58) was purified from human
red cells as previously described (25).

Antibody Binding Assays. Jurkat cells were washed twice with
N-(2-hydroxyethyl)piperazine-N=-ethanesulfonic acid (HEPES)-
buffered saline containing 2% bovine serum albumin (BSA) and
resuspended to 5 � 106 cells mL�1. Cells were incubated with
2.3–230 nM iodinated mAb, in the presence and absence of
1.33 �M cold antibody, for 1 h at 4 °C. TS2/18 and 35.1 mAbs
displayed saturation binding to cells. Because this binding
could have represented bivalent or monovalent binding to cell
surface CD2 molecules, mAb molecular weights of 75,000 and
150,000 were used to calculate the limits of a range of specific
activities. Bound and free counts were separated by centrifuga-
tion at 4000 � g for 3 min through an oil cushion (1.5 parts
dibutylphthalate to 1 part dioctylphthalate (41)) in prechilled
microsediment tubes. The cell pellet and supernatant were
separated and counted. Scatchard analysis was used to calcu-
late the average number of CD2 sites per cell, as described (24).

Preparation of Planar Bilayers Reconstituted with FITC–CD58.
GPI–CD58 was conjugated to FITC as previously described (25).
To remove additional free FITC, the FITC–CD58 conjugate was
subjected to ultrafiltration using a 30,000 MW cut off membrane
(Centricon, Amicon) immediately after elution from the affinity
column.

Unilamellar liposomes were prepared from egg phosphatidyl-
choline (PC) (Avanti Polar Lipids). Liposomes with or without
reconstituted CD58 were prepared by OG dialysis (22, 42–44),
stored under an argon atmosphere at 4 °C, and used to prepare
glass-supported planar bilayers (22, 42–44). Briefly, 10 �L of
liposome suspension was deposited at the bottom of a plastic
Petri dish (50 mm � 9 mm), and a cleaned glass coverslip was
placed on the droplet to fuse the liposomes at the glass surface.
The coverslip was incubated for 30 min at RT and then gently
washed with binding buffer containing 25 mM HEPES (pH 7.4),
147 mM NaCl, 5 mM KCl, 0.8 mM MgCl2, 1.8 mM CaCl2, 5 mM
D-glucose, and 1% BSA (Calbiochem). The coverslip was rinsed
3–5 times with binding buffer and then immersed in a tank
containing 1 L of binding buffer. A stainless steel slide with a
15-mm-diam hole at the center was coated on both sides with
vacuum grease and a clean blank coverslip was sealed to one
side of the slide. The slide was immersed in the tank, and the
bilayer-coated coverslip was carefully mounted to the other side
of the slide, with the bilayer facing the inside of the hole. The
slide assembly was removed from the tank and rinsed with dis-
tilled water. The blank coverslip was carefully removed to open
the chamber, and cells or reagents were added. The coverslip
was then replaced to seal the chamber. Planar bilayers were not

exposed to open air during the procedure. The presence of GPI–
CD58 molecules in the bilayer was confirmed by the specific
binding of fluorescent antibodies. We observed that all of the
reconstituted FITC–CD58 molecules were oriented away from the
glass surface (23).

Imaging and Analysis. Two-dimensional 108 �m � 108 �m
fluorescence images of FITC–CD58 redistribution in egg PC bilay-
ers were acquired using a laser-scanning confocal fluorescence
microscope (Meridian ACAS 570) with a pinhole diameter of
225 �m and a step size of 0.6 �m. The laser excitation wave-
length was 514 nm. The focus was adjusted to the plane of the
bilayer as determined by the maximum fluorescence intensity. A
quantitative measure of cellular autofluorescence and back-
ground fluorescence was obtained from cells in contact with
bilayers containing unlabeled CD58. Cells did not bind to CD58-
containing bilayers in the presence of the adhesion-blocking
CD2 mAb TS2/18 (data not shown). The contact area of a cell
with a bilayer (Sb) was defined as the area of the accumulated
fluorescence under the cell; the fluorescence intensity threshold
for each image was set equal to the sum of cellular autofluores-
cence/background fluorescence and the free FITC–CD58 fluores-
cence intensity (F), where F was measured from a cell-free area
of the bilayer (vide infra). Contact area determinations using this
method were in generally good agreement with those deter-
mined using interference reflection microscopy (25). The fluores-
cence intensity was converted to CD58 surface density using a
standard curve of fluorescence intensity vs FITC–CD58 density,
as determined by the binding of 125I-labeled anti-CD58 mAb
TS2/9. The free (or unbound) CD58 density (F) in the bilayer was
determined by the fluorescence intensity in a cell-free area after
subtraction of the background fluorescence of a bare glass cov-
erslip. Cellular autofluorescence/background fluorescence and
free FITC–CD58 fluorescence (F) were then subtracted from the
fluorescence intensity in the cell–bilayer contact area to yield
the surface density of bound CD58 (B).

FPR. Fluorescence photobleaching recovery (FPR) was used to
measure the fractional mobility and lateral diffusion coefficient
of FITC–CD58 in the planar bilayer membrane and of FITC–mAb-
labeled CD2 in the T cell membrane. Experiments were per-
formed using a confocal laser-scanning microscope (Meridian
ACAS 570) as described (22, 25). FITC-labeled anti-CD2 mAbs
TS2/18 (adhesion-blocking) and CD2.1 (non-adhesion-blocking)
were used to label CD2 molecules on Jurkat cells. FPR measure-
ments of CD2 mobility were performed at either the cell bilayer
contact area or the upper surface of the cell. For the latter experi-
ments, the focal plane of the microscope was first oriented at
the cell–bilayer contact plane and then moved up by 10 �m
from the plane of the bilayer to a region at the upper surface of
the cell. (N.B., the average diameter of Jurkat cells was 11.1 �m.)
All measurements were carried out at RT.

2D Affinity Analysis. Scatchard analysis cannot be used to
measure the affinity of receptors at a contact area in which the

Figure 4. Model of CD2–CD58 avidity regulation. We propose a comprehensive model of
CD2–CD58 avidity regulation that incorporates receptor affinity (2D Kd), number (Nt), and lateral
mobility (f). a) CD2 (R) is primarily mobile (f � 50–70%) on resting cells, but there is a
significant population of molecules that interacts with the cytoskeleton (R*). Activation of the
cell by PMA or by TCR/CD3 cross-linking induces a conformational change that increases the
affinity of CD2 for CD58 by �2.5-fold (RH). The mobile, high-affinity CD2 molecules can diffuse
laterally on the cell surface and engage CD58 within a contact area (RL). The bound receptor is
preferentially immobilized on activated cells to promote adhesion (RL*), likely through
association with CD2AP–capZ–actin complexes. b) Cellular activation results in increased
expression, affinity, and lateral mobility of unligated CD2. At the contact area, CD2–CD58
ligation generates a second signal, likely through a second conformational change in CD2, that
immobilizes the receptor selectively in the contact area. High lateral mobility allows receptors
outside the contact area to diffuse into the contact area and engage CD58, thereby increasing
the number of bound CD2–CD58 complexes and promoting adhesion. This model couples
passive diffusion with active recognition of conformational change to strengthen adhesion.
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receptors are accumulating over time. Instead, we have derived
a new analysis that takes account of this dynamic condition, and
we have successfully used the analysis to measure the 2D Kd of
the CD2–CD58 interaction in resting Jurkat T cells (23, 24).
Briefly, the analysis uses quantitative fluorescence imaging to
determine both the number of receptors in the contact area and
the size of the contact area. FPR is then used to determine the
fraction of laterally mobile receptors. The formation of CD2–
CD58 complexes in the contact area is described by the general
Zhu–Golan equation:

B

F
�

Nt � f

Kd � Scell

�
B � p

Kd

(1)

where B is the density of bound CD58 in the contact area, F is the
density of free CD58 in the bilayer, Nt is the total number of CD2
binding sites on the cell, f is the percentage of laterally mobile
CD2 on the cell, Kd is the 2D dissociation constant, Scell is the
total surface area of the cell, and p is the ratio of the contact area
(Sb) to Scell (i.e., p � Sb/Scell). (Nt � f) represents the number of
available binding sites, since immobile receptors are unable to
migrate into the contact area. According to eq 1, we can plot the
data derived from fluorescence imaging and FPR experiments
according to the Zhu–Golan form:

B

F
vs B � p (2)

This plot generates a line with a negative reciprocal slope
equal to the 2D Kd, and an x-intercept (X) that can be used to
determine Nt from the following relationship:

Nt �
�X � Scell�

f
(3)

SPT. Jurkat cells were used for all SPT experiments. Cells
were cultured as described above and labeled with beads as
described elsewhere (27, 28). Briefly, cells were harvested from
cultures in exponential growth and washed three times with
Hank’s balanced salt solution (HBSS) supplemented with
1% (m/v) BSA (HBSSB). The cells were then resuspended in
HBSSB containing DMSO (0.1% v/v), DMSO with PMA (150 nM),
or DMSO with cytochalasin D (cytoD) (5 �g mL�1). Aliquots of
the cell suspension (0.25 mL) were incubated for 30 min at
37 °C and then labeled with polystyrene microspheres (vide
infra) for another 15 min at 37 °C. The samples were then diluted
to 1 mL with HBSSB and transferred to a 24-well plate contain-
ing 12 mm circular coverslips treated with Cell-Tak (BD Pharmin-
gen). The plate was centrifuged at �500 rpm for 7 min, and then
the wells were carefully washed seven times with fresh HBSSB
(1 mL). One of the coverslips was then transferred to a micro-
slide, seated using a thin circle of vacuum grease, and sealed
with Cytoseal 60 (Richard-Allan Scientific). Samples were
observed at 37 °C within 90 min of sealing.

One-micrometer polystyrene microspheres were obtained
from Polysciences (2.6% m/v). The beads were diluted to a stock
solution of 1.3% (m/v) in deionized water with 0.1% NaN3 and
sonicated for 15 min before each use. Beads (10 �L of stock
solution) were labeled by incubation with monoclonal F(ab)

fragments or purified GPI–CD58 (0.1–10 �g) for 1 h in 0.2 mL of
borate buffer (100 mM borate, 1 mM EDTA, 0.1% NaN3, pH �
8.5) at a final bead concentration of 0.05% (m/v). In all cases,
we used the minimum amount of protein required to achieve
selective binding of beads to cells. Control beads were labeled
with polyclonal F(ab)
 or BSA under identical conditions. After
adsorption of the protein to the beads, the samples were diluted
to 1 mL with blocking buffer (10 mM HEPES, 140 mM NaCl, 1 mM

EDTA, 2% dextran, 1% BSA, 0.1% NaN3, 0.1 �g mL�1 poly(eth-
ylene glycol) compound, pH 7.4) and incubated for 1 h. The
samples were then sonicated for 15 min and centrifuged at 5000
rpm for 7 min. The supernatant was aspirated to 0.1 mL final
volume, resuspended, and sonicated for 15 min immediately
before use. All labeled bead samples were used within 48 h of
preparation. Selectivity of binding was confirmed at the begin-
ning of each experiment by manually counting the number of
positively labeled cells in �20 random fields. Samples were
used for tracking experiments if the selectivity of bead binding
was �4-fold greater than the negative control. Bead binding was
typically 0.4% of cells for control beads, 2.8% (7-fold selectivity)
for TS2/18-labeled beads, and 2% (5-fold selectivity) for CD58-
labeled beads.

Cells were observed on a Nikon TE2000-E microscope
equipped with DIC optics using a 60� oil objective with an oil
condenser (NA � 1.4) (45). Images were captured at 1000 FPS
using a Fastcam Super 10K camera (Photron). Video data were
processed using Metamorph (Universal Imaging) and converted
to trajectories. Trajectory data were analyzed using mean square
displacement analysis (28) implemented in a custom program
written in Matlab (Mathworks) as described (27).
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Design and Characterization of an Active Site
Selective Caspase-3 Transnitrosating Agent
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I n recent years, it has become clear that nitric oxide
(NO) targets proteins other than soluble guanylate
cyclase (sGC) (1). S-Nitrosation, an example of sGC/

cyclic guanosine monophosphate (cGMP)-independent
NO signaling, is a post-translational modification in
which a cysteine thiol is converted to a nitrosothiol by
the oxidative addition of NO. Modification of a cysteine
residue that directly participates in an enzymatic reac-
tion leads to inhibition of activity. The apoptotic pro-
tease caspase-3 is one such protein, and a number of
reports have recently begun to characterize the molecu-
lar mechanism of how NO inhibits the caspases and,
thus, apoptosis (2–7). Procaspase-3 is S-nitrosated
under basal conditions in human B- and T-cell lines on
the catalytic cysteine, Cys163 (3). Similarly, the active
site cysteine of procaspase-9 is S-nitrosated in human
colon adenocarcinoma cells (8).

The limited supply of NO (nanomolar under signaling
concentrations), coupled with its promiscuous reactivity
towards both thiol and non-thiol functionality, argues for
the existence of molecular machinery that confers reac-
tion specificity (5). For example, NO reacts indiscrimi-
nately and rapidly with heme proteins, reactive oxygen,
and nitrogen species (9). Also, when a NO donor or trans-
nitrosating agent is allowed to react with purified pro-
teins in vitro, many cysteines are modified to nitrosothi-
ols, even when a modest concentration of nitrosating
reagent is used. In the case of caspase-3, multiple cys-
teines are modified to nitrosothiols (5, 7); however, it is
known that only one cysteine is modified in cells (3). The
same can be said for the ryanodine receptor (10, 11). To
date, poly-S-nitrosation has only been described in cells
when an exogenous source of NO was applied. A rea-
sonable hypothesis is that specificity is achieved by
S-nitrosation being a protein-assisted process. Without
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ABSTRACT The oxidative addition of nitric oxide (NO) to a thiol, S-nitrosation, is
a focus of studies on cyclic guanosine monophosphate (cGMP)-independent NO
signaling. S-Nitrosation of the catalytic cysteine of the caspase proteases has
important effects on apoptosis and consequently has received attention. Here we
report on a small molecule that can directly probe the effects of S-nitrosation on
the caspase cascade. This chemical tool is capable of permeating the mammalian
cell membrane, selectively transnitrosating the caspase-3 active site cysteine, and
halting apoptosis in cultured human T-cells. The efficacy of this reagent was com-
pared with the commonly used reagent S-nitrosoglutathione and an esterified
derivative.
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assistance and regulation, accounting for previous
observations proves difficult.

To further support a role for protein-mediated
S-nitrosation and denitrosation reactions in vivo, the
active site of caspase-3 is effective at excluding gluta-
thione (GSH). Cellular concentrations of GSH (low milli-
molar) do not inhibit enzymatic activity and large
excesses of GSH do not efficiently restore the activity of
caspase-3-Cys163-SNO (5, 7, 12). Since the caspase
active site nitrosothiol is not freely exchangeable with
GSH, S-nitrosoglutathione (GSNO) reductase cannot be
directly responsible for recovery of caspase-3 activity
upon apoptotic stimulation (13–16). The mechanism of
how cells that produce NO are capable of restoring
caspase activity remains to be determined.

To aid the study of how S-nitrosation regulates the
caspase cascade and apoptosis, we have developed
and characterized a peptide-based reagent (PepSNO)
designed to carry out a specific transnitrosation reaction
with the catalytic cysteine of caspase-3 in apoptotic
human T-cells. Other small molecule reagents, for
example, GSNO and S-nitroso-N-acetyl penicillamine
(SNAP) , do not exhibit specificity with the multiple reac-
tive cysteines within caspase-3 (5). Peptide nitrosothiol
reagents designed from known protease specificities
have been previously used in attempts to engineer
faster-acting nitrosating agents for papain (17) and
human rhinovirus 3C protease (HRV 3C) (18). The strat-
egy worked in the case of HRV 3C where a nitrosating
agent was developed that exhibited a second-order rate
of deactivation 8-fold higher than GSNO. Specificity of
the reagent for the catalytic cysteine over the other two
cysteines was inferred but not explicitly demonstrated.
The nitrosation rate enhancement in the case of papain
was �2-fold. In both studies, the reagents were tested
only on purified enzyme.

In this work, we implemented a strategy similar to
that of Xian et al. (17, 18) and designed a peptide based
on the optimized substrate recognition sequence of
human caspase-3, DEVD (12). In the design employed
here, the more tolerant P2 position was changed from
valine to a thiol-containing amino acid (cysteine, C;
homocysteine, hC; mercaptonorvaline, mnV; and peni-
cillamine, penA) for subsequent conversion to the corre-
sponding nitrosothiol. As anticipated, the distance from
the electrophilic nitrogen of the nitrosothiol moiety to
the nucleophilic sulfur of caspase-3 was a crucial design
element. The crystal structure of caspase-3 bound to

both a peptide aldehyde (19) and a chloromethyl ketone
inhibitor (20) indicated that the distance from the C� of
valine (P2 of the peptide) to the sulfur of caspase-3-
Cys163 is 4.3 Å. The side chain of the nitrosothiol-
containing amino acid must be capable of spanning this
distance in order to react with the catalytic cysteine. The
distances from C� to the electrophilic nitrogen of the
nitrosothiol in the extended conformation of S-nitroso-C,
S-nitroso-hC, and S-nitroso-mnV are �2.7, 3.9, and
5.1 Å, respectively.

The orthogonally protected L-amino acids C, hC, and
penA were commercially available (Bachem, N-Fmoc,
and S-Trityl) for use in solid-phase peptide synthesis,
but the similarly protected mnV reagent was not. We
therefore developed a synthetic route to L-5-[S-trityl]-[N-
9-fluorenylmethyloxycarbonyl]-mnV starting from
L-glutamic acid (Supplementary Figure 1). Fmoc chemis-
try was then used to synthesize a panel of peptides that
fit the caspase-3 recognition motif, AcDEXD, where X is
the thiol-containing amino acid (Supplementary
Methods). The thiol-containing peptides were converted
to nitrosothiols by reaction with acidified nitrite. The
purified peptides were studied for the ability to deacti-
vate recombinant human caspase-3 using a fluorimetric
activity assay (5). As illustrated (Figure 1, panel a), both
the S-nitroso-C and S-nitroso-hC containing peptides
were capable of deactivating caspase-3, while the corre-
sponding thiol peptides were not. Both the S-nitroso-C
and S-nitroso-hC peptides displayed a rapid rate of
caspase-3 deactivation when compared with GSNO
(6- and 18-fold, respectively) but were not as efficient
as thioredoxin-Cys73-SNO or an irreversible inhibitor
(AcDEVD-chloromethylketone, (1.4 � 0.1) � 105 M–1 s–1)
under identical conditions. This suggested that the rate-
determining step was the transnitrosation reaction, not
peptide binding.

To further address the mechanism of deactivation, the
biotin switch method was utilized to confirm S-nitrosation
of caspase-3. When treated with the S-nitroso-C and
S-nitroso-hC peptides, caspase-3 gave a strong signal
on a horseradish peroxidase conjugated NeutrAvidin
Western (NA-HRP), indicating S-nitrosation of the large
subunit of caspase-3. Surprisingly, caspase-3 treated
with the S-nitroso-mnV and S-nitroso-penA peptides did
not yield a signal above controls (Figure 1, panel b).
Additional evidence implicating transnitrosation as the
mechanism for loss of activity, as opposed to active site
occupation, was provided by a competitive inhibition
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experiment, in which the Ki for the hC-containing
peptide was determined to be 75 �M (Supplementary
Figure 2). This inhibition constant is too weak to account
for the observed loss of activity. Furthermore, competi-
tive inhibition cannot explain the observed time-
dependent loss of activity. Finally, all of the AcDEXD
reagents were tested for the ability to carry out an
S-thiolation reaction (formation of a mixed disulfide with
loss of HNO) with caspase-3-Cys163, but in no case was
this product detected after trypsin digestion and matrix-
assisted laser desorption/ionization (MALDI) analysis
(data not shown). Previous small molecule studies
provide a possible explanation where transnitrosation
reactions were shown to be �100-fold faster than the
related S-thiolation reaction (21, 22). Even so, our result
was unexpected since similar conditions with GSNO led
to detectable S-glutathiolation of caspase-3-Cys163 (5).
Negative-mode MALDI and other sequencing-grade pro-
tease screens were also unsuccessful in detecting the
AcDECD or AcDEhCD S-thiolation product. It is unlikely
that the S-thiolation product was formed to a significant
extent because MALDI readily detects the AcDECD and
AcDEhCD peptides and the corresponding homodisul-
fides (data not shown).

Two methods were employed to demonstrate that the
transnitrosation reaction was specific for the caspase-3
active site cysteine, Cys163. First, a potent yet reversible
caspase-3 peptide aldehyde inhibitor, AcDEVD-cho, was
added with either the S-nitroso-C or S-nitroso-hC pep-
tides to caspase-3, and the biotin switch method was
carried out as usual. As shown (Figure 1, panel c), addi-

tion of AcDEVD-cho significantly reduced the Western
signal, consistent with S-nitrosation at the catalytic cys-
teine. Additionally, MALDI mass spectrometry (MS)
analysis on trypsin-digested caspase-3 that had under-
gone the biotin switch verified specificity for Cys163
(Supplementary Figure 3). It should be noted that selec-
tivity for the active site cysteine is lost if caspase-3 is
treated with �3 equiv of the S-nitrosating agent. MALDI
data confirmed that caspase-3 treated with 4 molar
equiv of the S-nitroso-hC peptide formed a nitrosothiol
on Cys264, a surface-accessible cysteine (data not
shown) (20).

The S-nitroso-hC peptide was additionally screened
against papain, a much less specific cysteine protease,
and caspase-7 to probe reagent specificity with other
cysteine nucleophile enzymes. Reaction of papain with
the S-nitroso-hC peptide (3 molar equiv) did not inhibit
proteolysis of bovine serum albumin (data not shown).
Because of the high sequence and structural homology
of caspase-7 to caspase-3 (23) and the fact that both
proteases optimally cleave after DEVD (12), it was antici-
pated that the S-nitroso-hC peptide would deactivate
caspase-7. This peptide did react with caspase-7, albeit
30-fold slower (0.62 � 0.03 M–1 s–1) compared with
caspase-3. The slower reaction of the S-nitroso-hC
peptide with caspase-7 may stem from this enzyme
being less efficient (kcat/KM (caspase-3) for AcDEVD-
para-nitroanilide � 2.2 � 105 M–1 s–1; caspase-7 � 3.7
� 104 M–1 s–1) (24).

Because of a faster transnitrosation reaction with
caspase-3-Cys163, the S-nitroso-hC-containing peptide

Figure 1. S-Nitrosopeptides
designed from the caspase-3
recognition sequence selectively
S-nitrosate the caspase-3 catalytic
cysteine in vitro. a) Recombinant
caspase-3 was treated with the
peptide nitrosating reagents, and
the activity was measured. All
peptides were based on the
caspase-3 AcDEXD recognition
motif. Assignments for the X axis
are as follows: 1, S-nitrosocysteine;
2, cysteine; 3, S-nitrosohomocysteine; 4, homocysteine. Two transnitrosating agents not based on the AcDEXD motif
were also studied under equivalent conditions: 9, S-nitrosoglutathione; 10, thioredoxin-C73-SNO. b) Caspase-3 was
treated with the peptidic nitrosating agents and subjected to the biotin switch method. After SDS-PAGE and transfer to a
nitrocellulose membrane, the blot was probed with NA-HRP. A loading control duplicate gel was stained with Coomassie.
Assignments for AcDEXD are as follows: 1–4, same as in panel a; 5, S-nitrosomercaptonorvaline; 6, mnV; 7, S-nitroso-
penicillamine; 8, penA. c) Caspase-3 was treated with a mixture of the indicated nitrosating agent and the reversible and
competitive peptide-aldehyde inhibitor AcDEVD-cho.
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was used in subsequent cellular experiments. Anticipat-
ing difficulties with transport into cells, we converted the
four carboxylate moieties of the peptide to methyl esters
(Figure 2, panel a). The efficacy of this esterified com-
pound, hereafter “PepSNO”, was examined first by
adding the reagent to intact Jurkat cells (human T-cell
lymphoma) that were treated with either etoposide or a
buffer control for 5 h before addition of PepSNO and the
thiol control, PepSH. After an additional 5 h treatment,
cells were lysed and tested for caspase-3 activity
(Figure 2, panel b). The caspase-3/7 (AcDEVD-ase) activ-
ity remained virtually unchanged in the non-etoposide-
treated cells, regardless of treatment with PepSH or
PepSNO. In the cells that were treated with etoposide,
however, treatment with PepSNO reduced the AcDEVD-
ase activity to barely detectably levels, while the PepSH-
treated cells exhibited a high level of activity. The effec-
tiveness of PepSNO was then compared with GSNO at
two different concentrations (Figure 2, panel c). PepSNO
(0.5 mM) was capable of reducing AcDEVD-ase activity
by almost 90%, while an equal concentration of GSNO
reduced the activity by 35%. Each reagent at 2.5 mM
completely inhibited AcDEVD-ase activity. The two most
probable explanations for the increased potency of the
PepSNO reagent are (i) a greater rate of association with
caspase-3 and transnitrosation with Cys163 and (ii)
increased cellular permeability. To address the contribu-
tion of permeability, the two carboxylates in GSH and

GSNO were converted to their methyl esters (GSHe and
GSNOe, respectively, Supplementary Methods) and
examined under identical conditions. Treatment of
intact Jurkat cells with GSNOe (0.5 mM) inhibited
AcDEVD-ase activity (65%) to a greater extent than treat-
ment with GSNO but still not as efficiently as treatment
with PepSNO, P � 0.005 (Student’s t-test, Supple-
mentary Figure 4, panel a). AcDEVD-ase activity is a rela-
tively early stage marker for apoptosis. A later marker in
Jurkat cells is the translocation of phosphatidylserine
(PS) to the cell surface (25). Using the Vybrant apoptosis
assay kit (Invitrogen), we quantified the extent of apop-
tosis (annexin V, binds specifically to PS) and necrosis
(propidium iodide) in cells treated with PepSH and
PepSNO (Figure 2, panels d–f). Without etoposide treat-
ment, the percentage of apoptotic Jurkat cells was 1%
(Figure 2, panel d). Cells that were stimulated to undergo
apoptosis with etoposide and were treated with PepSH
(0.5 mM) contained a high percentage of apoptotic cells
(Figure 2, panel e), but the same treatment with PepSNO
reduced the extent of apoptosis by almost two-thirds
(Figure 2, panel f). The same analysis was carried out for
GSH, GSNO, GSHe, and GSNOe (Supplementary Table 1).
Treatment of cells with GSNO and GSNOe led to an
increase in the percentage of apoptotic cells in the
absence of etoposide, while treatment of cells with GSH
and GSHe inhibited etoposide-induced apoptosis,
which was in accord with earlier observations (26).

Figure 2. PepSNO inhibits apoptosis in Jurkat cells more effectively than GSNO. a) Structure of PepSNO. b) Etoposide
(2.5 �g mL–1) was added to Jurkat cells under reduced light conditions for 5 h to induce apoptosis before the addition of
peptide reagent (1 mM). The peptide reagents were allowed to react with the cells for an additional 5 h at 37 °C before
harvesting, lysing, and measurement of the AcDEVD-ase activity by fluorimetry, reported as relative fluorescent units
(RFUs): column 1, PepSH; column 2, PepSNO; column 3, PepSH and etoposide; column 4, PepSNO and etoposide. Error is
standard deviation (SD) (n � 3). c) Sample preparation was the same as that for panel b. The activity of each sample was
baseline subtracted from a sample that did not receive etoposide. The relative activities shown are normalized to the
peptide thiol activity, which were equivalent within error (SD, n � 3): column 1, 2.5 mM GSH; column 2, 0.5 mM GSNO;
column 3, 2.5 mM GSNO; column 4, 2.5 mM PepSH; column 5, 0.5 mM PepSNO; column 6, 2.5 mM PepSNO. d–f) Apop-
tosis was also quantified by the Vybrant flow cytometry assay. Apoptotic cells appear in the lower right quadrant: d) 0.5
mM PepSNO; e) 0.5 mM PepSH and etoposide; f) 0.5 mM PepSNO and etoposide.
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These results underscore the necessity for more selec-
tive reagents to study the effects of S-nitrosation in
apoptosis and other apoptotic processes (27). While we
cannot rule out the possibility that PepSNO is participat-
ing in side reactions at this concentration and time
course, the data confirm that this reagent is superior to
GSNO and GSNOe in the inhibition of caspase-3-
dependent apoptosis via S-nitrosation of the catalytic
cysteine.

A further demonstration that PepSNO is a more selec-
tive reagent than GSNO and GSNOe is observed when
the biotin switch method is performed on the entire cel-
lular lysate using 0.5 mM of each peptide reagent. This
method detects only abundant S-nitrosated proteins;
therefore, caspase-3 is not detected (28). After treat-
ment with GSNOe, the lysate contained numerous
bands reactive toward NA-HRP, while the bands from
GSH-, GSNO-, and GSHe-treated lysates were signifi-
cantly more faint (Supplementary Figure 4, panel b). An
identical assay using PepSH and PepSNO did not have
any visible bands (data not shown), indicating that even
though PepSNO was used at a higher concentration in
the cellular experiments than in the in vitro experiments
(0.5 mM vs 20 �M), specificity for the caspase active
site is retained within our detection. When one consid-
ers that PepSNO must penetrate the cell membrane and
be processed by intracellular esterases before binding
to the caspase-3 active site, it is understandable that a
higher concentration is required in cells to attain inhibi-
tion of enzyme activity.

Despite the nonselective nature of GSNO and GSNOe,
we were able to detect caspase-3-SNO in apoptotic
Jurkat cells treated with these reagents using anti-

caspase-3 immunoprecipitation and the biotin switch
method. The relative amount of caspase-3-SNO, which
was normalized to total caspase-3, was determined for
cells treated with 0.5 mM of the following: GSH, GSNO,
GSHe, GSNOe, PepSH, and PepSNO (Figure 3, panel a).
Cells treated with the thiol version of each reagent con-
tained a basal amount of caspase-3-SNO, while the
nitrosothiol derivative increased the percentage of
caspase-3-SNO. The trend observed, PepSNO � GSNOe
� GSNO, complied with the prediction based on the
AcDEVD-ase activity of similarly treated cells (Figure 2,
panel c and Supplementary Figure 4, panel a). Selectiv-
ity for the catalytic cysteine of caspase-3 in a cellular
context was demonstrated for PepSNO by pretreating
Jurkat cells with a cell-permeable, C-terminal aldehyde
(reversible), caspase-3-selective active site inhibitor
(Figure 3, panel b). The level of caspase-3 S-nitrosation
was highest in cells treated with PepSNO lacking the
inhibitor, while cells treated with PepSNO and the inhibi-
tor had levels of caspase-3-SNO comparable to controls
(PepSH with or without inhibitor). A low but detectable
amount of procaspase-3 was found to be S-nitrosated.
However, S-nitrosation on the processed caspase was
much greater.

In summary, we have developed a cell-permeable
peptide nitrosothiol (PepSNO) that inhibits etoposide-
stimulated apoptosis in Jurkat cells via S-nitrosation of
the catalytic cysteine of caspase-3. We characterized
this process using a fluorimetric caspase-3/7 activity
assay, flow cytometry, and the biotin switch method on
purified enzymes, Jurkat cell lysate, and immunoprecip-
itated caspase-3. Specificity for the active site cysteine
of caspase-3 was shown by active site competitive inhi-

Figure 3. PepSNO transnitrosates the caspase-3 active site cysteine in
apoptotic Jurkat cells. a) Relative S-nitrosation of caspase-3 in etoposide
treated Jurkat cells. After a 5 h treatment with etoposide, the indicated
peptide reagent (0.5 mM) was added for an additional 5 h. Anti-caspase-3
was used to purify caspase-3 by immunoprecipitation, which was then
subjected to the biotin switch. Blots were probed with NA-HRP and anti-
caspase-3 to ascertain the extent of caspase-3 S-nitrosation and to
normalize for total caspase-3: column 1, GSH; column 2, GSNO; column 3,
GSHe; column 4, GSNOe; column 5, PepSH; column 6, PepSNO. P-values
were calculated by the Student’s t-test: (gray) P � 0.02; (white) P � 0.10;
(black) P < 0.001; (#) P � 0.006. b) A cell-permeable, caspase-3 reversible
inhibitor (CPCI) competes with PepSNO for the active site of caspase-3.
Cells were treated with etoposide and PepSH or PepSNO as usual, but 30
min prior to addition of PepSH or PepSNO, CPCI or DMSO was added to the
cells: lane 1, PepSNO without CPCI; lane 2, PepSNO with CPCI; lane 3,
PepSH without CPCI; lane 4, PepSH with CPCI.
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bition experiments and MS. In each of these studies, the
efficacy of PepSNO was superior to the commonly used
biological transnitrosating agent GSNO and a more cell-
permeable version, GSNOe. Derivatives of PepSNO may
be tailored in future studies to be selective for individual
caspase isoforms. If the optimal recognition sequences

are used as a blueprint (12), reagents could be designed
with the expectation to be as caspase-selective as the
related proteolytic substrate or aldehyde inhibitor (24).
Reagents such as these will help elucidate the mecha-
nism of NO- and nitrosothiol-dependent regulation of
the caspase cascade.

METHODS
General. Purification of recombinant human caspase-3 was

carried out as previously described (5). Jurkat cells were main-
tained in a 5% CO2, water-saturated atmosphere at 37 °C in
RPMI-1640 with glutamine (Gibco) supplemented with fetal
bovine serum (FBS, 10%), penicillin (100 U mL–1), and strepto-
mycin (100 �g mL–1).

Rate of in Vitro Caspase Deactivation. Recombinant caspase-3
and caspase-7 (0.1–5 �M) were reacted with varying concentra-
tions of peptide nitrosating reagents (1–300 �M, dark, 25 °C,
pH 7.4) under nonreducing conditions. At timed intervals,
caspase activity was measured by diluting the above solution to
a final caspase concentration (20–30 nM) in assay buffer
supplemented with the profluorescent aminomethylcoumarin
substrate AcDEVD-amc (75 �M, Calbiochem). Rate of deactiva-
tion was quantified by plotting the remaining AcDEVD-ase activ-
ity versus time of reaction. Rate constants were calculated using
the bimolecular rate equation, V � k[caspase][inhibitor]. Due to
the rapid deactivation kinetics exhibited by the irreversible chlo-
romethylketone inhibitor, AcDEVD-cmk (Calbiochem), a lower
concentration of enzyme (10–50 nM) and inhibitor (5–50 nM)
were used.

Biotin Switch Method. Recombinant caspase-3 (8 �M) was
allowed to react under reduced light with various peptide nitro-
sating agents (20 �M) for 20 min at RT and then subjected to the
biotin switch method (5, 29). To demonstrate specificity for the
active site cysteine of caspase-3 (Cys163), a separate experi-
ment included a reversible peptide-aldehyde inhibitor, AcDEVD-
cho (100 �M, Calbiochem). The biotin switch method was also
used to show S-nitrosation of caspase-3 in human T-cells.
Whole-cell lysates and caspase-3 immunoprecipitates (see
below), using GSNO, GSNOe, and PepSNO as transnitrosating
agents, were analyzed as previously described (30–32). The
selectivity of PepSNO for the active site cysteine of caspase-3
was demonstrated in Jurkat cells using cells pretreated with
the cell-permeable, reversible caspase-3 inhibitor CPCI,
AcAAVALLPAVLLALLAP-DEVD-cho (50 �M, Alexis Biochemicals),
30 min prior to the addition of PepSH/SNO. After the NA-HRP
Westerns were imaged, blots were stripped (Restore, Pierce),
blocked, and probed with anti-caspase-3 (Cayman Chemical) to
ensure equal loading.

Induction of Apoptosis and Peptide Treatment. Jurkat cells were
harvested and resuspended in media containing reduced serum
(1% FBS) and etoposide (2.5 �g mL–1, Sigma). After 5 h at 37 °C,
PepSNO, PepSH, GSNO, GSH, GSNOe, and GSHe (0.5 and
2.5 mM) were added to the cultures (10 mL) under reduced light
conditions. Cells were harvested by centrifugation after a further
5 h incubation and washed twice (PBS) prior to lysis.

Flow Cytometry. Flow cytometry was performed with a FACS-
Calibur flow cytometer (BD Biosciences) using CellQuest soft-
ware. Apoptosis and necrosis were quantified using 50,000
intact cells per sample that were labeled with propidium iodide
and Alexa Fluor 488 conjugated annexin V as suggested by the
manufacturer’s instructions (Vybrant Kit no, 2, Invitrogen).

AcDEVD-ase Activity of T-Cells. Jurkat cells were lysed under
reduced light in RIPA/HEN buffer (100 mM 4-(2-hydroxyethyl)-1-
piperazineethanesulfonic acid, 150 mM NaCl, 1 mM EDTA, 1 mM
NaF, 100 �M neocuproine, 5% glycerol, 1% Triton X-100,
1% sodium deoxycholate, 0.05% SDS, pH 7.4), containing Com-
plete (Roche) protease inhibitor cocktail, by mild vortexing at
4 °C. The insoluble fraction was removed by centrifugation
(14,000 rpm, 15 min, 4 °C). Total soluble protein was quantified
by the Bradford assay and normalized to 1.0 –2.0 mg mL–1 by
dilution into RIPA/HEN, and the solution was supplemented with
AcDEVD-amc (75 �M). AcDEVD-ase (caspase-3/7) activity was
measured on a Molecular Devices Spectra Max Gemini XS
(	ex � 380 nm, 	em � 460 nm) using 96-well black fluorimetry
plates (Corning) in triplicate.

Immunoprecipitation. Under reduced light, Jurkat cells were
lysed, and the insoluble fraction was removed as above. The
supernatants were then precleared by addition protein G–Seph-
arose 4B (Invitrogen, 30 �L, equilibrated in RIPA/HEN) for
30 min at 4 °C with rocking. The beads were pelleted by centrifu-
gation, and the supernatant was transferred to a clean tube con-
taining the anti-caspase-3 polyclonal antibody (Cayman Chemi-
cal, 30 �L). The antibody was allowed to bind for 90 min at 4 °C
with rocking, after which the protein G beads were again added
(40 �L, equilibrated in RIPA/HEN) for an additional 90 min
binding at the same temperature (reduced light). The immuno-
precipitate was pelleted by centrifugation (2000 rpm, 2 min),
and the supernatant was decanted. The beads were washed
three times with RIPA/HEN (1 mL) before elution of the immuno-
complex from the beads using the biotin switch blocking buffer
(contains 2.5% w/w SDS and 30 mM N-ethylmaleimide). The
elution was carried out under reduced light at 55 °C for 25 min
with frequent vortexing. After removal of the beads by centrifuga-
tion, the supernatant was subjected to the biotin switch method
as described above.
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Finding Phosphorylation 
The intricate signaling networks 
that govern cellular processes 
are orchestrated in part by 
protein phosphorylation events. 
However, detecting and charac-
terizing phosphorylated proteins 
are complicated by the lack of 
efficient methods for enriching 
phosphorylated peptides and 
proteins from the concoction of components in cells 
and tissue samples. Now, Warthaka et al. (p 697) 
present oxidation–reduction condensation to selec-
tively pull out phosphorylated peptides and proteins 
from complex mixtures.

This approach uses a phosphine and a disulfide 
to activate a phosphate for coupling with an alcohol 
or an amine. A mixture of synthetic peptides (a 
phosphorylated serine, threonine, or tyrosine and 

Activity Probing the Proteome 
Activity-based probes, a term coined for 
small-molecule enzyme inhibitors pos-
sessing chemical tags that enable visual-
ization of affected proteins, are powerful 
tools for investigating enzyme activity. 
However, the presence of the tags can 
alter inhibitor activity or preclude entry 
into cells, frequently limiting the probes’ 
ability to profile enzyme families in vitro. 
Now, Hang et al. (p 713) present a bioor-
thogonal activity-based probe, termed 
azido-E-64, suitable for live cell label-
ing of cathepsin B, a cysteine protease 
involved in several important processes, 
including immune defense.

Azido-E-64 dodges the cell perme-
ability issue thanks to an azide func-
tionality that acts as a silent precursor 
to a visualization tag. After cell entry 
and enzyme inhibition, azido-E-64 can 
be selectively biotinylated at the azide 

group by using Staudinger ligation 
chemistry. Using this approach 
along with others, the authors 
demonstrated that cathepsin B is 
selectively labeled by azido-E-64 
in macrophages. Strikingly, they 
also showed that in Salmonella-
infected macrophages, cathepsin 

B is categorically excluded from 
Salmonella-containing vacuoles, 
which play a key role in Salmonel-
la’s ability to elude destruction by 
host enzymes. These probes offer 
an exciting method for exploring 
enzyme activity in vivo and on a 
proteomic scale.
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several unphosphorylated peptides) was subjected to 
the reaction conditions in the presence of glycine-con-
jugated Wang resin. Mass spectrometry revealed that 
the method is selective for phosphate-containing pep-
tides. The authors also showed that phosphorylated 
proteins could be captured and recovered from protein 
mixtures. This enrichment strategy offers greater selec-
tivity and phosphopeptide compatibility than current 
techniques and will facilitate future investigations.
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Inhibition from Afar
HIV is notoriously resistant to drugs, and novel compounds are 
desperately needed to inhibit it. HIV-1 reverse transcriptase 
(RT) is an essential enzyme for viral replication, possessing 
both a DNA polymerase and an RNase H (RNH) activity. All 
approved anti-HIV drugs target 
the polymerase activity 
of RT, so targeting 
RNH activity is an 
intriguing strategy 
for developing new 
inhibitors. Himmel 
et al. (p 702) now 
report the crystal 
structure of RT complexed 
with dihydroxy benzoyl naph-
thyl hydrazone (DHBNH), an inhibitor 
of RT RNH activity.

The structure revealed that, 
although an RNH inhibitor, DHBNH 
actually binds RT >50 Å from the RNH 
active site, ironically close to the polymerase active site. The 
authors hypothesize that binding the inhibitor perturbs the tra-
jectory of the RNA-DNA duplex RNH substrate, preventing RNA 
cleavage. Additional analysis enabled the design of DHBNH 
analogues that also inhibited the polymerase activity, which 
could yield highly specific RT inhibitors. Because DHBNH 
interacts primarily with main-chain and Cb atoms, mutant HIV 
strains will be less likely to evade inhibition.

Positively Loopy! 
Positive feedback loops (PFLs) 
are attractive tools for regulating 
gene expression and have many 
potential applications. Such ar-
tificial genetic circuits require a 
tightly regulated, inducible, and 
nontoxic system, and creative 
engineering strategies are often 
needed. Sayut et al. (p 692 and 
Point of View p 681) describe 
the generation of artificial PFLs 
through the use of components 
of a bacterial quorum-sensing 
system.

In the system, the transcrip-
tional activator LuxR activates 
the gene expression promoter 
PluxI in the presence of high 
concentrations of the small-mol-
ecule 3-oxo-hexanoyl-
homoserine lactone 
(OHHL). Two PFLs, 
PFL1 and PFL2, 
were constructed 
such that LuxR 
expression 
is under the 
control of the 

Synthetic Connections for Synthases
Like biological royalty, fatty acids, polyketides, and nonribosomal peptides are liter-
ally carried through their biosyntheses by “carrier” proteins (CPs). The biosynthetic 
precursors of these metabolites are covalently attached to the CPs, which present 
them to various enzymes (synthases) that sequentially build the final compounds 
in an assembly-line fashion. The structural complexity of the components, however, 
has hindered molecular characterization of this process. Now, Worthington et al. 
(p 687 and Point of View p 679) describe the synthesis and evaluation of small-mol-
ecule cross-linking agents selective for the Escherichia coli fatty acid ketosynthase 
elongation enzymes KASI and KASII.

The agents were designed to undergo metabolic uptake that results in attach-
ment to the acyl CP (ACP) and to react irreversibly with the ketosynthases. Indeed, 
incubation of the agents with the appropriate biosynthetic components caused 
covalent cross-linking of ACP and KASI or KASII. The agents were also selective for 
fatty acid and polyketide ACPs, because they did not react with CPs from nonribo-
somal peptide synthases. This innovative approach will facilitate various structural 
and proteomic investigations.
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PluxI promoter. Thus, addition of 
OHHL activates PluxI and expres-
sion of luxR, triggering the loop. 
Indeed, PFL1 and PFL2 exhib-
ited improved responses to 
OHHL over a control system and 
were completely activated at 10 
nM OHHL, corresponding to six 
molecules per cell. To increase 
the sensitivity of the PFLs, the 
authors used error-prone PCR. 
With this directed evolution 
strategy, four LuxR mutants 
were discovered that exhibited 
an enhanced response to OHHL 
over the wild-type protein, likely 
from altered OHHL binding or 
LuxR function.
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The development of mechanism-based probes for various 
protein families is providing new insight into biological function. 
Nonetheless, the application of these chemical probes to 
living cells has been challenging. To address this limitation, 
we generated a cell-permeable mechanism-based probe that 
covalently labels cysteine proteases in living cells. This probe 
carried an azido group that could be visualized or retrieved with 
bioorthogonal labeling methods such as the Staudinger ligation. 
Using this approach, we visualized active cysteine proteases 
during bacterial infection of host cells. We also demonstrated 
their absence from organelles where bacterial pathogens 
reside; this absence may contribute to survival and replication 
of pathogenic bacteria in host cells. The arsenal of virulence 
mechanisms used by microbes to infect host cells is complex and 
not well understood. In this regard, I think that chemical tools can 
complement genetics and biochemistry to dissect the interactions 
between microbes and host cells. (Read Hang’s article on p 713.)

Howard C. Hang

Current position: University of California, 
San Diego, Department of Chemistry, Ph.D. 
candidate with Prof. Michael D. Burkart

Education: Kenyon College, B.A. in 
chemistry, 2003 

Nonscientific interests: Surfing, knitting, 
boxing

My research interests include investigating the protein interactions 
that occur during fatty acid and polyketide biosynthesis. These 
pathways are important targets for the treatment of diseases, 
including cancer and heart disease, as well as for the development 
of antibiotics. These complex biosynthetic systems contain a 
variety of enzymes that all interact with a carrier protein (CP). 
During these interactions, the CP functions as a scaffold for the 
growing product as it is assembled. In my research, I have co-
opted the CP’s post-translational modification pathway to generate 
modified CPs useful for investigating the interactions between 
the CP and its partner proteins. These studies will further our 
understanding of these complex biosynthetic systems. (Read 
Worthington’s article on p 687 and Point of View on p 679.)

Current position: Wayne State University, 
Department of Chemistry, Ph.D. candidate 
with Prof. Mary Kay H. Pflum

Education: University of Kelaniya, Sri 
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Andrew Worthington

Reversible protein phosphorylation regulates diverse cellular 
processes, including signal transduction, transcription, and 
metabolic pathways. Given the significance of phosphorylation, 
identifying phosphoproteins is important in the understanding 
of biological functions. Because analysis of phosphopeptides 
by mass spectrometry is difficult, enrichment usually precedes 
analysis, but current phosphopeptide enrichment methods are 
challenging. We used an oxidation-reduction condensation to 
develop a direct phosphate modification of phosphopeptides 
and phosphoproteins and demonstrated it as a method for their 
enrichment. The oxidation-reduction condensation method 
displays general reactivity toward phosphopeptides, high chemical 
selectivity, and dependence on common commercially available 
reagents. We expect that it will be a useful tool for phosphopeptide 
and phosphoprotein analysis and for development of new 
phosphoproteomic tools. (Read Warthaka’s article on p 697.)
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Coming from a background in chemical engineering, 
I am amazed by the complexity and robustness 
of cellular systems. Currently, my favorite cellular 
systems are the quorum-sensing mechanisms used 
by bacteria for communication. The positive feedback 
loops constructed in this paper use components 
isolated from a quorum-sensing system and 
represent a novel application of this inherent cellular 
mechanism. The ease with which the behavior of 
the constructed feedback loops were modified by 
directed evolution demonstrates the power and 
elegance of this technique for engineering protein 
function. (Read Sayut’s article on p 692 and Point of 
View on p 681.)
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My research has focused on the structural and 
biochemical mechanisms of the polymerase and 
RNase H (RNH) activities of HIV-1 reverse transcriptase 
(RT). For more than 10 years, I have been taking 
“snapshots” of RT in complexes with various 
substrates and inhibitors. This has been part of our 
effort to understand the molecular details of viral 
replication mechanisms, viral inhibition, and viral drug 
resistance. The present work reveals the first glimpses 
of molecular interactions of RT with an RNH inhibitor. 
The inhibitor binds at an unexpected site, closer to 
the polymerase rather than the RNH active site, and 
may offer opportunities for novel antiviral strategies. 
My other research interests include the replication 
mechanisms in positive-stranded RNA viruses, 
including the SARS coronavirus. (Read Sarafianos’s 
article on p 702.)
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I use X-ray crystallography to determine biological macromolecular 
structures. I am currently focusing on HIV-1 reverse transcriptase (RT) 
in complex with RT RNase H (RNH) inhibitors and non-nucleoside 
RT inhibitors. These inhibitors, such as the RNH inhibitor dihydroxy 
benzoyl naphthyl hydrazone, may serve as lead molecules for 
the structure-based design of therapeutic agents against drug-
resistant strains of HIV. I also collaborate with colleagues in 
computational chemistry to develop improved methods for X-ray 
structure determination and refinement. I am developing new 
phase-modification methods for the visualization of electron density 
maps used during structural refinement. My interests encompass 
employing structural biology to find new ways to combat disease, as 
well as understanding the organized mechanical motions that occur 
during the rearrangement of protein subdomains, such as during the 
transduction of chemical energy into mechanical work in molecular 
motors. (Read Himmel’s article on p 702.)

Daniel J. Sayut

Daniel M. Himmel

Stefan G. Sarafianos
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Carbohydrate Channeling 
Many bacteria produce extracellular polysaccharides 
(EPSs) that play pivotal roles in their structural integrity 
and pathogenicity. Certain EPSs form a discrete struc-

tural layer called the capsule, and 
group 1 capsule assembly is char-
acterized by the synthesis of indi-
vidual lipid-linked polysaccharide 
repeats that are exported to the 
periplasm for assembly of the full-
length polymer. Once assembled, 
the polymer is transported across 
the outer membrane by the lipopro-
tein Wza, a member of the outer 
membrane auxiliary protein family. 
Dong et al. (Nature 2006, 444, 
226-229) now present the crystal 
structure of Wza, providing insight 
into the regulation and mechanism 
by which capsular polysaccharide 

is exported through the bacterial membrane.
The structure revealed that Wza is an octamer con-

taining a large internal cavity open to the extracellular 
environment but closed to the periplasm. Each mono-

mer of Wza has four domains, 
with domains 2 and 3 being 
duplicates. The eight copies of 
domain 1 form a ring structure 
with a concave surface at the 
base of the protein. Domain 4 
is an amphipathic helix, and 
the eight monomers create an 
a-helical barrel at the top of the structure. The central cavity 
and the exterior surface of the protein are polar, with the 
exception of the markedly hydrophobic a-helical barrel that is 
predicted to be the transmembrane region. Notably, all other 
known integral outer membrane proteins possess transmem-
brane b-barrels; Wza is the first example of a transmembrane 
a-helical barrel. On the basis of this structure, the authors 
propose that the carbohydrate moves from the periplasm to 
the central cavity of Wza. The polar environment enables water 
molecules to effectively lubricate the cavity for translocation of 
the polysaccharides to the membrane, where they exit through 
the a-helical barrel. They also hypothesize that the opening 
of the cavity is regulated via a conformational change at the 
concave base of the protein, possibly through interaction with 
the inner membrane tyrosine autokinase Wzc. Eva Gordon

(continued on page 673)
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Both images reprinted by permission from Macmillan Publishers 
Ltd: Nature, Dong, C., et al., 444, 226-229, copyright 2006.
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Pluripotency Aplenty
Embryonic stem (ES) cells are plu-

ripotent, which means they have the 

extraordinary ability to differentiate 

into all cell types and thus harbor 

tremendous therapeutic promise. 

Under self-renewal conditions, 

however, ES cells can propagate in 

the pluripotent state indefinitely. 

Molecular tools that help define 

the mechanisms governing ES cell 

self-renewal will contribute to our 

understanding of basic developmen-

tal biology and facilitate potential 

ES cell-based therapies. Chen et al. 

(Proc. Natl. Acad. Sci. U.S.A. 2006, 

103, 17,266-17,271) now report the 

discovery of a synthetic small mol-

ecule, SC-1 (also named pluripotin), 

that on its own sustains the self-

renewal of murine ES (mES) cells.

SC-1 was discovered from a high-

throughput screen of 50,000 het-

erocycles against an mES cell line 

that, in the absence of self-renewal 

conditions such as feeder cells or 

exogenous factors, has limited self-

propagation ability. Remarkably, 

SC-1-treated cells could self-renew 

for >10 passages, were phenotypi-

cally indistinguishable from ES cells 

grown under self-renewal condi-

tions, and, upon removal of SC-1, 

could differentiate into various cell 
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Flexibly Folded 
N-Linked glycosylation of proteins 

serves important structural and func-

tional roles, including involvement in 

protein folding, stability, cell adhe-

sion, and the immune response. In 

eukaryotes, it is known that N-linked 

glycosylation is coupled to protein 

translocation and that the enzyme 

responsible, oligosaccharyltransfer-

ase (OTase), recognizes its substrate 

in an unfolded state. However, the 

homologous glycosylation pathway 

in bacteria is less well characterized. 

Now, Kowarik et al. (Science 2006, 

314, 1148-1150) report that bacterial 

N-glycosylation is not linked to the 

protein translocation machinery.

Using pulse chase experiments, the 

authors first observed that the bacte-

rial protein AcrA was glycosylated by 

the bacterial oligosaccharyltransferase 

(PglB) post-translationally, a sign of 

a translocation-independent reac-

tion. When they explored this further, 

they found that an AcrA fusion that 

was directed to the periplasm as a 

folded protein was 

also glycosylated, 

an indication that 

PglB can glycosylate 

folded, exported 

proteins. They next 

demonstrated that 

PglB is capable of 

glycosylating purified 

AcrA in vitro, in sharp 

contrast to eukaryotic 

OTases, which do not 

possess this ability. 

When a peptide 
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containing the glycosylation consen-

sus sequence of AcrA was inserted 

into a loop in GFP and the GFP-deriva-

tive was exposed to PglB, the protein 

was glycosylated and retained full 

fluorescence, a further demonstration 

that PglB is capable of glycosylating 

folded proteins in vitro. Finally, four 

folding variants of bovine ribonucle-

ase A (RNaseA), which included a 

folded, enzymatically active species, 

a partially folded species, and two 

random coils, were examined for their 

ability to act as PglB substrates. PglB 

glycosylated all four forms of RNaseA, 

but notably, the nonstructured 

species were better PglB substrates 

than the folded proteins. The authors 

propose that in bacteria, glycosylation 

sites likely adopt specific conforma-

tions in locally flexible areas of folded 

proteins, providing insight into the 

different mechanisms that have 

evolved for prokaryotic and eukaryotic 

glycosylation systems. Eva Gordon

Pluripotency Aplenty, 
continued from page 672

From Kowarik, M., et al., Science, Nov 17, 2006, DOI: 10.1126/science.1134351. Reprinted with permission from AAAS.

types in culture and contribute to 

the germ line in mice in vivo. After 

initial studies failed to link SC-1 to 

known self-renewal pathways, target 

identification experiments using an 

SC-1-linked affinity matrix led to the 

isolation of two proteins, extracellu-

lar signal-regulated protein kinase-1 

(Erk1) and Ras GTPase-activating 

protein (RasGAP). In cells, SC-1 was 

shown to inhibit Erk1 phosphorylation 

and to activate the Ras pathway by 

inhibiting RasGAP. The authors sub-

sequently demonstrated that overex-

pression of Erk1 or RasGAP promotes 

ES cell differentiation, either of which 

can be partially rescued by exposure 

to SC-1. Notably, the dual inhibition 

of Erk1 and RasGAP was necessary 

for maintaining the cells in an undif-

ferentiated state; blocking either 

pathway alone by other methods was 

not sufficient to sustain self-renewal. 

The authors propose that SC-1 func-

tions by simultaneously blocking 

Erk1 pathways, which are known to 

contribute to cell differentiation, and 

by inhibiting RasGAP pathways, which 

may activate self-renewal pathways 

through Ras signaling. Eva Gordon
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Channeling Autoimmunity
Certain autoimmune diseases such as multiple sclerosis (MS), rheumatoid arthritis (RA), or type-1 diabetes mellitus (T1DM) 
are caused in part by a specific type of autoreactive white blood cell called an effector memory T (TEM) cell. TEM cells from 
patients with MS have distinct phenotypic characteristics, including elevated expression levels of Kv1.3 potassium channels. 
Beeton et al. (Proc. Natl. Acad. Sci. U.S.A. 2006, 103, 17,414-17,419) now demonstrate that TEM cells from patients with 
RA or T1DM also exhibit high levels of Kv1.3 and that Kv1.3 blockers selectively target these TEM cells and can diminish RA 
progression and T1DM incidence in rats.

Using patch-clamp technology, immunostaining, and flow cytometry, the authors first showed that disease-associated 
autoreactive TEM cells from T1DM and RA patients express high levels of Kv1.3. Next, they evaluated immunological synapse 
formation, Ca2+ signaling, cytokine production, and [3H]thymidine incorporation and determined that selective Kv1.3 blockers 
preferentially block TEM cell function without affecting the activity of other T cells, an important distinction to ensure that other 
aspects of immune function are not compromised. The therapeutic potential of Kv1.3 blockers was next assessed in RA and 
T1DM disease models in rats. Treatment with Kv1.3 blockers significantly alleviated RA symptoms and reduced the incidence 
of experimental autoimmune diabetes in the animals. Notably, toxicity studies using repeated doses of the blockers revealed 
that they did not appear to cause adverse effects. These exciting findings indicate that Kv1.3 channels may be a promising 
therapeutic target for any autoimmune disease in which levels of Kv1.3 on TEM cells are elevated. Thus, discovery of new 
small-molecule Kv1.3 blockers could lead to effective drugs for a variety of autoimmune diseases. Eva Gordon

Chaperoning Chromatin 
Not unlike teenagers at the prom, the biomolecules in 
the nuclei of cells that make up chromatin need chap-
erones to ensure that they behave properly. Chromatin 
consists of DNA wound around proteins called his-
tones; whereas the interaction between histones and 
DNA has been extensively characterized, the interac-
tions of histones with each other and with chaperones 
in the absence of DNA are not well understood. Now, 
English et al. (Cell 2006, 127, 495-508) present the 
crystal structure of the histone-chaperone protein anti-
silencing function 1 (Asf1) bound to the H3/H4 histone 
heterodimer, providing novel insights into the interac-
tions between histones and their chaperones.

The Asf1-H3/H4 structure revealed that Asf1 inter-
acts extensively with both H3 and H4, an unexpected 
finding because previous studies had suggested that 
Asf1 directly interacts only with H3. Notably, the last 
10 residues of H4 add an additional b-strand to an 
antiparallel b-sheet within Asf1. Moreover, the carboxyl 
terminus of H4 undergoes a dramatic conformational 
change in order to form this b-sheet with Asf1. Interest-

ingly, it is these same residues that form a b-sheet with 
histone 2A in the nucleosome, stabilizing nucleosome 
structure. To explore the biological relevance of the key 
Asf1-H3/H4 contacts revealed in the crystal structure, 
the authors mutated various residues within the binding 
interface between Asf1, H3, and H4. Yeast expressing 
these mutant proteins exhibited growth defects, reduced 
chromatin-disassembly activity, and diminished Asf1-
H3/H4 interactions; this confirms the importance of the 
Asf1-H3/H4 interaction in chromatin regulation. On the 
basis of structural and biological data from these studies 
and the established role of the H4 carboxyl terminus in 
stabilizing histone structure, the authors propose that 
once this region of H4 is exposed, the interprotein b-
sheet formed between Asf1 and H4 captures the H3/H4 
complex and facilitates further chromatin disassembly, 
putting forth a potential mechanism by which histone 
chaperones mediate nucleosome assembly and disas-
sembly. Eva Gordon

Reprinted from Cell, 127, English, 
C. M., et al., Structural basis for 
the histone chaperone activity of 
asf1, 495-508, Copyright 2006, 
with permission from Elsevier.
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Shigella’s Path of Destruction  
Shigella, the pathogenic bacteria responsible for 

causing dysentery, motor through the cytoplasm 

of host cells by inducing actin polymerization and 

hitching a ride on the resulting propulsive force. 

This motility helps firmly establish infection and 

facilitates access to neighboring host cells, but 

the mechanisms that guide the movement are 

not clearly defined. Now, Yoshida et al. (Science 

2006, 314, 985-989) report that the Shigella 

effector protein VirA degrades host cell microtu-

bules (MTs) via a tubulin-specific cysteine-pro-

tease-like activity, effectively clearing a path for 

movement through the cytoplasm.

In a comparison of wild-type (WT) and virA 

mutant (virA-) bacterial movement through mam-

malian cells, immunofluorescence microscopy 

revealed that virA- mutants did not move, an indi-

cation of the critical role that VirA plays in Shigella 

motility. The authors also demonstrated that MT 

structure acts as a barrier to movement; WT bac-

teria exhibited smoother movement with reduced 

variability in cells treated with the MT-destabiliz-

ing drug nocodazole compared with untreated 

cells. Further probing with immunofluorescence 

and freeze-fracture electron microscopy revealed 

that as the bacteria move, they create tunnel-like 

areas through MT networks in the precise area 

where the actin tail had formed. Moreover, the 

MT networks were frequently fragmented in the 

tunnel zone, a sign that the bacteria were break-

ing down MTs that were in their path. Suspi-

ciously, VirA just happened to be secreted on 

the bacterial surface via the type III secretion 

system in the exact vicinity of the MT fragmen-

tation. Perusal of the secondary structure of 

VirA revealed a strong resemblance to a family 

of cysteine proteases; thus, VirA was examined 

for cysteine-protease-like activity. Indeed, VirA 

was capable of degrading a-tubulin, and this 

activity was inhibited by cysteine protease 

inhibitors. Importantly, mice infected with vari-

ous Shigella mutants with compromised VirA 

activity had increased survival rates compared 

with the WT bacteria. This study illuminates 

how VirA contributes to the remarkable strat-

egy by which Shigella sabotages its intracel-

lular obstacles. 

Other cytoplasmic 

invading bacterial 

pathogens such as 

Listeria monocyto-

genes, Mycobac-

terium marinum, 

Rickettsia prowaze-

kii, and Burkholderia pseudomallei also move 

through the host cell cytoplasm by inducing 

actin polymerization at one pole of the bac-

terium; thus, similar methods to deforest the 

MT jungle may be used by these pathogens as 

well. Eva Gordon

From Yoshida, S., et al., Science, Nov 10, 2006, DOI: 10.1126/science.1133174. Reprinted 
with permission from AAAS.
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Driving Cancer Cells to Suicide 
Cancer cells have the notorious ability to sidestep the 

innate pathways that direct a cell to commit suicide, 

an important and natural part of a normal cell’s life 

cycle. Moreover, many cancer cells develop resistance 

to the very drugs designed to kill them by induc-

ing cell suicide. The Bcl-2 protein family consists of 

several proteins that play important roles in guiding 

cells toward survival, such as the prosurvival proteins 

Bcl-2, Bcl-xL, or Mcl-1, or death, including the prodeath 

proteins Noxa, 

Bim, Bad, 

Bax, and Bak. 

Interaction of 

a conserved 

dimerization 

motif, the BH3 

domain on cer-

tain prodeath 

members, with 

a hydrophobic 

groove on 

prosurvival 

members can 

initiate cell suicide, otherwise known as apoptosis. 

This suggests that small molecules that mimic the 

BH3 domain could be effective anticancer agents. Two 

recent reports (Konopleva et al., Cancer Cell 2006, 

10, 375-388, and van Delft et al., Cancer Cell 2006, 

10, 389-399) dissect the molecular mechanism of 

ABT-737, a small-molecule BH3 mimetic, and provide 

enticing evidence for the consideration of ABT-737 as a 

therapeutic agent for a variety of cancers. 

It is important to note that interaction of BH3 

domains with prosurvival members only initiates 

apoptosis if Bak and/or Bax are present. Investiga-

tion of several putative small-molecule BH3 mimics 

using Bax and Bak-deficient cells revealed that only 

ABT-737 actually induced apoptosis via the same 

mechanism that BH3-containing proteins do. This is 

an important consideration in the design of effective 

anticancer agents to ensure selectivity and to reduce 

the likelihood of adverse side effects. ABT-737 was 

shown to bind selectively to Bcl-2 and Bcl-xL and 

to disrupt the association of Bcl-2 with Bax in the 

leukemia cell line HL-60. Notably, however, ABT-737 

did not bind to the prosurvival protein Mcl-1. 

The human leukemia cell line HL-60, which does 

not express high levels of Mcl-1, underwent apop-

tosis upon exposure to ABT-737, whereas other cell 

lines that express high levels of Mcl-1 were resistant 

to ABT-737-induced apoptosis. Both research groups 

hypothesized that treatment of resistant cell lines 

with ABT-737 in combination with agents that reduce 

Mcl-1 expression might lead to enhanced cytotox-

icity. Several strategies known to diminish Mcl-1 

levels, including treatment with short hairpin RNA 

against Mcl-1, exposure to extracellular signal-regu-

lated protein kinase (Erk) phosphorylation inhibitors, 

overexpression of Noxa, or IL-3 deprivation, each 

resulted in greatly enhanced sensitivity of otherwise 

resistant cells to ABT-737. Additionally, treatment 

of resistant cell lines with other agents, such as the 

chemotherapeutic drugs doxorubicin, cytosine ara-

binoside, or etoposide; the cyclin-dependent kinase 

inhibitor R-roscovitine; or the protein synthesis 

inhibitor cycloheximide, also resulted in enhanced 

sensitivity to ABT-737, likely in part by down-regulat-

ing Mcl-1 expression.

Control

20 mg/kg

30 mg/kg

Day 1 Day 19

(continued on page 677)

Reprinted from Cancer Cell, 10, Konopleva, M., et al., Mechanisms of apoptosis sensitivity and resistance to the BH3 mimetic 
ABT-737 in acute myeloid leukemia, 375-388, Copyright 2006, with permission from Elsevier.
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Both studies also revealed the 

efficacy of ABT-737 as an anticancer 

agent in animal models. Konopleva 

et al. showed that ABT-737 signifi-

cantly reduced leukemia burden 

and extended survival of mice in 

leukemia models, with no adverse 

effects on normal tissue. In addi-

tion, van Delft et al. demonstrated 

that ABT-737 prolonged survival of 

mice transplanted with either con-

trol or Bcl-2 expressing lymphoma 

cells. Notably, mice transplanted 

with Mcl-1 expressing lymphoma 

cells were resistant to ABT-737 

treatment.

Exploration of ABT-737’s mecha-

nism of action enabled both research 

groups to determine why certain 

cancer cells become suicidal upon 

exposure to ABT-737 while others 

resist being pushed down that 

path. On the basis of these studies, 

ABT-737 has exciting prospects as a 

single agent in tumors with low Mcl-1 

expression or in combination with 

other anticancer agents in high Mcl-

1-expressing tumors. Moreover, these 

discoveries have revealed that Mcl-1 

expression levels could be a valuable 

prognostic marker for response to 

ABT-737. Eva Gordon

Driving Cancer Cells to Suicide, 
continued from page 676

FRET No More Over  
O-GlcNAc 
Post-translational modification of pro-
teins with b-O-N-acetyl-D-glucosamine 
(O-GlcNAc) is a dynamic event that, 
like phosphorylation, contributes to 
cell signaling in nuclear and cytosolic 
proteins and has been linked to certain 
disease states. Unfortunately, little is 
known about the spatial and temporal 
regulation of O-GlcNAc during cell 
signaling because of a lack of methods 
to study this modification in live cells. 
Now, Carrillo et al. ( J. Am. Chem. Soc. 
2006, 128, 14,768-14,769) present 
a FRET-based sensor for detecting the 
dynamics of O-GlcNAc modifications 
in cells.

The sensor was designed so that the 
addition of an O-GlcNAc to an appro-
priate substrate results in a binding 
event, which in turn brings two fluoro-
phores together to cause an increase 
in FRET. A fusion protein is composed 
of an enhanced cyan fluorescent pro-
tein, the bacterial lectin GafD (which 
binds terminal b-O-GlcNAc), the casein 
kinase II-derived peptide substrate for 
O-GlcNAc transferase, and a yellow 
fluorescent protein variant made 
up the components of the sensor. 
To establish that the sensor could 
detect the addition and the removal of 
O-GlcNAc from proteins, the authors 
used bacterially expressed sensors to 
conduct an in vitro assay. As expected, 
a significant increase in fluorescence 
emission at 528 nm was observed 
when the sensor was incubated with 
recombinant O-GlcNAc transferase and 

the requisite sugar donor UDP-GlcNAc. Likewise, a 
significant loss of signal was observed when O-GlcNA-
case, the enzyme that removes O-GlcNAc from pro-
teins, was added to a sensor that contained O-GlcNAc. 
The sensor was next tested for its ability to detect 
O-GlcNAc dynamics in live cells. Indeed, treatment of 
a human cancer cell line transiently transfected with 
the sensor that had reagents that promoted a dynamic 
increase in O-GlcNAc resulted in a significant increase 
in FRET. This sensor represents the first method for 
exploring O-GlcNAc dynamics in a cellular setting, 
and its modular design will enable examination of 
the interplay between O-GlcNAc and phosphorylation 
networks. Eva Gordon

O-GlcNAc sensor
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Reprinted with permission from Carrillo, L. D., et al., J. Am. Chem. Soc., 128, 14,768-14,769. Copyright 2006 American Chemical Society.



Trapping Transient Protein–Protein
Interactions in Polyketide Biosynthesis
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D espite the enormous impact of
transient biomolecular interactions
on chemistry and biology, reliable

strategies for characterizing them remain
largely elusive. Chemical cross-linking of
proteins with variable binding affinities pro-
vides a means of assaying critical contact
sites (1–6). For certain specialized cases,
natural enzymatic activities may be
exploited to serve as highly selective cova-
lent stabilization. In this issue of ACS Chemi-
cal Biology, Burkart and co-workers describe
an impressive application of this concept to
fatty acid synthase components (7). This
work not only will open doors to an
increased understanding of thiotemplate
assembly but will offer significant potential
for improved biosynthetic engineering
efforts.

Carrier proteins (CPs) serve as primary
workhorses in fatty acid, polyketide, and
nonribosomal peptide biosynthesis, supply-
ing the appropriate extender unit for each
(8–10). In fatty acid and polyketide syn-
thases, CPs collaborate with specific keto-
synthases (KSs) to elongate the growing
fatty acid or polyketide backbone by two
carbon atoms. Ultimately, KS–CP recogni-
tion dictates the flow of intermediates as
well as turnover numbers in these systems.
Despite their importance, these protein–
protein interactions are relatively weak. For
example, the dissociation constant for the
interaction between the actinorhodin KS
and appropriate CPs is estimated to be in
the 1–10 �M range (11). Consequently,
insight into the structural determinants of

KS–CP recognition has been limited. Recent
high-resolution structures from fatty acid
and polyketide synthases have renewed sci-
entific interest in modular architecture
(12–14). However, because the CP position
is unknown, the mechanistic basis for
several steps in the overall catalytic cycle
remains mysterious. Utilizing the native
reactivity of both CP and KS domains,
Burkart’s group has discovered a clever
means of trapping KS–CP complexes for
further analysis.

Initially, a chemically synthesized alkylat-
ing group is enzymatically coupled to a CP
via the phosphopantetheine prosthetic arm.
When introduced to the partner KS domain,
reversible binding promotes irreversible
alkylation of the active-site cysteine residue,
creating the aforementioned chemical
cross-link (Figure 1, panel a). The authors
clearly demonstrate that selectivity arises
from protein–protein interactions and not
protein–substrate specificity by examining
biochemically unrelated CPs harboring the
same alkylating functionality. Importantly,
common and scalable synthetic methods
can be used to prepare these reactive end
groups, an asset too commonly overlooked.
Attempts to generate a workable model for
KS–CP recognition through crystallization of
novel cross-links are ongoing and may
finally reveal definitive roles for CP recogni-
tion elements.

Clearly, much of our ability to effectively
engineer biosynthetic assemblies relies on
suitable reprogramming of individual
enzymes. Because protein–protein interac-
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ABSTRACT Transient biomolecular interactions
are essential for biological processes, but strate-
gies for studying them have remained elusive. A
paper in this issue shows how natural enzymatic
activities can be exploited to examine protein–
protein interactions in fatty acid synthase.
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tions play a substantial role in all
thiotemplate-based systems, significant
attention has been focused on determining
the factors governing these events. This is
where a reliable cross-linking strategy may
benefit researchers most. For a given KS
domain, an array of similar CPs can be
readily assayed for competitive binding
advantage (Figure 1, panel b). The diminu-
tive size of CPs should facilitate identifica-
tion of bound material if a method of release
from the partner KS is developed.

The work presented by Burkart and
co-workers will provide important mechanis-
tic insights into assembly-line biosynthesis.
Whether toward improving or disrupting
specific biomolecular interfaces, the impact
of a viable cross-linking strategy for
mapping recognition elements is far-
reaching. This paper, together with recent
structural information, may soon bring us a
near-complete picture for both fatty acid and

polyketide biogenesis. In all, this is another
fitting example of integrative chemistry and
biology.
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Figure 1. Cross-linking strategy to study fatty acid synthase. a) Schematic representation of KS–
CP cross-linking via phosphopantetheine-tethered thiol traps. Transient binding of CP to KS
leads to irreversible active-site alkylation. b) Theoretical application of cross-linking strategy to
competitive CP binding. A panel of CPs treated with the KS of interest. A correlation between
primary sequence and binding is readily extractable by comparison of bound and unbound
material.
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Evolving Sensitivity
Hao Song and Lingchong You*
Department of Biomedical Engineering and Institute for Genome Sciences and Policy, Duke University, Durham,
North Carolina 27708

D e novo engineering of gene circuits
with well-defined functions is at the
heart of the nascent field of syn-

thetic biology (1–7). Such engineered
systems may offer insights into underlying
design principles of biological control and
lead to innovative applications in biotech-
nology, computing, and medicine.

However, engineering gene circuits with
desired, nontrivial properties is challenging.
When assembled, a circuit may not function
as designed because of improper or unbal-
anced interactions among its components
(DNAs, RNAs, and proteins). Multiple rounds
of circuit revision and characterization are
common practice. To this end, modeling is
often used to explore how qualitative and
quantitative behaviors of the circuit depend
on its parameters. Guided by modeling, one
may choose circuit components with spe-
cific kinetic properties. If existing compo-
nents do not satisfy the design criteria for
optimal circuit performance, one may
choose to modulate their properties by
structure-based rational design. However,
rational design is often limited by the lack of
detailed knowledge of the structure–func-
tion relationships of individual circuit
components.

Directed evolution serves as a powerful
alternative that complements the rational
design approach. It entails the generation of
a large pool of mutant components via
random mutagenesis and subsequent
screening and selection of mutants with
desired function. It relies less on detailed
knowledge about the structure–function
relationships of the components to be opti-

mized. Traditionally, directed evolution has
proved highly efficient in optimizing the
function of a wide variety of biomolecules,
without the need to resort to detailed under-
standing of their structures (8). In recent
years, however, applications of directed
evolution for the optimization of a circuit or
its individual components have increased
(9–14). An important element of this devel-
opment is that components evolved in one
context may expand the design scope of
gene circuits in a different context (15). In
this issue, Sun and co-workers (16) present
an elegant study on optimizing positive
feedback loops (PFLs) by directly evolving
an individual component. The evolved cir-
cuits exhibit significantly reduced activation
thresholds in response to N-(3-oxo-hexanoyl)-
homoserine lactone (OHHL), an inducer. The
improved response sensitivity of these cir-
cuits may be helpful for potential applica-
tions in metabolic engineering and gene
therapy.

In the first PFL (PFL1) (16), upon binding
the OHHL inducer molecule and PluxI pro-
moter, the LuxR transcription factor taken
from Vibrio fischeri is autoactivated by its
own expression in Escherichia coli, forming
the PFL. A gfpuv gene upstream of luxR acts
as a reporter for the circuit dynamics. The
second circuit (PFL2) is the same as PFL1,
except for the incorporation of a constitu-
tively expressed LuxR. Both wild-type PFL1
and PFL2 exhibit ultrasensitivity in their
response to OHHL. OHHL stimulation above
a threshold value (OHHL50, where the
output GFPuv level is at half of its maximum)
can elicit a significant amplification of
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ABSTRACT Engineering gene circuits with
novel functions holds promise for broad applica-
tions in biology, engineering, and medicine.
Directed evolution complements rational design
as an important strategy for optimizing gene cir-
cuits and circuit elements.
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GFPuv expression. To further improve the
sensitivity of these circuits, the authors
created a LuxR mutant library by directed

evolution. Favorable LuxR mutants with
improved circuit behavior were subse-
quently screened and identified. They
hypothesized that the identified LuxR
mutants are most likely to increase the
binding interaction with OHHL or the pro-
moter PluxI, thereby increasing the strength
of the PFL.

PFLs play essential roles in diverse cellu-
lar functions, including tissue development,
cell fate decision, and long-term memory
(17, 18). They can result in either graded or
“all-or-none” bistable responses to an exter-
nal cue. For the work by Sun and colleagues
(16), one may wonder how the evolved parts
may impact the overall dynamics. To gain
insight, we developed a simple kinetic
model to analyze the switching behavior of
the systems (Figure 1). When the positive
feedback is weak (i.e., the � value is smaller
than the value of the blue dashed line,
Figure 1, panel b), the circuit can only dem-
onstrate monostable behavior, exemplified
by a monotonic dependent “R vs S” curve
(lower inset, Figure 1, panel b). For suffi-
ciently strong feedback regulation, however,
the circuit may demonstrate bistability (see
the bistable “R vs S” curve, upper inset,
Figure 1, panel b).

Bistable gene switches controlled by
positive feedback were experimentally
examined in a few cellular contexts (19, 20).
The current data in ref 16, which were mea-
sured at the population level, cannot indi-
cate whether the system is bistable. Addi-
tional analyses by examining single-cell
behavior and detecting the presence of
hysteresis are needed to elucidate these
interesting dynamics. If this becomes the
authors’ design goal, further rounds of evo-
lution on LuxR, other circuit components, or
the circuit might help.
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Figure 1. Mathematical modeling suggests the
possibility of generating bistable behavior
with the starting and evolved positive
feedback circuits. a) Schematic of the PFL
under the control of a signal OHHL (S). The
transcription factor LuxR (R), upon binding
with S, forms an activated complex C that
forms a homodimer and binds to promoter
PluxI to activate LuxR expression, effecting
positive feedback. This system can be
modeled by two dimensionless equations:
dR/d� � �(C n/1 � C n)) – �R – kSR � �0 ;
dC/d� � kSR– C. Here, S, R, and C in the
equations represent concentrations of OHHL,
LuxR, and complex C, respectively. Synthesis
of R is modeled by a single Hill function,
lumping transcription and translation
together. The Hill coefficient is set to be 2 to
reflect fast dimerization of C and binding of
the dimer to PluxI. � is the synthesis rate
constant of R due to feedback. �0 is the basal
or constitutive synthesis rate constant of R.
� is the degradation rate constant of R. k is
the binding constant of R with S. To make the
model dimensionless, time is scaled with
respect to the decay rate constant of C, and
concentrations are scaled with respect to the
half activation threshold of C. Biologically
feasible parameter values are used for bi-
furcation analysis, with base values of � � 5,
�

0
� 1, and k �1. b) Dynamic behaviors of the

PFL are determined by �. When � is larger
than the critical value (blue dashed line), the
system exhibits bistability (upper inset). For
each �, the two red lines define the boundaries
of the bistable region in terms of S.
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Small Molecules Keep Mitotic Kinases in Check
Klaus Strebhardt*
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Frankfurt, Germany

T he Human Genome Project has
revealed the existence of 518 kinases
that are likely to play essential roles

at virtually all stages of the life cycle of mam-
malian cells. A detailed (yet still incomplete)
mosaic has arisen from this knowledge that
depicts cell-cycle control as a series of differ-
ent kinases that promote the cellular jour-
ney through each stage of the cell cycle. Sig-
nificant interest has been generated by the
family of polo-like kinases (Plk’s), which has
been highly conserved throughout evolution
and strongly contributes to the fine-tuning of
the mitotic network. Detailed functional
studies now reveal that the Plk’s have mul-
tiple functions during the entry into mitosis,
centrosome maturation, bipolar spindle for-
mation, the segregation of chromosomes
and cytokinesis, and crucially, the fidelity-
monitoring of checkpoint control (1–3). In
humans, Plk1 is the best-characterized
member of this family. Because Plk1 is asso-
ciated with tumorigenesis and belongs to
the family of serine/threonine kinases, an
attractive target for novel chemotherapeu-
tics, it is thought also to be a promising
target for anticancer drug development (4).
Small molecules that are cell-permeable and
can inhibit their target kinases with fast kinet-
ics are powerful tools for probing cell-cycle
mechanisms. Indeed, two novel compounds
that belong to the first generation of small-
molecule inhibitors of Plk1 have allowed the
investigation of mitotic phenotypes in mam-
malian cells at a desired level of temporal
control (5, 6).

The targeted inactivation of protein
kinases is often accomplished by using ATP-

competitive small-molecule inhibitors that
hamper enzymatic activity by blocking ATP
binding sites. However, current progress in
developing such specific inhibitors for Plk1
is lacking, so the development of potent and
selective compounds that target this kinase
is of great interest. Although an overall struc-
ture for Plk1 is not yet available, the crystal
structure of its polo-box domain and a
homology-modeled structure of its kinase
domain have been established (7–9).
McInnes and colleagues (5) adopted a
structure-guided design approach to the
identification of Plk1-specific inhibitors by
using a homology model of the Plk1 kinase
domain. A hypothetical 3D structure of Plk1,
based on the staurosporine-bound confor-
mation of protein kinase A, was also vali-
dated by using several micromolar Plk1
inhibitors with known structure–activity rela-
tionships. Examples of this include purvala-
nol A and some thiazoloanilinopyrimidine
compounds that dock with the active site of
Plk1. Given the energetic aspects of these
interactions, a conformation was identified
that constitutes the optimal molecular inter-
actions that will inhibit Plk1 kinase activity.

After the homology model was validated
with various Plk1 inhibitors, LIDAEUS (a tool
for rapid docking of ligands into protein
binding sites) (10) was used to dock a
library of small molecules with this kinase to
enable the structure-guided identification of
novel inhibitors. A total of 350 compounds
ranked in silico were subsequently tested in
kinase assays. Various derivatives of a benz-
thiazole N-oxide core structure, the cyclapo-
lins, were found to inhibit Plk1 with an
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ABSTRACT The remarkable progress in the dis-
covery of small molecules that target protein
kinases continues, and two recent reports have
described alternative approaches to this task:
homology modeling and phenotype-based
screening. Compounds targeting the nucleotide
binding pockets of polo-like kinases in particular
provide significant new insights into the molecular
mechanisms controlling cell-division phenotypes.
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IC50 of 20–500 nM (Figure 1, panel a).
Whether the most powerful of these inhibi-
tors, cyclapolin 1, which acts in a non-ATP-
competitive mode, interacts covalently with
amino acids within the ATP binding cleft is
currently the subject of further investigation
by the same lab. The analysis of an addi-
tional panel of 38 protein kinases revealed
that none are significantly inhibited by
cyclapolin 1. The cellular effects of cyclapo-
lin 1 were compared with the results of pre-
vious studies. Small interfering RNAs
(siRNAs) were used systematically for Plk1
knockdown to study the mitotic pheno-
types. In terms of consistency and threshold
concentration, siRNAs are excellent tools for
efficient silencing of Plk1(11–13) . These
investigations revealed that RNA interfer-
ence (RNAi)-based depletion of Plk1 causes
a mitotic arrest associated with a failure to
form normal metaphase plates. This sug-
gested that Plk1 is required for chromosome
congression, anaphase initiation, and cyto-
kinesis. Moreover, almost all RNAi Plk1 cells
lack focused poles and show a high fre-
quency of monopolar spindles. These Plk1-
depleted cells also contain two centriole
pairs that often are separated from each
other but frequently are distributed ran-
domly in the area of the spindle or even
outside of it. Because �-tubulin recruitment
to the centrosomes depends on Plk1 (12),
these results suggest that Plk1 is required
for the stable association of centrosomes
with spindle microtubules. Furthermore, the
presence of Mad2 at many kinetochores in
these knockdown cells suggests that they
fail to enter anaphase because of the activa-
tion of the spindle checkpoint. Addition of
Hesperadin, a small molecule that sup-
presses the spindle checkpoint by inhibiting
Aurora B kinase, did not induce anaphase
chromosome movements in Plk1-depleted
cells. This suggests that Plk1 activity is

required for the
generation of the
spindle pulling

forces that stabilize the microtubule–
kinetochore interactions.

Interestingly, cyclapolin-1-induced
mitotic effects differ from the cellular pheno-
type associated with Plk1 depletion via
RNAi. Treatment of HeLa cells with cyclapo-
lin 1 induces less severe mitotic defects in
terms of the proportion of cells with a tetra-
ploid chromosome content, with monopolar
spindles and unfocused poles observed
(Figure 2). Because of a collapse or an elon-
gation failure in cyclapolin-1-treated cells,
most spindles are shortened to �50% of
the lengths observed in the control cells.
The treatment of Drosophila melanogaster
S2 cells with cyclapolin 1 induces a pheno-
type resembling the original polo1 mutant
cells with reduced catalytic activity. Whether
microtubule nucleation from the chromo-
somes is involved in the formation of ab-
normal spindles is currently unknown. How-
ever, the use of an in vitro system for the

analysis of microtubule nucleation from the
centrosomes has revealed convincingly that
the inhibition of Plk1 in human cells and
Polo in Drosophila cells by cyclapolin 1 per-
turbs the function and organization of the
mitotic centrosome.

A promising alternative approach to the
activity-based screen described above has
been proposed by Peters et al. (6), who have
probed the cell-division space by using a
phenotype-based screen of chemical librar-
ies to further elucidate the mechanisms
underlying the regulation of cell division.
The analysis of the structure–activity pro-
files of the diaminopyrimidines (DAPs)
revealed that these compounds are “privi-
leged scaffolds” that target different
enzymes, including kinases. To explore and
to span the cell-cycle phenotype space, the
authors designed a collection of 100 DAPs
that carry amine substituents (alkyl, cycloal-
kyl, aromatic, and heteroaromatic) at posi-
tions 2 and 4 of the core pyrimidine. This
chemistry achieves a maximum level of
diversity by altering the structure, polarity,
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Figure 1. Chemical structures of Plk1 inhibitors. a) Cyclapolin 1,
b) DAP-81 and DAP-49.
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Figure 2. Plk1-related pharmacology of mitosis. a) During early prophase, centrosomal duplication
occurs. Subsequently, centrosomes migrate to opposite poles, accompanied by a breakdown of
the nuclear membrane during late prophase/early prometaphase. b) The centrosomes are at
opposite poles of the cell. During metaphase, the chromosomes, now at their most highly coiled
and condensed, become arranged on a plane equidistant from the two poles known as the
metaphase plate. For each chromosome, the kinetochores of the sister chromatids face the
opposite poles, and each is attached to a kinetochore microtubule coming from that pole.
c) Anaphase begins when the duplicated centromeres of each pair of sister chromatids separate,
and the now-daughter chromosomes begin moving toward opposite poles of the cell because of
the action of the spindle. At the end of anaphase, a complete set of chromosomes has assembled
at each pole of the cell. In cyclapolin-1-treated cells, the mitotic spindle remained short in
anaphase or collapsed and then recovered with less-focused microtubules at one spindle pole.
DAP-81 induces the formation of monopolar spindles in human cells. This suggests that cells
reach a prometaphase-like state; that is, cells might have failed to form normal metaphase plates,
as previously observed in RNAi Plk1-depleted cells. d) Cytokinesis is the process whereby the
cytoplasm of a single cell is divided into two daughter cells.
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and hydrogen-bonding capacities of the
molecules. BS-C-1 (African green monkey
epithelial kidney) cells were treated with
each DAP at a concentration of 20 �M, and
compounds were selected that disrupt cell
division but not microtubule organization
during interphase. A small number of DAPs
were found to induce a broad spectrum of
cell-cycle phenotypes, an indication that
compounds covering a limited chemical
space can span a large cell-cycle phenotype
space. Mitotic phenotypes were selected that
already could be correlated to the function of
specific enzymes to identify the target pro-
teins of the analyzed compounds. For
example, the inhibition or depletion of Plk1
was previously shown to correlate with a
“monopolar spindle phenotype”. Signifi-
cantly, the proportion of cells with monopolar
spindles was increased in a dose-dependent
manner by DAP-81, which inhibits Plk1 in
vitro with an IC50 of 0.9 �M (Figure 1,
panel b). Also, the structurally related com-
pound DAP-49 induces the same phenotype
but cannot inhibit Plk1, even at concentra-
tions of up to 100 �M (Figure 1, panel b).

To examine the properties and the speci-
ficity of this novel compound, the study by
Peters et al. (6) investigated whether (i)
DAP-81 recapitulates the central phenotypic
features of Plk1-depleted cells, (ii) DAP-81
inhibits the phosphorylation of specific Plk1
substrates, and (iii) the concentrations of
DAP-81 that induce mitotic defects and
inhibit the phosphorylation of Plk1 sub-
strates also abrogate related kinases. Treat-
ment of the human osteosarcoma cell line
U20S with 25 �M DAP-81 for 4 h was found
to suppress the recruitment of �-tubulin to
the centrosomes and induce monopolar
spindles in a high percentage of treated cells,
a phenotype often observed after Plk1 deple-
tion by RNAi (Figure 2). Centrosomes were
also often found outside of the microtubule
arrays, as previously observed in siRNA-
treated cells (13). Moreover, in quantitative
immunofluorescence assays, a dose-
dependent reduction of phospho-Cdc25C

with saturating concentrations at 6 �M was
observed. DAP-81 at lower concentrations
induces perturbed bipolar mitotic spindles
with reduced spindle–pole separation.

Because DAP-81, like many other ATP-
competitive inhibitors, targets the nucle-
otide pocket of kinases, it was speculated
that it might not be specific to a particular
Plk-family member. Thus, in Peters et al. (6),
the effects of DAP-81 on the Aurora kinases
and cyclin-dependent kinases were evalu-
ated. Phosphorylation of Ser10 on histone
H3, a marker for Aurora kinase activity, was
reduced by 20% after treatment with 6.3 �M
DAP-81. In addition, whereas Aurora inhibi-
tors such as Hesperadin can cause an exit
from mitosis (14), DAP-81-treated PTK�T (rat
kangaroo kidney) cells remain in mitosis at
concentrations that induce the formation of
monopolar spindles. Whether this off-target
effect of DAP-81 is mitotically relevant to
other cell lines should be addressed. This
study (6) provides new information on the
microtubule and chromosome dynamics of
live cells by clearly showing that Plk1 is
required for the maintenance of the mitotic
spindle as the addition of an inhibitory com-
pound induces a spindle collapse; that is,
the two poles approach each other and the
kinetochore fibers become shorter. Astral
microtubules that extend from the spindle
poles to the cellular cortex were also
affected by the reversible DAP-81-mediated
inhibition of Plk1 by showing increasing
thickness. The study implies that the
spindle collapse seen in these experiments
seems to involve altered forces that keep
the poles apart but not increasing forces
that pull the chromosomes to the poles.

The error-free distribution of chromo-
somes to the daughter cells requires the
precise coordination of multiple cell-cycle
processes. The compounds reported by
McInnes et al. (5) and Peters et al. (6) add
promising novel candidates to the existing
small family of Plk inhibitors comprising a
benzthiazole N-oxide, a styryl benzylsulfone
(ON 01910), and a dihydropteridinone

derivative (BI2536) (9, 15–18). Both novel
reports also describe approaches to the
identification of compounds that may
become powerful tools for the elucidation of
the molecular mechanisms regulating
mitotic spindle dynamics and for cancer
drug development. Homology modeling fol-
lowed by in silico docking of known inhibi-
tors by McInnes and colleagues (5) proved
to be a valid strategy for identifying deriva-
tives of a benzthiazole N-oxide core struc-
ture as highly selective inhibitors of Plk.
Treatment of cells with cyclapolin 1 induces
the formation of transient monopolar struc-
tures that reconstitute bipolar spindles and
form short spindles. In a parallel study,
DAP-81 was identified as another inhibitor
of Plk1 by using a phenotype-based screen
aimed at the identification of probes that
target the phenotypic space of the cell cycle.
Exploration of the chemical space around a
known bioactive scaffold also enabled the
identification of several compounds with
intriguing properties. In cells treated with
DAP-81, a collapse of mitotic spindles into
monopolar structures was also observed,
but under these conditions the reestablish-
ment of bipolarity does not seem to occur.
These observations suggest that the effi-
cient inhibition of Plk1 by small molecules
such as DAP-81 that target the nucleotide
binding site of the enzyme seems to be suf-
ficient to induce a mitotic phenotype, which
was previously observed in Plk1-depleted
cells after RNAi treatment (12, 13). The pres-
ence of a DAP-81-bound, enzymatically
inactive Plk1 with a functional polo-box
does not contribute enough to warrant
proper spindle formation.

These new data on small molecules tar-
geting Plk1 in a rapid manner further our
understanding of the cell-cycle phenotype
space considerably. Little was previously
known about the impact of Plk1 on microtu-
bules extending from the spindle poles to
the cell periphery. In DAP-81-treated cells,
these microtubules seem to be bundled into
fibers that gain intensity when examined
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confocally. Both studies described here
raise the question of how Plk1 regulates the
stabilization and destabilization of compo-
nents of the mitotic spindle by phosphoryla-
tion, such that precise spatial and temporal
dynamics can be achieved: how does Plk1
regulate the equilibrium between polymeri-
zation and depolymerization of �-tubulin
subunits during microtubule dynamics? The
use of novel inhibitors of this kinase will
likely enable researchers to further dissect
the force-generating mechanisms that
operate between the cellular cortex, centro-
somes, and kinetochores along the time
axis of mitotic progression. Both studies
demonstrate that centrosomes lose their
ability to nucleate microtubules and are
often mislocalized in the context of the
mitotic spindle when Plk1 is lost. Inactiva-
tion of Plk1 inhibits �-tubulin recruitment
to the centrosomes and the loss of mitosis-
specific phosphoprotein monoclonal anti-
body 2 (MPM2) activity, which might be
partially reflected also by the dephosphory-
lation of aspartic acid (abnormal spindle
protein). Because the loss of the �-tubulin
ring complex from centrosomes correlates
with the exit from mitosis, these novel
inhibitors will also allow us to decipher the
cellular machinery that triggers the centro-
somal transition from mitosis to interphase.

According to recent estimates, �25% of
all pharmaceutical drug targets are protein
kinases. This has precipitated many new
drug discovery programs designed to search
for new chemical scaffolds that may poten-
tially also target protein kinases. Increasing
our fundamental knowledge of the mecha-
nisms underlying the proliferation of cancer
cells is also leading to the identification of
targets that can be therapeutically manipu-
lated to treat cancer cells. Many scientists
have proposed Plk1 as an attractive target for
anticancer drug development (4). Hence, the
small-molecule inhibitors of Plk1 described
by McInnes et al. (5) and Peters et al. (6)
might provide the basis for the development
of novel anticancer agents. It will be impor-

tant therefore to determine the effects of
these new inhibitors upon other members of
the Plk family that have highly homologous
kinase domains. For example, inhibition of
Plk3 by expression of a kinase-defective
form can also induce the disorganization of
microtubule structures, followed by a G2/M
arrest (19). Furthermore, partial inhibition of
Plk4 leads to tumor formation in transgenic
mice (20). Thus, a careful evaluation of the
specificity of any novel compounds that
target kinases such as Plk1 is needed to
address their suitability for the clinic.
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T he carrier protein is a highly con-
served, small (�10 kDa), acidic
domain found in fatty acid, poly-

ketide, and nonribosomal peptide syn-
thases. Whether incorporated into a large
multidomain megasynthase (type I systems)
or as isolated proteins functioning indepen-
dently (type II systems), carrier proteins are
highly flexible proteins (1, 2). Because of
inherent technical hurdles posed by the
cloning and expression of large, multido-
main synthases, carrier protein participation
within these systems remains largely
uncharacterized, and those systems that
have been studied show disordered carrier
protein domains (3, 4). During polyketide,
fatty acid, and nonribosomal peptide bio-
synthesis, the carrier protein serves as a
scaffold to tether the building blocks and
growing products as the component pieces
are assembled and modified. The carrier
protein must therefore interact with all
enzyme domains responsible for loading
carbon units, condensing these units, modi-
fying the condensation product, and cleav-
ing the final product from the synthase
(Figure 1). Metabolic engineering, a major
goal within the biosynthetic community, is
premised upon the assumption that
domains within the modular framework of
these synthases may be stitched together to
produce viable assembly lines, yet our
understanding of basic interactions
between these protein domains remains

incomplete. Progress has been hindered by
the lack of structural data for many of these
systems, and recent structures of these
megasynthases contain substantial gaps
(3–5). In such megasynthases, the acyl
carrier protein (ACP) domain interacts with a
variety of partner domains that can span
great distances (up to �100 Å). Sequence
alignment and mutagenesis experiments
have informed some features of carrier
protein binding by these domains (6–8).

Modular biosyntheses require the activity
of condensing enzymes to extend the
molecular backbone of their products; in
fatty acid and polyketide synthesis, these
enzymes are ketosynthases. Prior to cata-
lyzing the condensation reaction, the active
site cysteine of the extension ketosynthases
(KASI and KASII of Escherichia coli fatty acid
synthase) accepts the growing product
chain from an upstream carrier protein. The-
carbon backbone is then extended by decar-
boxylative condensation of the down-
stream carrier protein-tethered malonate or
methylmalonate. In fatty acid synthesis,
each subsequent step in condensation only
occurs after the �-ketone of the growing
chain bound to an upstream carrier protein
becomes fully reduced by the stepwise
activity of the ketoreductase, dehydratase,
and enoyl reductase domains (Figure 1).
Each of the enzymes in this pathway must
recognize the identity of both the carrier
protein and tethered substrate in order for
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ABSTRACT Fatty acid, polyketide, and nonri-
bosomal peptide biosynthetic enzymes perform
structural modifications upon small molecules
that remain tethered to a carrier protein. This
manuscript details the design and analysis of
cross-linking substrates that are selective for
acyl carrier proteins and their cognate con-
densing enzymes. These inactivators are engi-
neered through a covalent linkage to fatty acid
acyl carrier protein via post-translational modifi-
cation to contain a reactive probe that traps the
active site cysteine residue of ketosynthase
domains. These proteomic tools are applied to
Escherichia coli fatty acid synthase enzymes,
where KASI and KASII selectively cross-link ACP-
bound epoxide and chloroacrylate moieties.
These mechanism-based, protein–protein fusion
reagents also demonstrated cross-linking of
KASI to type II polyketide ACPs, while nonribo-
somal peptide carrier proteins showed no reac-
tivity. Similar investigations into protein–protein
interactions, proximity effects, and substrate
specificities will be required to complete the
mechanistic understanding of these pathways.
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accurate processivity to occur. Our initial
studies focus on the E. coli fatty acid keto-
synthase elongation enzymes, KASIII, which
catalyzes the initial condensation reaction
between acetyl-coenzyme A (CoA) and acyl-
ACP; KASI, which extends the fatty acid
chain from C4 to C16; and KASII, which cata-
lyzes the subsequent elongations. The
crystal structure of each ketosynthase has
been solved (9–11), but the interactions
with ACP have been illustrated only from
modeling studies of KASIII and ACP (12).
Post-translational modification of carrier
proteins via phosphopantetheinyl-
transferase (PPTase) is required for all
modular synthase activity. We have previ-
ously demonstrated the selective use of CoA
analogues to modify carrier proteins within
in vitro and in vivo contexts (13, 14). To
study the interaction between the ketosyn-
thase domain and ACP, we synthesized pan-
tetheine analogues containing terminal moi-
eties that serve as irreversible cross-linking
reagents.

We began by modeling our target on the
activity of cerulenin (1), a fungal metabolite
well-known to serve as a mechanism-based
inactivator of fatty acid and polyketide keto-
synthase domains (Figure 2, panel a)
(15–17). This inhibition occurs when the
active site cysteine of the ketosynthase
attacks the �-amidoepoxide moiety of ceru-

lenin, forming an irreversible covalent
adduct with the enzyme. We reasoned that a
similar moiety could be covalently attached
to a carrier protein domain via promiscuous
CoA metabolic uptake and PPTase-
mediated carrier protein modification. This
system would serve as a tool to probe pro-
tein–protein interactions between carrier
proteins and ketosynthases. Utilizing our
ability to attach almost any synthetic moiety
to the terminus of a modified carrier protein,
we could synthetically insert a mechanism-
based inactivating functionality with selec-
tive distance from the modified serine
residue of a carrier protein domain. We
began with the design of a simple epoxide
that could be installed through the addition
of allylamine to pantothenic acid, or vitamin
B5. The synthesis of the epoxy-pantetheine
analogue 2 (Figure 2, panel a) was achieved
by allylamine coupling with isopropylidene-
protected pantothenic acid 3 using standard
peptide coupling conditions, followed by
acidic deprotection and epoxidation by di-
methyldioxirane (DMDO) in acetone, to give
2 in an unoptimized 14% overall yield.

Initial analysis of compound 2 indicated
that the epoxide moiety hydrolyzed slowly
under aqueous-buffered conditions. This led
us to follow examples of rationally designed
cysteine protease inhibitors; we also chose
to design Michael acceptors appended to
the pantetheine backbone as more stable
probes of ketosynthase activity (18). Simple
acrylamide pantetheine analogues were
identified as potential thiol traps via 1,4-
conjugate addition. Here, we chose ana-
logues that would exhibit slow reactivity
with nonspecific nucleophiles and selective
reactivity with activated cysteine nucleo-
philes. In an effort to eliminate retroaddition
of the inactivated complex, �-chloroacryl-
amide-containing pantetheine analogues 4
and 5 were chosen as targets for the ability
to undergo tandem 1,4-conjugate addition
and �-chloro-elimination to yield irreversible
complexes. The cis and trans analogues
were synthesized from the previously

described amine 6 (19) via coupling with
chloroacrylate under standard conditions
and acidic deprotection to give 4 and 5,
each in an unoptimized yield of 23% for the
two steps (Figure 2, panel b).

The pantetheine analogues thus created
were analyzed for activity with CoaA (PanK),
the first enzyme in the CoA biosynthetic
pathway that serves as the gatekeeper and
carries out the rate-limiting step in the bio-
synthesis of CoA (20). Should compounds
2, 4, and 5 serve as acceptable substrates
with CoaA, we can assume that reactions
with the partner enzymes for attaching
4=-phosphopantetheine to carrier proteins
will proceed smoothly in vitro (13). In a
coupled assay that monitors the consump-
tion of ATP, these substrates showed
kcat/Km values comparable to that of pan-
tetheine, but much lower than the natural
substrate pantothenate (see Supplementary
Table 1). These arise from similar turnover
numbers (kcat) but elevated binding con-
stants (Km) compared to those of pantothe-
nate. Importantly, no enzyme inactivation by
the electrophile-containing pantetheine
analogues was detected. This established
that 2, 4, and 5 should be acceptable sub-
strates for in vitro conversion to CoA ana-
logues and subsequent PPTase attachment
onto carrier proteins. Pantetheine analogues
2, 4, and 5 were then coupled with purified
E. coli fatty acid apo-ACP via a one-pot CoA
enzymatic synthesis and PPTase transfer
through the tandem activity of recombinant
E. coli CoaA, CoaD, CoaE, and Bacillus subti-
lis Sfp (13, 21). To solutions of modified
crypto-ACPs 7, 8, and 9, E. coli recombinant
KASI, KASII, and KASIII were added (Figure
3). Where each enzyme performs acyltrans-
ferase activity with acyl-ACP, we anticipated
the formation of a fusion complex through
the mechanism-based inactivation of each
ketosynthase from active site cysteine
attack of the epoxide in 7 to give 10 or
tandem Michael addition/�-elimination
with 8 or 9 to give 11 (Figure 3). KASIII per-
forms its substrate loading, or acyltrans-

Figure 1. ACP partner domains in E. coli fatty
acid synthesis. ACP is loaded with a malonyl
moiety by malonyl-CoA:ACP transacylase
(MAT). Fatty acid chain elongation at the �-
ketoacyl-ACP synthase (KAS) produces an
extended acyl chain bound to ACP, which is
subsequently reduced to the saturated alkyl
chain by the sequential action of �-ketoacyl-
ACP reductase (KR), �-hydroxyacyl-ACP
dehydratase (DH), and enoyl-ACP reductase
(ER). The fully reduced acyl-ACP then loads the
ketosynthase for another round of chain
extension, or the product is incorporated into
other metabolic pathways.
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ferase, step with acetyl-CoA as the acyl
donor, in contrast to KASI and KASII, which
utilize carrier protein-bound moieties. There-
fore, KASIII would not be expected to form a
fusion construct with these tools. However,
KASI and KASII, which perform their acyltrans-
ferase step with acyl-ACP, should be cross-
linked to ACP. The resulting complexes KASI–
ACP and KASII–ACP would therefore contain
an irreversibly blocked ketosynthase activity,
thus abrogating fatty acid processivity.

The one-pot incubation of 2, 4, or 5 with
the CoA biosynthetic enzymes, the PPTase
Sfp, ACP, and either of the ketosynthases
KASI or KASII generates irreversible covalent
cross-linking between ACP and the ketosyn-
thase domain (Figure 4). These products
resulted in observed gel shifts of the keto-

synthase band from an observed mass
�50 kDa for the ketosynthase to �80 kDa
for the ACP–KAS complex when analyzed by
SDS-PAGE (Figure 4, panel b). Extra bands
seen in the regions of KASI and ACP–KAS of
our negative control (Figure 4, panel b, lanes
1c and 2c) were contaminants that eluted
with our His-tagged proteins during metal
affinity chromatography. The large gel
shift of the complex ACP–KAS would be
expected, as the acidic ACP is known to run
at an observed mass greater than �20 kDa
on SDS-PAGE (22). Nevertheless, the unusu-
ally large gel shift of the ketosynthase upon
ACP binding merited further investigation,
discussed below. SDS-PAGE analysis con-
firmed that no other enzymes in the mixture
interacted with the modified crypto-ACP 7,

8, or 9. In addition, no interaction between
modified ACP and KASIII was detected (data
not shown). While each of the compounds
gave the same cross-linking effect, the chlo-
roacrylamide compounds 4 and 5 gave
superior efficiency in cross-linking than the
epoxide 2 in their interactions with both
KASI and KASII. This is likely due to slow
hydrolysis of the epoxide prior to interaction
with the ketosynthase active site cysteine.
However, it is also possible that the
extended reactive centers of 4 and 5 favor
ACP interaction. The site of nucleophilic
attack for both 4 and 5 is two carbon lengths
longer than the normal acylated panteth-
eine, while the terminal epoxide of 2 is one
carbon length shorter. This chain length
preference by the ketosynthase is currently
being investigated. Nevertheless, these
results suggest rather permissive acyl-ACP
substrate loading by the E. coli fatty acid
ketosynthases. In addition, there is a small
but observable preference by both ketosyn-
thases for the trans-isomer 4 over the cis-
compound 5, as visualized by band inten-
sity. This preference has been observed in
previous studies of structurally related cys-
teine proteases (18).

To investigate the unusually large gel shift
of the ketosynthase band on SDS-PAGE,
cross-linked proteins 10 and 11 were ana-
lyzed using in gel digestion followed with
MALDI-TOF tandem mass spectrometry to
verify the identity of each enzyme partner as
well as the site-specificity of the cross-
linking reaction. Considerable portions of
both the ACP and each ketosynthase were
detected (see Supplementary Figure 1).
Importantly, active site residues Ser36 for
ACP, Cys163 for KASI, and Cys164 for KASII
were not identified in three independent
analyses, suggesting the covalent modifica-
tion had formed as designed in a mechanism-
based manner. In addition, the lack of inter-
action between modified ACP and other
enzymes in the one-pot reaction further sup-
ported the specific nature of the cross-
linking between Ser36 of ACP and the active
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site cysteine of KASI and KASII. Because of
the nature of the proteomic analysis used,
we were unable to observe a peptide frag-
ment representative of the region incorpo-
rating both active sites. We have chosen to
address this issue using protein crystallo-
graphic studies, which are forthcoming.
Finally, the absence of reactivity between
ACP and the conserved active site cysteine
of KASIII suggests that the ACP binding motif
of KASI and KASII is essential for substrate
loading, while KASIII, which does bind ACP
subsequent to priming by acetyl-CoA, may
undergo a conformational change upon
substrate loading. It is also probable that
KASIII reacted with residual CoA analogues
formed in situ within the one-pot reaction.

Because KASIII utilizes acetyl-CoA as an
acyl donor, the absence of cross-linking by
KASIII with these carrier protein analogues
indicates that the cross-linking activity may
be used to visualize protein–protein interac-
tions between enzymes that demonstrate
partner reactivity (Figure 1). To establish this
potential, we investigated the use of pan-
tetheine analogue 4 for specificity of KASI
with recombinant carrier protein domains
active in natural product biosyntheses.
These included two carrier proteins from
nonribosomal peptide synthases, VibB
(from Vibrio cholerae) and EntB (from
E. coli), as well as two carrier proteins from
type II polyketide synthases, FrenACP (from
Streptomyces roseofulvus) and OtcACP

(from Streptomyces rimosus) (Figure 4,
panel c). Cross-linking with KASI was seen
only with FrenACP and OtcACP, while VibB
and EntB remained unmodified. Clear pref-
erence for E. coli ACP could be seen by com-
parison of intensity in the cross-linked
bands. This result reflects the well-known
sequence and activity-based homology
between type II fatty acid ACPs and type II
polyketide synthase ACPs. Indeed, type II
polyketide ACPs are known to catalyze
transformations with type II fatty acid syn-
thase machinery from E. coli and streptomy-
cete hosts (23–25). A lack of cross-linking
between KASI and nonribosomal peptide
carrier proteins indicates a distinct specific-
ity in protein–protein interaction that is not
satisfied with these pairings. The details of
these interactions may be better understood
through structural studies. Efforts to further
understand the effect of specific residues
upon protein–protein interactions in these
modular synthases remain essential toward
understanding their connected activity.

Here, we have shown the utility of chemo-
enzymatic synthesis of post-translationally
modified carrier proteins to generate a
mechanism-based cross-linking reagent.
This approach has the potential for general
applicability to all systems involving carrier
protein-mediated acyl transfer. These mol-
ecules may prove to be potent mechanism-
based inactivators of type II fatty acid bio-
synthetic machinery in vivo. We also foresee

the application of similar cross-linking
experiments to probe substrate selectivity of
ACP-mediated synthases via modified
carrier proteins.

METHODS
Synthetic protocols, compound characterization,

and additional experimental procedures may be
found in the Supporting Information.

Kinetics. Kinetic analysis was performed accord-
ing to the protocol of Strauss and Begley (26).

Cross-Linking of Recombinant ACP and
Ketosynthase. To compare 2, 4, and 5 by SDS-
PAGE, we used the following procedure. To a
50 mM potassium phosphate, pH 7.0, buffer with
12.5 mM Mg2Cl2 and 8 mM ATP were added ACP
(10 �g, 5-fold excess), ketosynthase (10 �g), CoaA
(1 �g), CoaD (1 �g), CoaE (1 �g), and B. subtilis
Sfp (10 �M). To the mixture, we added 2, 4, and 5
(2 mM), and the mixture was incubated at 37 °C for
a minimum of 1 h. Negative controls contained no
pantetheine analogue. Reaction times ranging
from 1 h to overnight were tested for these reac-
tions, and we found that a 1 h incubation time was
sufficient. Samples were run on a 9% SDS-PAGE,
where cross-linked product was detected by stain-
ing with Coomassie blue stain.

To compare fatty acid, polyketide, and nonribo-
somal peptide carrier proteins with SDS-PAGE, we
used the following procedure. To a 50 mM potas-
sium phosphate, pH 7.0, buffer with 12.5 mM
Mg2Cl2 and 8 mM ATP were added carrier protein
(5–10 �g, 3-fold excess), KASI (10 �g), CoaA
(0.1 �g), CoaD (0.1 �g), CoaE (0.1 �g), and B. sub-
tilis Sfp (10 �M). To the mixture, we added 4
(4 mM), and the mixture was incubated at 37 °C for
a minimum of 1 h. Samples were run on a 10%
SDS-PAGE, where cross-linked product was
detected by staining with Coomassie blue stain.
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Figure 4. Application of the method for
CP–KAS formation to the E. coli fatty acid
synthase pathway. a) Apo-ACP is incubated
with CoaA, CoaD, CoaE, and Sfp in the
presence of ATP and 2, 4, or 5 to generate
crypto-ACP with a pantetheine (p) analogue
sidearm. Crypto-ACP reacts with the active site
cysteine of the ketosynthase to form the CP–
KAS fusion product. b) SDS-PAGE analysis
of one-pot reactions to form ACP–KAS
complexes. ACP was reacted with KASI in
lanes 1a–d and with KASII in lanes 2a–d.
Lanes designated “a” were incubated with
compound 5, “b” with 4, and “d” with 2; lanes
“c” were negative controls with no
pantetheine analogue. c) SDS-PAGE analysis
of one-pot reactions to form CP–KASI
complexes using compound 4. KASI was
reacted against water (as a negative control),
E. coli ACP, FrenACP, OtcACP, EntB, and VibB
in lanes 1–6, respectively.
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Construction and Engineering of Positive Feedback
Loops
Daniel J. Sayut, Yan Niu, and Lianhong Sun*
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ABSTRACT Artificial positive feedback loops
(PFLs) have been used as genetic amplifiers for
enhancing the responses of weak promoters and
in the creation of eukaryotic gene switches. Here
we describe the construction and directed evolu-
tion of two PFLs based on the LuxR transcrip-
tional activator and its cognate promoter, PluxI.
The wild-type PFLs are completely activated by
10 nM of 3-oxo-hexanoyl-homoserine lactone
(OHHL). Directed evolution of LuxR increased the
sensitivity of the feedback loops, resulting in
systems that are completely activated at OHHL
concentrations of 5 nM, or �3 molecules per cell.
The responses of the PFLs can also be modulated
by adjusting inducer concentrations. These
highly sensitive yet regulatable PFLs can be used
to construct larger artificial genetic networks to
gain understanding of the design principles of
complex biological systems and are expected to
find various applications in industrial fermenta-
tion and gene therapy.

T here are many examples of positive
feedback in biological networks,
including the nuclear factor �B and

p53 signaling pathways, both of which regu-
late a diverse range of physiological func-
tions (1, 2). Most genetic positive feedback
loops (PFLs) exhibit switchlike “all-or-none”
bistability, though a binary response is not
the only possible output of positive feed-
back (3, 4). For the response of a PFL to be
bistable, the system must contain some
degree of ultrasensitivity (5), and its compo-
nents must be balanced (6). In this regard,
the combining of experimental results with
stochastic models has proven to be valu-
able in predicting and characterizing the
behavior of artificial positive feedback con-
structs (7, 8). The bistable responses that
result from properly designed PFLs allow for
their use as genetic switches to regulate
gene expression. In one such example, posi-
tive feedback has been used to enhance the
transcriptional activity of cell- and tissue-
specific promoters, providing a method for
the enhancement of gene expression in
gene therapy (9, 10). The desired properties
of PFLs used for controlling gene expression
are that they are simple, tightly regulated,
easily inducible, and nontoxic (11, 12).
Because of these requirements, it is gener-
ally not effective to construct artificial PFLs
using natural regulatory elements, as these
elements are optimized for survival and
reproduction rather than gene expression
(13). As a result, an engineering strategy is
frequently necessary to optimize the func-
tion of artificial genetic circuits (14). Demon-

strating this principle, we have used
directed evolution to enhance the properties
of PFLs constructed from bacterial quorum-
sensing components.

Bacterial quorum-sensing systems are
typically very sensitive to their inducers, acti-
vating gene expression at inducer concen-
trations �1 �M (15). Despite these innate
sensitivities, we anticipated that more sen-
sitive systems could be obtained by con-
structing PFLs based on quorum-sensing
components. To construct our PFLs, we uti-
lized the LuxR transcriptional activator and
PluxI promoter isolated from the quorum-
sensing system of the marine bacterium
Vibrio fischeri (16, 17). The LuxI–LuxR
quorum-sensing system has been the focus
of many studies due to its natural properties
and possible applications in synthetic
biology (18–20). In this system, LuxR acti-
vates the PluxI promoter in the presence of
high concentrations of 3-oxo-hexanoyl-
homoserine lactone (OHHL) (21). Using
these components, we constructed the first
PFL, PFL1, by using PluxI to regulate expres-
sion of LuxR (Figure 1, panel a). A gfpuv gene
upstream of luxR determines the output of
the circuit. An alternative PFL, PFL2, which is
similar to PFL1 but with an additional consti-
tutively expressed LuxR, was also con-
structed (Figure 1, panel b). In both of these
systems, exogenous addition of OHHL
causes activation of the PluxI promoter by
LuxR, resulting in expression of luxR and
gfpuv. The increased expression of LuxR
further enhances the activity of the PluxI pro-
moter, resulting in positive feedback. In
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designing PFL1, we assumed that basal
expression of LuxR from the PluxI promoter
would be high enough to result in system
activation upon addition of OHHL. In addi-
tion to the two PFLs, a reference feedforward
loop (FFL) composed of a GFPuv protein
regulated by a PluxI promoter was also con-
structed to characterize the PFLs.

In populations governed by positive feed-
back, population heterogeneity is deter-
mined by the level of noise in the regulatory
loop and the strength of the feedback (8, 22,

23). The population distributions of cells
in the “on” and “off” states leads to an
observed graded response at the popula-
tion level (23, 24). Consequently, we charac-
terized the PFLs and FFLs by measuring their
dose-responses (25) (Figure 1, panel c) and
determining [OHHL]50, which we defined as
the OHHL concentrations required by each
circuit for half-maximal activation (Table 1).
Both wild-type PFLs exhibit improved
responses to OHHL over the FFL with a
10-fold decrease in [OHHL]50. Complete acti-

vation of PFL1 and
PFL2 occurred at
OHHL concentra-
tions of 10 nM,
corresponding to
�6 molecules per
cell (the volume of
an Escherichia coli
cell is �1 �

10�15 L), a sensi-
tivity that is rarely
observed for
inducible genetic
systems. The
responses of the
two PFLs are
similar, with PFL2

showing slightly increased activity at OHHL
concentrations �1 nM, presumably due to
an increased level of LuxR in PFL2. Activation
of PFL1 in the presence of OHHL indicates
that basal expression from PluxI allows for
sufficient accumulation of LuxR for system
activation, which is consistent with the
native biological functions of the promoter
(16). Despite the basal activity of the PluxI

promoter, the background activities of the
two systems as measured by the GFPuv
signal are minimal, and OHHL is required for
activation. Overall, the high sensitivities of
the feedback loops coupled with the ability
to stringently control their response make
them attractive alternatives to previously
constructed genetic circuits for the efficient
regulation and amplification of gene expres-
sion (12, 26, 27).

To determine if the sensitivity of the PFLs
could be increased, we used directed evolu-
tion to enhance the activities of the LuxR
transcriptional activator (Figure 1, panel d).
In a series of papers, directed evolution has
been used to alter LuxR’s specificity for its
cognate signal molecule in order to allow for
the creation of unique LuxR proteins that

can be used for the construction of synthetic
circuits with minimal cross talk (25, 28).
Mutant LuxR proteins that are hypersensi-
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Figure 1. Design and response of PFLs. Schematic diagrams of a) PFL1 and b) PFL2. In PFL1, basal levels of LuxR are
activated upon addition of OHHL, resulting in activation of the PluxI promoter and establishment of positive feedback. In
PFL2, intracellular concentrations of LuxR are increased by addition of a second LuxR gene constitutively expressed from a
Plac/ara promoter. c) OHHL dose-responses of wild-type PFL1, PFL2, and reference FFL. Data measured using GFPuv
fluorescence. d) Schematic diagram of directed evolution procedure. See main text for discussion.

TABLE 1. Characteristics of mutant LuxR proteinsa

Nucleotide
substitutions

Amino acid
substitutions

[OHHL]50,PFL1 (nM) [OHHL]50,PFL2 (nM)

Wild type N/A N/A 5.05 � 0.30 4.48 � 0.34
Mut64 A503T N168I 2.08 � 0.13 1.65 � 0.04
Mut616 T138C I46I 0.54 � 0.04 0.38 � 0.02

A193G K65E
A311C K104T
T606A D202E

Mut620 A343G T115A 1.41 � 0.06 0.96 � 0.04
G484A V162I

Mut627 T90C S30S 1.85 � 0.04 1.33 � 0.06
T147A H49Q
A355T I119F

aThe [OHHL]50 value for the FFL is 79.9 � 5.53.

LETTER

www.acschemicalbiology.org VOL.1 NO.11 • 692–696 • 2006 693



tive to OHHL were also obtained although
the libraries were not screened for this prop-
erty (20, 25). Therefore, we predicted that by
using a similar genetic screen in the directed
evolution of LuxR, we could identify more
mutant LuxR proteins with hypersensitive
responses to OHHL.

The mutant LuxR library was created
using error-prone polymerase chain reaction
(PCR) (29). Putative positive mutants were
identified using a fluorescence screen of
cells transformed with FFLs containing the
mutant LuxR proteins (25). Screening of
�40,000 colonies identified 6 putative
positive mutants. Subsequent fluorescence
quantification of the mutant responses con-
firmed 4 of the 6 putative positive mutants
as having enhanced responses over the
wild-type LuxR. The amino acid substitutions
for the LuxR mutants are given in Table 1.
Most of the identified mutations are posi-
tioned in the amino terminal domain and
presumably alter the binding ability of the
OHHL signal molecule (30–32). While all of
the identified mutations are novel, most of
them are located near regions that were
determined to be critical for LuxR function or
near residues predicted to be part of the
OHHL binding pocket. In particular, the K65E
mutations is within three residues of two of
the amino acids expected to make up part of

the OHHL binding pocket (31), and the
I119F mutation is adjacent to a residue that
is critical for LuxR function (32). One of the
mutations, D202E, is positioned in a sus-
pected helix–turn–helix motif (residues
200–224) and likely alters DNA binding.
Alignment of the mutant sequences with the
crystal structure of the LuxR homologue TraR
supports the hypothesized role of the muta-
tions in affecting OHHL binding (Figure 2).

Using the mutants identified in our
screen, we constructed PFLs as described
above and determined their responses
(Figure 3). All of the mutant PFL1 and PFL2
systems had higher sensitivities to OHHL
with [OHHL]50 values that varied between
10- and 2.5-fold less than those of their re-
spective wild-type feedback loops (Table 1).
Except for Mut64 all of the mutant PFL2 PFLs
exhibited OHHL responses that were signifi-
cantly more sensitive than the mutant PFL1
PFLs, as well as improved saturation
responses. The saturated responses of the
PFL2 mutant systems were similar to the
reference wild-type PFL2 systems. In the
absence of OHHL, all mutant and wild-type
PFLs had similar background level re-
sponses. Because of the highly sensitive
responses of the first round of mutants,
further evolution or recombination of the
recovered mutants was not pursued.

Determining the exact mechanism for the
increased sensitivity of the mutant PFLs is
complicated because of large array of pro-
cesses involved in LuxR controlled gene
expression (33). To activate gene expres-
sion, the LuxR protein must bind the OHHL
signal molecule and then undergo confor-
mational changes that allow for dimeriza-
tion, DNA binding, and interaction with RNA
polymerase to activate transcription (17). In
addition, the responses will be affected by
the intercellular concentrations of the
mutant LuxR proteins, which can vary from
the wild type because of changes in expres-
sion, folding, stability, or solubility (25). The
presence of the constitutively expressed
LuxR or mutant LuxR gene in the PFL2 cir-

cuits allows for the effects of increased intra-
cellular concentrations of the transcription
factor to be examined by comparing the re-
sponses of the PFL2 circuits to the responses
of the PFL1 circuits. The increased responses

Figure 2. Mapping of identified LuxR amino
acid substitutions in the crystal structure of
TraR. The TraR dimer, target DNA, and OHHL
signaling molecules are shown. The structures
of the TraR residues that align with the amino
acid substitutions in LuxR are labeled. Five of
the identified mutants (H49Q, K65E, K104T,
T115A, and I119F) cluster around the signal
binding pocket. Two of the mutants (V162I and
N168I) occur at the interface between the TraR
dimers. Mutation D202E aligns to the DNA
binding domain. While the amino acid
sequence homology of LuxR and TraR is
<20%, the overall structure homology of the
two proteins is predicted to be high.
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Figure 3. OHHL dose-responses of mutant PFL1
and PFL2 circuits compared against reference
wild-type PFL2 circuits. WT � wild type. Data
measured using GFPuv fluorescence.
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of the Mut616, Mut620, and Mut627 PFL2
circuits in comparison to their respective
PFL1 circuits show that increased intra-
cellular concentrations of the LuxR protein
increases the sensitivities of the PFLs and
results in higher saturation levels. This sug-
gests that the expression levels for the wild-
type and mutant PFL2 circuits are similar, as
there is no observable difference in the satu-
rated responses of the mutant and wild-type
PFL2 circuits. Therefore, the mutations iden-
tified in this study most likely increase the
sensitivity of the LuxR protein by altering its
interactions with OHHL or the regulatory ele-
ments of the PluxI promoter.

Directed evolution is a powerful tool for
the alteration of protein properties and has
been used to tune the responses of artificial
genetic circuits (14, 34). Here we have dem-
onstrated the use of directed evolution for
the enhancement of two simple PFLs. The
resultant PFLs showed at least 2-fold
improvements in sensitivity over the wild-
type PFL, leading to complete activation of
the mutant systems at low nanomolar con-
centrations of inducer. To obtain these engi-
neered systems, we isolated the LuxR tran-
scriptional activator and evolved its sensitiv-
ity to the OHHL inducer. This modular
approach simplified the evolution proce-
dure, allowing the overall sensitivity of the
feedback loops to be modified using estab-
lished evolutionary techniques. Similar
methods that target the activators present in
other positive feedback mechanisms and
genetic circuits should allow for the engi-
neering of a broad range of systems (9, 20).

Despite the extremely high sensitivities of
the engineered PFLs, their responses can
still be modulated by altering the OHHL con-
centration in the induced cultures. This
property makes the constructed feedback
loops attractive for applications that require
regulatable gene expression, such as meta-
bolic engineering and gene therapy (27,
35–37). A significant disadvantage of using
inducible gene expression systems in large-
scale fermentations is the high cost of the

chemical inducers used for activation of
gene expression (38). Compared to other
inducible gene regulation methods that
require millimolar concentrations of inducer
to completely activate gene expression (4,
12, 39), the constructed PFLs are fully acti-
vated at nanomolar concentrations of OHHL,
increasing their cost effectiveness in indus-
trial fermentations. Autonomous system
activation can also be achieved by coex-
pression of the LuxI OHHL synthase (20, 31),
bypassing the need to exogenously add
OHHL. The resulting systems would regulate
gene expression in a cell-density-dependent
manner with many promising biotechnologi-
cal applications (40, 41). Finally, quorum-
sensing components homologous to those
used to construct the PFLs have been used
to construct functional genetic switches in
mammalian and human cells (42, 43), sug-
gesting potential application of these loops in
gene therapy and tissue engineering (27, 44).

METHODS
Bacterial Strains, Plasmids, Media, and Culture

Conditions. E. coli strain DH5	 was used for all
cloning and plasmid construction. E. coli strain
Top10F
 was used for expression experiments.
E. coli strains were cultured in Luria–Bertani (LB)
media at 37 °C with shaking or on LB agar plates.
Phosphate-buffered saline was used for fluores-
cence measurements. Media were supplemented
with kanamycin (50 �g mL�1) and chlorampheni-
col (100 �g mL�1) as appropriate. OHHL (Sigma)
was used for the LuxI–LuxR system activation. All
restriction enzymes are obtained from New
England Biolabs.

Plasmid Construction. The plac-LuxRI and plux-
GFPuv plasmids were obtained from the Arnold
Group at Caltech (25). Plasmid plac-LuxR
(Supplementary Figure 1, panel a) was constructed
from the plac-LuxRI plasmid by PCR using the
LuxR�I_For (5=-GGATCCATAAACACGCTGTTAGTCA-
AGG-3=) and LuxR�I_Rev (5=-TTTCTACAACTAAGT-
CCCACTC-3=) primers. These primers were
designed to amplify the plac-LuxRI plasmid exclud-
ing a large portion of luxI. After amplification, the
plasmid was recircularized by digestion with
BamHI followed by ligation with T4 DNA Ligase
(New England Biolabs). Plasmid plux-GFPuv-LuxR
(Supplementary Figure 1, panel b) was constructed
by ligating PvuI and NotI digested plux-GFPuv with
luxR amplified from the plac-LuxR plasmid using
primers LuxR(RBS)_For (5=-GAGCGATCGTTAAAG-
AGGAGAAAGG-3=) and LuxR(RBS)_Rev (5=-ATAG-
CGGCCGCACTTAATTTTTAAAGTATGG-3=). Plux-
GFPuv-LuxR mutant plasmids containing the

mutant LuxR genes were constructed in an identi-
cal manner.

Library Construction and Screening. LuxR
mutants were constructed by error-prone PCR
using Taq polymerase (Eppendorf) with 7 mM
MnCl2 to increase mutation rates and increased
dCTP and dTTP concentrations to counter Taq
mutational bias as described (29). The primers
LuxR(ePCR)_For (5=-GAAAGGTACCCATGAAAAAC-
ATAAAT-3=) and LuxR(ePCR)_Rev (5=-CGGGGAT-
CCCGTACTTAATT-3=) were used to amplify the LuxR
gene using plac-LuxR plasmid as the template. The
library was constructed by ligating KpnI- and
BamHI-digested plac-LuxR with the amplified
mutants using T4 DNA ligase. Screening of the
library was performed using a slightly modified
protocol described in ref 25. Ligated mutant plas-
mids were transformed into Top10F= E. coli con-
taining the plux-GFPuv plasmid and grown on LB
plates containing 1 mM IPTG, 10 nM OHHL, and
selection antibiotics at 37 °C for 18 h. The plates
were then incubated at RT and visually checked for
fluorescence every hour using a UV-transillumi-
nator. Colonies becoming fluorescent before wild
type were isolated and rescreened to ensure
activity.

Fluorescent Quantification of LuxR Mutants and
Positive Feedback Mechanisms. The methods used
to quantify the LuxR mutant proteins and the con-
structed PFLs were identical. The plac-LuxR mutant
plasmids were transformed into Top10F
 E. coli
(Invitrogen) containing the plux-GFPuv signal
plasmid for mutant screening, or the plux-GFPuv-
LuxR mutant plasmids for establishment of mutant
PFL2s. Mutant PFL1s were established by trans-
forming Top10F
 E. coli with plux-GFPuv-luxR
mutant plasmids. Transformed cells were grown
on LB plates, and single colonies were used to
grow overnight cultures. Log phase cultures (OD595

� 0.3) were obtained by diluting overnight cul-
tures 200-fold in fresh LB media containing 1 mM
IPTG and growing at 37 °C for 3 h. After this growth
period, cultures were induced with OHHL and incu-
bation was continued for an additional 4 h. Cul-
tures were then resuspended in phosphate-
buffered saline and transferred to a clear bottom
96-well plate. A microtiter plate reader (Molecular
Devices, SpectraMax M5) was used to measure the
fluorescence of the GFPuv signal with excitation of
395 nm and emission of 509 nm. Fluorescence
intensities were normalized to optical density at
505 nm. Each data point on response curves rep-
resents fluorescence data from two independently
grown cultures.
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Phosphopeptide Modification and Enrichment
by Oxidation–Reduction Condensation
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P hosphorylation is an important
post-translational modification that
influences protein function and cell

signaling (1). Because of its role in regulat-
ing protein activity, characterizing and moni-
toring phosphorylation events is a fruitful
area of proteomics research. Although tradi-
tional methods for monitoring phosphory-
lated proteins include in vivo 32P-labeling
and gel electrophoresis, mass spectrometric
(MS) analysis has emerged as a useful tool
for phosphoproteomics applications (2). To
increase the probability of detecting phos-
phopeptides in complex peptide mixtures,
MS analysis is typically preceded by a phos-
phopeptide enrichment step, such as immo-
bilized metal affinity chromatography (IMAC)
(2, 3). Unfortunately, the reliance of IMAC
methods on noncovalent interactions for
phosphopeptide capture results in contami-
nation with unphosphorylated peptides (4).

Towards more effective enrichment
strategies, phosphopeptides have been
attached to a solid phase via covalent
bonds. For example, multiple strategies rely
on phosphate �-elimination followed by
thiol conjugate addition for covalent solid-
phase capture (4–9). After the solid phase
is washed, phosphopeptides are recovered
by cleavage from the resin. A limitation of
the strategy is that �-elimination occurs with
unphosphorylated peptides, including
serine, threonine, and glycosylated amino
acids (10, 11), which contaminate the
enriched mixture and complicate the MS
analysis. In addition, only phosphoserine-
and phosphothreonine-containing peptides
are susceptible to �-elimination conditions,

which excludes analysis of phosphotyrosine-
containing peptides.

As an alternative to �-elimination strate-
gies, two direct phosphate modification
reactions have been previously explored
for phosphopeptide capture. In the first
approach, a phosphotyrosine-containing
peptide was alkylated using an �-diazo car-
bonyl functionalized resin for capture and
release (12). In the second approach, phos-
phopeptides from cell lysates were enriched
using carbodiimide condensation (13, 14).
Like the �-elimination approach, a limitation
of the two covalent chemistries is that their
compatibility with phosphoserine, phos-
phothreonine, and phosphotyrosine pep-
tides has not been established. Specifically,
the alkylation chemistry has only been vali-
dated with phosphotyrosine-containing
peptides, while the carbodiimide conden-
sation strategy required initial enrichment
of phosphotyrosine-containing peptides
using antibodies. Because covalent phos-
phopeptide enrichment has the potential
to significantly aid phosphoproteomics
research, new strategies that enrich all
phosphopeptides and avoid contamina-
tion by unphosphorylated peptides are
needed.

In search of a new chemical strategy to
enhance the chemical selectivity of phos-
phopeptide capture, we considered the oxi-
dation–reduction condensation, where a
phosphine and disulfide act to activate a
phosphate for subsequent coupling with an
alcohol or amine (Scheme 1). Oxidation–
reduction condensation was originally
reported for alkylation of phosphates to
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ABSTRACT Many cellular processes are regu-
lated by the reversible phosphorylation of pro-
teins. Despite the importance of monitoring pro-
tein phosphorylation, available methods to
modify and enrich phosphopeptides from com-
plex mixtures for subsequent mass spectro-
metric analysis are challenging. Here the oxida-
tion–reduction condensation was shown for the
first time to directly modify the phosphate of
phosphopeptides and phosphoproteins. By cou-
pling with a solid-phase resin, the oxidation–re-
duction condensation was validated for capture
and recovery of phosphoserine-, phospho-
threonine-, and phosphotyrosine-containing
peptides from a peptide mixture. In addition,
full-length phosphoproteins or phosphopep-
tides from a protein digestion were captured and
recovered using the oxidation–reduction con-
densation, demonstrating its compatibility with
protein mixtures. The strategy modifies all phos-
phopeptides, maintains high chemical selec-
tivity, requires only two steps, and relies on com-
mercially available reagents, suggesting that the
oxidation–reduction condensation has the
potential to enhance phosphopeptide enrich-
ment methods and encourage development of
efficient biochemical and proteomics tools tar-
geting phosphorylation.
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create mixed phosphate diesters and phos-
phoramidates (15). Subsequently, oxida-
tion–reduction condensation of nucleic
acids was exploited to create various
phosphate-modified DNA and RNA ana-
logues (16–18). In addition, the oxidation–
reduction condensation was employed for
amino acid coupling in peptide synthesis
(19). Despite the reported efficiency for
phosphate modification and compatibility
with peptides, the oxidation–reduction con-
densation has not been exploited with
phosphopeptides.

We initially tested the oxidation–reduc-
tion condensation for phosphopeptide
modification using synthetic peptides to
allow a rigorous assessment of chemical
selectivity. Phosphokemptide, (peptide 1,
Table 1), a natural enzymatic product of
cAMP-dependent protein kinase (20), was
generated. In addition, peptides where the
phosphoserine of phosphokemptide was
replaced by serine, cysteine, or aspartic acid
(peptides 2, 3, and 4, Table 1) were synthe-

sized to assess chemical selectivity.
Because the carboxyl terminus and carbox-
ylic acid side chain of each peptide would
react under conditions of oxidation–reduc-
tion condensation, the acids were selec-
tively protected in the presence of phos-
phate esters, as previously reported
(Scheme 1) (12, 14). MALDI-TOFMS data of
the peptide products after protection were
consistent with conversion of the carboxyl
termini of peptides 1–3 to methyl esters
(Table 1). In addition, aspartic acid-con-
taining peptide 4 displayed a mass consis-
tent with protection of the carboxyl terminus
and carboxylic acid side chain. The pro-
tected peptides were used in the oxidation–
reduction condensation reactions without
purification.

The condensation of peptides 1–4 was
initiallyexploredwithbenzylamine(Scheme1,
where R � Ph) because earlier work demon-
strated an 80% conversion of phosphate
to phosphoramidates (15). The oxidation–
reduction condensation was carried out with

the protected
phosphoserine-
containing
peptide 1b
(Scheme 1), and
MALDI-TOFMS
data (Table 1)
indicated conver-
sion to a single
product consistent
with benzylamine
condensation
(1c). In contrast,
unphosphory-
lated peptides 2,
3, and 4 were
unreactive under
the condensation
conditions; only
the presence of
the starting pro-
tected peptide

was observed (Table 1). The data indicate
that oxidation–reduction condensation with
benzylamine is dependent on the presence
of a phosphate group.

To assess the efficiency of the two-step
phosphate modification reaction, the
product mixture after oxidation–reduction
condensation of peptide 1b with benzyl
amine was separated using reverse-phase
HPLC (Supplementary Figure 1). While start-
ing protected peptide 1b was present in the
reaction mixture, the predominant peptide
peak corresponded to the condensation
product 1c. Quantification of the peptide
peaks indicated an average of 89% conver-
sion to condensation product.

To test the reactivity of the other phos-
phorylated peptides under condensation
conditions, we synthesized peptides 5, 6, 7,
and 8 by replacing the phosphoserine of
peptide 1 with phosphothreonine, threo-
nine, phosphotyrosine, and tyrosine,
respectively (Table 1). Oxidation–reduction
condensation was carried out with the pro-
tected peptides, and MALDI-TOFMS data of
the reaction products indicated that only the
phosphopeptides were modified under the
reaction conditions; unphosphorylated pep-
tides were unreactive. HPLC analysis indi-
cated an average of 90% conversion of the
phosphothreonine peptide 5 to condensa-
tion product (Supplementary Figure 2), dem-
onstrating that the condensation reaction
equally modifies phosphoserine- and
phosphothreonine-containing peptides. In
the case of phosphotyrosine peptide 7,
HPLC analysis revealed an average of 58%
conversion to condensation product
(Supplementary Figure 3). In total, the data
indicate that the oxidation–reduction con-
densation reaction modifies all phosphate-
containing peptides, with phosphoserine
and phosphothreonine modified to a greater
extent. In addition, phosphopeptides but
not unphosphorylated peptides are suscep-
tible to the reaction conditions.
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Scheme 1. The two-step protection/oxidation–reduction condensation of phosphoserine-containing peptide 1 with
benzyl amine.

TABLE 1. MALDI-TOFMS data of peptides 1–8 after
carboxylic acid protection and oxidation–reduction
condensation with benzylamine

Peptides
Protected peptides Condensation products

Calcda Obsdb Calcda Obsdb

1 (AcLRRApSLG) 908.46 908.47 997.53 997.58
2 (AcLRRASLG) 828.50 828.47 917.56 828.47d

3 (AcLRRACLG) 844.47 844.51 917.56 844.51d

4 (AcARRADLG) 828.46c 828.44 903.56 828.44d

5 (AcLRRApTLG) 922.45 922.55 1011.54 1011.61
6 (AcLRRATLG) 842.52 842.52 931.58 842.52d

7 (AcLRRApYLG) 984.49 984.46 1073.54 1073.68
8 (AcARRAYLG) 862.48 862.71 951.57 862.71d

aCalculated values are masses [M � H]� of protected peptides and
expected condensation products. bObserved MALDI-TOFMS data were
collected in the positive ion mode. cCalculated mass of peptide pro-
tected at the C-terminus and aspartic acid side chain. dMass of pro-
tected peptide, indicating no reaction under the condensation
conditions.
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The next step toward development of a
selective phosphopeptide enrichment strat-
egy was testing the oxidation–reduction
condensation for solid-phase phosphopep-
tide capture. A mixture of synthetic peptides
was employed initially to assess the com-
patibility and selectivity of the condensation
in solid-phase capture and release. Phos-
phopeptides 1, 5, and 7 were subjected to
the two-step reaction conditions in the pres-
ence of glycine-conjugated Wang resin
(Scheme 1, where R � glycine-Wang resin)
to test chemical compatibility. To simulta-
neously assess chemical selectivity, six
competing unphosphorylated peptides
were also included in the peptide mixture:
peptides 2, 6, and 8, angiotensin, glucagon,
and an Abl substrate peptide (Table 1 and
Figure 1). These unphosphorylated peptides
were selected because they contain a
random pool of naturally occurring amino
acids. After solid-phase capture and resin
washing, the bound peptides were released
under acidic conditions. Whereas all nine
peptides were observed as a mixture in
solution before solid-phase capture (Figure
1, panel a), only the three phosphopeptides
were recovered after release from the resin
(Figure 1, panel b). Significantly, no trace of
unphosphorylated peptide was detected
after recovery. The data indicate that the
two-step protection/condensation reaction
strategy successfully captures all three
phosphate-containing peptides in the
presence of possible contaminating
unphosphorylated peptides. In addition,
the fact that the six unphosphorylated pep-

tides contained common functional groups
present in all proteins—carboxylic acids,
alcohols, thioethers, amines, amides, gua-
nidines, imidazoles, and indoles—indi-
cates that the reaction strategy is selective
for modification and capture of phosphate-
containing peptides.

To assess the limits of detection with the
solid-phase capture and recovery by oxida-
tion–reduction condensation, decreasing
quantities of phosphoserine peptide 1 were
subjected to bead binding and cleavage.
The phosphopeptide was recovered and
identified by MALDI-TOFMS with starting
quantities as little as 100 pmol (data not
shown). Because detection limits as low as
100 pmol have proven reliable for capture of
phosphopeptides in cell lysates (14), the
data indicate that the oxidation–reduction
condensation is compatible with the con-
centrations of phosphopeptides in biologi-
cal samples.

With the high selectivity and limits of
detection of the oxidation–reduction con-
densation established using synthetic pep-
tides, we sought to validate the reaction for
solid-phase capture of a phosphopeptide
from a full-length protein digestion. The
�-casein protein, which contains a phos-
phoserine residue, was used previously to
validate phosphopeptide enrichment for
proteomics applications (13, 14). Similarly,
the two-step oxidation–reduction conden-
sation was performed with a trypsin diges-
tion of the �-casein protein. Full-length
�-casein was initially reduced and alkylated
to improve solubility in organic solvents

before digestion with trypsin. Prior to enrich-
ment, the digested mixture showed multiple
peptide fragments, with only a small peak
corresponding to the phosphopeptide
(Figure 2, panel a). The peptide fragments
were subjected to the two-step capture with
the glycine-conjugated Wang resin. Follow-
ing cleavage from the resin, the only peptide
recovered corresponded to the phosphory-
lated peptide (Figure 2, panel b). The data
with �-casein indicate that the oxidation–
reduction condensation is compatible with
peptide mixtures derived from a phospho-
protein for application to proteomics research.

Previous phosphopeptide enrichment
using the carbodiimide condensation dem-
onstrated 20–35% recovery of phos-
phopeptides from a �-casein digestion
(13, 14). To directly compare the carbodi-
imide and oxidation–reduction condensa-
tion chemistries, we used quantitative MS
analysis to assess the efficiency of the
oxidation–reduction condensation for phos-
phopeptide capture on a solid phase, as
previously reported (14). Quantitative MS
indicated that an average of 37% of the
phosphopeptide was recovered from the
solid phase (Supplementary Figure 4), indi-
cating that the phosphopeptide recovery
with the oxidation–reduction condensation
is comparable to the previous carbodiimide
strategy. Coupled with the proven high se-
lectivity and phosphopeptide compatibility,
the experiments with �-casein establish
that the oxidation–reduction condensation
provides a needed alternative to previous
chemical approaches.
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Figure 1. Enrichment of phosphopeptides from a peptide
mixture. a, b) MALDI-TOFMS analysis of phosphopeptides 1, 5,
and 7 (shown in red) captured on a solid phase in the presence
of six unphosphorylated peptides: peptides 2, 6, and 8, angio-
tensin (DRVYIHPFHL, 1324.78 m/z), glucagon (AQDFVQWLMNT,
1380.65 m/z), and Abl substrate peptide (AcEAIYAAPFAKKK,
1406.87 m/z). Shown are reaction mixtures before solid-phase
capture (a) and after cleavage from the resin (b).
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To further assess the chemical versatility
of the oxidation–reduction condensation,
we tested the capture and recovery of full-
length phosphoproteins. Full-length �-
casein (Figure 2, panel c, lane 1) was incu-
bated with glycine-conjugated Wang resin
under conditions of the oxidation–reduction
condensation. Following cleavage from the
solid phase, the phosphoprotein was re-
covered and visualized by silver staining
(Figure 2, panel c, lane 2). Importantly,
unphosphorylated �-casein generated by
incubation with calf intestinal phosphatase
was not recovered (Figure 2, panel c, lane 3),
indicating that the capture is phosphate-
dependent. Because no direct phosphate
modification chemistry has been previously
shown to enrich full-length proteins, the
oxidation–reduction condensation provides
a general method for solid-phase capture of
phosphoproteins in addition to phospho-
peptides.

Finally, to demonstrate general compat-
ibility with multiple full-length proteins, the
oxidation–reduction condensation was
tested with the cyclic adenosine monophos-
phate response element binding (CREB)
protein, which is phosphorylated by protein
kinase A (PKA) at Ser133 (21). Full-length
CREB was over-expressed in bacteria as a
hexa-his tagged fusion protein and partially
purified using Ni-nitrilotriacetic (NTA) resin
(Figure 2, panel d, lane 4). The CREB protein
was untreated or phosphorylated with PKA
before capture and recovery via the protec-
tion/oxidation–reduction condensation.
CREB was enriched from the protein mixture
in a phosphorylation-dependent manner
(Figure 2, panel d, lane 6); unphosphory-
lated CREB was absent after solid-phase

capture (Figure 2, panel d, lane 5). In addi-
tion, a protein band migrating at the same
molecular weight as PKA was also observed
(Figure 2, panel d, lane 6), indicating the
capture of autophosphorylated PKA (22,
23). The experiments with full-length CREB
and PKA validate the compatibility of phos-
phoprotein enrichment with multiple pro-
teins. The fact that CREB maintains a single
phosphorylated serine (21) indicates that
the solid-phase capture method effectively
enriches proteins with only one phos-
phorylated amino acid. Importantly, phos-
phorylated CREB and PKA were enriched from
a mixture of proteins derived from cell
lysates, suggesting that the chemistry is
appropriate for phosphoproteomics applica-
tions.

We hypothesized that use of unexplored
chemistry for phosphopeptide modification
would have the potential to enhance the
compatibility and selectivity of enrichment
strategies. Here we demonstrate for the first
time that an oxidation–reduction condensa-
tion reaction selectively converts the phos-
phate of phosphopeptides and phospho-
proteins into phosphoramidates, allowing
solid-phase enrichment. The highlights of
the strategy include high chemical selectiv-
ity for phosphorylated peptides and proteins;
compatibility with phosphoserine, phospho-
threonine, or phosphotyrosine; and recovery
of full-length phosphoproteins, distinguish-
ing it from previous phosphate modification
strategies. In total, the data presented here
demonstrate that unexplored phosphate
modification chemistry such as the oxida-
tion–reduction condensation has the poten-
tial to enhance phosphopeptide and phos-
phoprotein enrichment strategies.

The spectrum of phos-
phopeptides identified
from a cellular mixture is
dependent on the type of
enrichment chemistry
employed (24). For
example, different proto-
cols for IMAC enrichment

identified overlapping but nonidentical
phosphopeptides from mouse synaptic pro-
teins (24). In addition, �-elimination and
IMAC methods yielded a nonredundant
group of phosphopeptides from mouse
brain (4). These results suggest that multiple
phosphopeptide enrichment approaches
are needed to fully characterize the phos-
phoproteome. The oxidation–reduction
condensation described here provides a
general phosphopeptide enrichment
approach with proven compatibility with
phosphoserine, phosphothreonine, and
phosphotyrosine peptides. In addition, its
high chemical selectivity will avoid con-
tamination by unphosphorylated peptides,
including glycosylated peptides (10, 11),
which will simplify MS analysis. Because
covalent phosphopeptide enrichment
methods have the potential to signifi-
cantly aid phosphoprotein analysis, new
strategies like the oxidation–reduction
condensation will encourage develop-
ment of efficient biochemical and pro-
teomics tools targeting protein phos-
phorylation.

METHODS
Phosphopeptide Modification Reactions. Pep-

tides 1–8 were synthesized using standard solid-
phase fmoc chemistry (see Supporting Information).
HPLC-purified peptide (0.04 �mol) was resus-
pended in 0.2 mL of anhydrous MeOH, and acetyl
chloride (2 N, 0.4 mmol) was added to generate
anhydrous HCl. After stirring for 30 min and solvent
evaporation, the protected peptide precipitate was
resuspended in 0.3 mL of anhydrous DMF under
argon gas, and 2,2=-dithiodipyridine (0.4 �mol,
10 equiv), N,N�-diisopropylethylamine (DIPEA)
(0.04 �mol, 1 eq), triphenylphosphine (0.4 �mol,
10 equiv), and benzyl amine (0.6 �mol, 15 equiv)
were added with vigorous shaking. After 5 h, the
reaction mixture was analyzed by MS and/or HPLC
(see Supporting Information).
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Figure 2. Enrichment of phosphopeptides from a protein digestion or full-length phosphoproteins. a, b) MALDI-
TOFMS of trypsin digested �-casein before (a) and after (b) solid-phase phosphopeptide capture and release. The
protected phosphopeptide (FQSEEQQQTEDELQDK, 2160.09 m/z) is minimally deprotected (2077.77 m/z) under the
cleavage conditions (shown in red). c) Full-length �-casein (lane 1) was recovered either untreated (lane 2) or after
phosphatase treatment (lane 3). d) Full-length CREB partially purified after over-expression in bacteria (lane 4) was
captured and recovered either untreated (lane 5) or after PKA phosphorylation (lane 6). The faster-migrating band
beneath CREB corresponds to autophosphorylated PKA.

700 VOL.1 NO.11 • 697–701 • 2006 www.acschemicalbiology.orgWARTHAKA ET AL.



Capture of Phosphopeptides Using Glycine-
Preloaded Wang Resin. The carboxylic acid groups
of the peptide (0.04 �mol) or peptide mixture
(0.32 �mol; peptides 1, 2, 5, 6, 7, and 8, angioten-
sin, glucagons, and Abl kinase substrate peptide
in a 1:1:1:1:1:1:3:3:2 molar ratio) were protected
as described, and the peptide precipitate was
resuspended in 0.1 mL of dry DMF. Fmoc-depro-
tected glycine-preloaded Wang resin (20 mg) that
was presoaked in dry DMF (0.2 mL) was added
under argon. The oxidation–reduction condensa-
tion reaction was initiated by addition of the
reagents described above, with exception of
benzyl amine. After shaking for 14 h, the resin was
collected and washed with DMF (10�), dichlo-
romethane (4�), 50% dichloromethane in ether
(3�), and ether (3�). The washed beads were
incubated with a mixture of 95% TFA, 2.5% TIS,
and 2.5% water (0.4 mL) for 2 h to cleave the
peptide. After solvent evaporation, the remaining
peptide precipitate was resuspended in water
before analysis by MALDI-TOFMS (see Supporting
Information).

Trypsin Digestion of �-Casein. Bovine �-casein
from milk (0.03 �mol, Sigma) was resuspended
in trypsin buffer (50 mM ammonium carbonate,
pH 8), reduced with 5 mM DTT at 60 °C for 30 min,
and alkylated with 15 mM iodoacetamide at 25 °C
for 30 min in the dark. Sequencing-grade trypsin
(Promega) was added in 1:100 ratio (trypsin/pro-
tein, w/w) at 37 °C overnight. After lyophilization,
the peptide fragments were protected in a solution
of 100 �L of anhydrous MeOH and 500 �L acetyl
chloride with vigorous shaking for 2 h at 12 °C.
Samples were lyophilized, and the oxidation–re-
duction condensation was initiated by addition of
10 mg of Fmoc-deprotected glycine-preloaded
Wang bead resin (presoaked and deprotected as
described previously), 2,2=-dithiodipyridine (302
mM), triphenylphosphine (130 mM), and DIPEA
(38 mM) in 0.3 mL of dry DMF for 15 h under argon,
followed by washing of the beads and cleavage as
described. MALDI-TOF analysis is described in the
Supporting Information.

Capture of Full-Length Proteins. Full-length CREB
was overexpressed in BL21 E. coli cells trans-
formed with the T7-7 CREB plasmid, a kind gift of
the Montminy lab (25), before purification with
Ni-NTA (see Supporting Information). To phos-
phorylate the CREB-containing mixture, 0.014 �mol
of total protein was incubated with 1500 units of
PKA and 200 �M ATP in 1� kinase reaction buffer.
To produce unphosphorylated �-casein protein,
calf intestinal phosphatase (1 �L) was incubated
with 0.03 �mol of protein for 1 h at 30 °C. The
CREB mixture (0.014 �mol) or �-casein protein
(0.03 �mol) was used directly in solid-phase
capture and release as described. After evapora-
tion of the solvent, the proteins were separated
using 12% SDS-PAGE before visualization by silver
staining.
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ABSTRACT The rapid emergence of drug-resistant variants of human immuno-
deficiency virus, type 1 (HIV-1), has limited the efficacy of anti-acquired immune
deficiency syndrome (AIDS) treatments, and new lead compounds that target
novel binding sites are needed. We have determined the 3.15 Å resolution crystal
structure of HIV-1 reverse transcriptase (RT) complexed with dihydroxy benzoyl
naphthyl hydrazone (DHBNH), an HIV-1 RT RNase H (RNH) inhibitor (RNHI). DHBNH
is effective against a variety of drug-resistant HIV-1 RT mutants. While DHBNH has
little effect on most aspects of RT-catalyzed DNA synthesis, at relatively high con-
centrations it does inhibit the initiation of RNA-primed DNA synthesis. Although
primarily an RNHI, DHBNH binds �50 Å away from the RNH active site, at a novel
site near both the polymerase active site and the non-nucleoside RT inhibitor
(NNRTI) binding pocket. When DHBNH binds, both Tyr181 and Tyr188 remain in
the conformations seen in unliganded HIV-1 RT. DHBNH interacts with conserved
residues (Asp186, Trp229) and has substantial interactions with the backbones of
several less well-conserved residues. On the basis of this structure, we designed
substituted DHBNH derivatives that interact with the NNRTI-binding pocket. These
compounds inhibit both the polymerase and RNH activities of RT.

H uman immunodeficiency virus, type 1 (HIV-1),
reverse transcriptase (RT) is essential for HIV
replication. RT converts the single-stranded viral

genomic RNA into a linear double-stranded DNA that can
be integrated into the host chromosomes (reviewed in
ref 1). The enzyme has two activities, (i) a DNA poly-
merase that can use either RNA or DNA as a template
and (ii) an RNase H (RNH) that selectively degrades the
RNA strand of an RNA–DNA heteroduplex. The RNH
activity of RT is required for virus replication; cellular
RNH cannot substitute for the retroviral enzyme (2). The
RNH activity degrades the genomic RNA during first-
strand (“minus-strand”) DNA synthesis, which allows
the newly synthesized DNA to be used as a template for
second-strand (“plus-strand”) DNA synthesis.

HIV-1 RT is a heterodimer consisting of 66 kDa (p66)
and 51 kDa (p51) subunits. The two polypeptide chains
have 440 N-terminal amino acid residues in common.
These comprise four polymerase subdomains: the
thumb, palm, fingers, and connection (3, 4). The
C-terminus of p66 contains an additional 120 amino
acid residues that form the bulk of the RNH domain.
Despite having identical N-terminal sequences, the
arrangement of the subdomains in the two subunits
differs dramatically. The p66 subunit contains a large
cleft formed by the fingers, palm, and thumb subdo-
mains that can accommodate double-stranded nucleic
acid template–primers (3–6). Although the p51 subunit
contains the same four subdomains, it does not form a
nucleic acid binding cleft.
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Because of its pivotal role in the HIV life cycle, HIV RT
is a primary target for antiretroviral agents. All RT inhibi-
tors currently approved for the treatment of acquired
immune deficiency syndrome (AIDS) inhibit the poly-
merase activity of HIV-1 RT; there are no anti-AIDS drugs
that specifically inhibit RNH. There are two major classes
of anti-RT drugs: nucleoside/nucleotide RT inhibitors
(both called NRTIs for simplicity), and non-nucleoside RT
inhibitors (NNRTIs). NRTIs block reverse transcription
because they lack a hydroxyl group at the 3=-position of
the ribose ring and, when incorporated into viral DNA by
RT, act as chain terminators. The NNRTIs, in contrast to
NRTIs, bind in a hydrophobic pocket �10 Å from the
polymerase active site (Figure 1) and act noncompeti-
tively. Binding an NNRTI does not prevent the binding of
the nucleic acid or nucleoside triphosphate substrates
to RT; rather, the NNRTI blocks the chemical step of the
polymerization reaction (7, 8). Crystallographic studies

(9, 10) have shown that the binding of an NNRTI causes
conformational changes near the polymerase active site
of HIV-1 RT, including a displacement of the �12-�13-
�14 sheet that contains the polymerase primer grip
(9–12), which is important for properly positioning the
nucleic acid relative to the polymerase active site.
Binding an NNRTI can also influence the geometry at the
polymerase catalytic site (13–15). Many NNRTIs do not
affect RNH activity; however, certain NNRTIs, rather than
inhibit RNH activity, have been reported to increase the
number of RNH cleavages and the rate of RNH activity
under certain conditions (16–18).

The early successes of highly active antiretroviral
therapy are now threatened by the emergence of drug-
resistant viral variants, which arise from the rapid and
error-prone replication of the virus (reviewed in ref 19).
Because the virus can be suppressed but not eradicated
in patients, drug treatments are life-long. This makes
the toxicity of many of the existing drugs a significant
problem in AIDS therapy. It is important to develop new
inhibitors of HIV-1 that will target novel binding sites and
inhibit essential viral functions that are not affected by
existing drugs. Cross-resistance between such new
inhibitors and existing drugs is unlikely. One such target
is the RNH activity of HIV-1 RT.

Several classes of HIV-1 RNH inhibitors (RNHIs) have
been reported, some of which have sub-micromolar
activity. In contrast, most of the effective anti-AIDS drugs
have IC50 values in the nanomolar or sub-nanomolar
range, so the potency of the current RNHIs needs to be
substantially improved. One of the most potent classes
of RNHIs is the N-acyl hydrazone (NAH) analogues that
are derivatives of N-(4-tert-butylbenzoyl)-2-hydroxy-1-
naphthaldehyde hydrazone (BBNH) (20, 21). NAH com-
pounds have been shown to inhibit either the poly-
merase or the RNH activity of RT and, in some cases,
both (20, 21).

The development of effective RNHIs has been ham-
pered by the lack of detailed knowledge of how the
current lead compounds interact with HIV-1 RT. To better
understand the mechanisms of the RNH inhibition and
to help design improved inhibitors, we solved the crystal
structure of HIV-1 RT in complex with the novel NAH ana-
logue (E)-3,4-dihydroxy-N=-((2-methoxynaphthalen-1-
yl)methylene)benzohydrazide (DHBNH) at 3.15 Å
resolution.

NNRTI

binding

site
Polymerase

primer grip

Polymerase

active site

HIV-1 RT

RNase H

Inhibitor Active site

O

N

H

N

O

OH

OH

DHBNH

Figure 1. HIV-1 RT bound with DHBNH. Although DHBNH
primarily inhibits the RNH activity, it binds >50 Å away
from the RNH subdomain, at a site that partially overlaps
the NNRTI-binding pocket. The subdomains of the p66
subunit are color-coded (fingers in blue, palm in red,
thumb in green, connection in yellow, and RNH in gold).
Upper left inset: a close-up of the DHBNH binding site. The
inhibitor is shown in magenta. The position that would be
occupied by an NNRTI is shown in gray (the NNRTI pocket
is not occupied in the current structure). Upper right inset:
chemical structure of DHBNH.

�w See a full 3D interactive version of this figure on the
ACS Chemical Biology web page. Access to the full
structure is available with the molecular visualization tool
FirstGlance in Jmol (http://molvis.sdsc.edu/fgij/index.htm).

ARTICLE

www.acschemicalbiology.org VOL.1 NO.11 • 702–712 • 2006 703



RESULTS AND DISCUSSION
Inhibitory Activity of DHBNH. DHBNH inhibited the

RNH activity of HIV-1 RT with an IC50 of 0.5 �M (Table 1);
this inhibition was noncompetitive with respect to the
hybrid duplex nucleic acid substrate (data not shown).
In contrast, DHBNH was unable to inhibit the RNA-
dependent DNA polymerase (RDDP) activity of HIV-1 RT
in standard processive RDDP assays using poly(rA)–oli-
go(dT) as template–primer. DHBNH was also �40-fold
less potent at inhibiting a catalytically active isolated
HIV-1 RT-RNH domain (22, 23). This suggests that the
binding pocket for interaction of DHBNH with RT may be
outside the RNH domain of the enzyme.

Overall Protein Conformation. The RT/DHBNH
complex crystallizes with an overall RT conformation
similar to that observed in RT/NNRTI complexes. In this
conformation, the cleft between the fingers and the
thumb of p66 is wider than that in HIV-1 RTs complexed
with either DNA–DNA (4, 5, 15) or RNA–DNA (6) tem-
plate–primers. In the RT/DHBNH structure, the inhibitor
does not bind in the vicinity of the RNH active site;
instead, it binds to a novel site �50 Å away, between
the NNRTI-binding pocket and the polymerase active site
(Figures 1 and 2). The binding site, located in the palm
of p66, is formed by the �12–�13 loop (including the
polymerase primer grip, residues 229–231), Val108 of
the �6 strand, and the �10 strand (including residues
186–188). The inhibitor binds within 3.5 Å of the cata-
lytic YMDD sequence in the �9–�10 turn (p66 residues
183–186). DHBNH is oriented with its benzoyl ring par-
tially entering the NNRTI pocket and the naphthyl ring
system near the polymerase active site and the poly-
merase primer grip (Figure 2).

In structures of
unliganded RT and
RT complexed with
nucleic acid, the
side chains of
Tyr181, Tyr188, and
Trp229 fill the NNRTI
pocket. Indeed, in
the available struc-
tures, the pocket
does not exist in the
absence of an
NNRTI. In the RT/DH-
BNH structure, the
side chain of Trp229

is displaced
from the
pocket, as it
is in RT/NNRTI
structures; in
the RT/DH-
BNH struc-
ture, the
Trp229 side
chain is posi-
tioned to
interact with
the benzoyl
moiety of
DHBNH. In
structures of
RT/NNRTI
complexes,
the side
chains of
Tyr181 and
Tyr188 nor-
mally point
toward the
polymerase
active site,
helping to
form the
hydrophobic pocket in which the NNRTI binds (3, 9, 10,
24, 25). By contrast, in the RT/DHBNH structure, the side
chains of both tyrosines point away from the active site
and are in positions similar to those in unliganded RT (9,
10) and RT complexed with nucleic acids (4–6, 15)
(Figure 3). Although the side chains of Tyr181 and
Tyr188 are in positions similar to those of unliganded
RT and fill some of the NNRTI-binding pocket, an unoc-
cupied cavity is present in the part of the pocket adja-
cent to the DHBNH hydroxyl on the 4-position of the
benzoyl ring.

As in RT/NNRTI structures, the polymerase primer grip
of the RT/DHBNH structure is substantially displaced
from its position in unliganded RT, but its position in
RT/DHBNH is significantly different from that seen in
many RT/NNRTI complexes. When the NNRTI-binding
pocket of the RT/DHBNH structure is superposed on a
typical RT/NNRTI structure (the superposition is based
on p66 residues 107–112 and 178–215), the position
of the catalytic YMDD �9–�10 turn is similar in both

TABLE 1. Some inhibitory properties of
DHBNH

Parameter IC50 (�M)a

Inhibition of RT-RNH
(intact enzyme)

0.5 � 0.2
(noncompetitive)

Inhibition of RT RDDP activity �25
Inhibition of p15-EC RNH

fragment
18.5 � 3.4

aValues are the means � standard deviation (SD) deter-
mined from at least five separate experiments, each
carried out in duplicate.

DHBNH

Polymerase

primer grip

Polymerase

active site

Leu228

Tyr318

Tyr188

Tyr181

Val108

Asp186

NNRTI

binding

pocket

Trp229

Figure 2. Electron density map of the
bound inhibitor. A simulated-annealing
F

o
– Fc omit map is shown at the 3�

contour level, generated with DHBNH
omitted from the phase calculation. The
binding site of DHBNH is adjacent to the
polymerase active site (green), the poly-
merase primer grip (cyan), and the NNRTI-
binding pocket (gray). The naphthyl ring
appears to be positioned so that most
of its contacts are made with Leu228.
The carbonyl oxygen of Leu228 forms a
hydrogen bond with the nitrogen of the
DHBNH hydrazone directly adjacent to
the benzoyl group. The DHBNH benzoyl
ring sits snugly between Trp229 and
Tyr188. The electron density appears to
favor placement of a hydroxyl at both
meta positions, suggesting that the
benzoyl ring may adopt two alternative
conformations.

�w See a full 3D interactive version of
this figure on the ACS Chemical Biology
web page. Access to the full structure is
available with the molecular visuali-
zation tool FirstGlance in Jmol (http://
molvis.sdsc.edu/fgij/index.htm).
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structures, whereas the position of the polymerase
primer grip in the RT/DHBNH structure is further from the
active site by �1.4 Å compared with typical RT/NNRTI
structures (Figure 3).

Protein–Ligand Interactions. DHBNH appears to have
specific interactions with several amino acid residues,
including the highly conserved residues Trp229 and
Asp186. DHBNH interacts with other residues, including
Val108, Leu187, Tyr188, Lys223, Phe227, and Leu228
(Figure 4, Supplementary Table 1). Contacts with most of
these residues involve interactions with main-chain or
C� atoms or both, suggesting that inhibitors that bind
to the same site as DHBNH may be effective against
viruses that carry most of the common mutations that
give rise to NNRTI resistance. As expected, DHBNH
retains full inhibitory potency against the RNH activities
of HIV-1 RT mutants that are resistant to a variety NNRTIs
and NRTIs, including Tyr188Leu (Table 2).

The naphthyl ring of DHBNH is solvent-exposed. Most
of the stabilizing contacts are with both the side chain
and main chain of Leu228, including a possible hydro-
gen bond with the main-chain nitrogen (Figure 4,
Supplementary Table 1). The main-chain carbonyl
oxygen of Pro226 also appears to form a hydrogen bond
with the naphthyl ring. It is possible that the side chain
of Lys223 interacts with the naphthyl ring directly or indi-
rectly (i.e., through a water molecule), but the electron
density is ambiguous. The position of the side chain of
Lys223 appears to be stabilized by interactions with
Glu224 and Pro226. Loop modeling using the program
Prime suggests an alternative conformation for Lys223
in which a salt bridge is formed with Asp110. This lower-
energy conformation also restricts the binding pocket
and may provide additional stability to the bound
DHBNH. 3Fo – 2Fc difference maps of the naphthyl
region suggest the possibility that there may be alterna-

Polymerase

primer grip

Active 

site

(YMDD 

loop)

Unliganded RT

RT/NNRTI

RT/DHBNH

Asp186

Tyr188

Tyr181

Figure 3. Inhibitor binding sites and conformational changes in the polymerase site. Shown are
the superimposed structures of unliganded RT (10) (black), RT/TMC125-R165335 (28) (an RT/
NNRTI complex, gray), and RT/DHBNH (in color). For clarity, the inhibitors are omitted from the
diagram. Superposition is based on p66 residues 107–112 and 178–215. The positions and
conformations of the polymerase primer grip differ in each structure. The primer grip of
unliganded RT repositions to fill a major part of the NNRTI pocket. In the RT/DHBNH structure,
although no NNRTI is present, the primer grip lifts up and away from the NNRTI pocket, leaving
a cavity that is only partially filled by Tyr181 and Tyr188. The side-chain conformations of Tyr181
and Tyr188 are similar in unliganded RT and RT/DHBNH, whereas in RT/NNRTI complexes these
tyrosine side chains typically rotate to form part of the NNRTI pocket. The active site YMDD loop
assumes a similar conformation in RT/DHBNH and RT/NNRTI complexes.

�w See a full 3D interactive version of this figure on the ACS Chemical Biology web page.
Access to the full structure is available with the molecular visualization tool FirstGlance in Jmol
(http://molvis.sdsc.edu/fgij/index.htm).
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carbon protein atoms. See Supplementary Table 1
for a comprehensive list of interactions.
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tive binding modes for the naphthyl ring. The modest
resolution produces a large electron density envelope
around DHBNH, leading to some uncertainty about the
geometry and position of the central (hydrazone) region
of the inhibitor. In a crystal structure of the related NAH,
BBNH, the free inhibitor was co-planar, except for sub-
stituents on the benzoyl ring (M. A. Parniak and G. I.
Dmitrienko, unpublished data). Quantum mechanical
calculations were performed to generate torsional
energy profiles for rotation around each of the DHBNH
core angles. Several structures from the Cambridge
Structural Database (26) were identified that contained
the same core motifs as DHBNH, and these structures
were consistent with the energy minima determined for
the core torsional angles. These energy profiles were
used as guides to model DHBNH into the observed elec-
tron density. In the structure, the main-chain carbonyl of
Leu228 is 3.1 Å away from the hydrazone nitrogen adja-
cent to the benzoyl group (Figure 4), which appears to
be oriented appropriately to form a hydrogen bond.

Structure–Activity Relationship (SAR) Analysis. The
benzoyl ring of DHBNH fits into a tunnel formed by
Val108, Tyr188, Phe227, Leu228, and Trp229 that leads
directly into the NNRTI-binding pocket. The hydroxyl at
one of the meta positions on the benzoyl ring is �2.9 Å
away from the indole ring of Trp229. The electron
density for this portion of DHBNH suggests that there
may be partial occupancy for a hydroxyl at the second
meta position. This would imply that when bound to
HIV-1 RT, the benzoyl ring of DHBNH may exist in two

conformations. The second conformation would require
a small adjustment in the position of the inhibitor,
because there are close contacts with Trp229 and
Tyr188, and this adjustment may account for the rela-
tively broad electron density envelope for DHBNH.

The structure predicts that DHBNH derivatives with
bulky substitutions at the para position of the benzoyl
ring would access part of the NNRTI-binding pocket,
which could cause increased inhibition of the RT poly-
merase activity while retaining the ability to inhibit
RNH (Figure 2). To test this possibility, we prepared a
series of NAHs with increasingly bulky substituents at
the para position of the benzoyl ring (“A”-ring, Table 3).
As predicted, the ability of NAH to inhibit RT DNA poly-
merase activity is substantially enhanced when the
size of the para substituent is increased. In contrast,
these same substitutions do not significantly affect the
ability of the compounds to inhibit the RNH activity of
HIV-1 RT.

A recently published structure for RT in a complex
with the NNRTI CP-94,707 (27) suggests the idea that
there is an opportunity to develop DHBNH derivatives
that have NNRTI-like activity. The RT/CP-94,707 structure
is similar to the RT/DHBNH structure in that the side
chains of Tyr181 and Tyr188 are in the conformation
seen in unliganded RT, and the overall conformations of
the polymerase active site and NNRTI-binding pocket are
very similar to those of RT/DHBNH (Figure 5). However,
the binding of CP-94,707 differs from that of DHBNH in
that CP-94,707 binds well inside the NNRTI-binding
pocket with its benzo-thiazolidinone ring between
Trp229 and Tyr188. The benzo-thiazolidinone ring of
CP-94,707 appears to play a role similar to the benzoyl
ring of DHBNH, which could account for the similarity in
the overall conformations of the two structures. When
the polymerase active sites of the two structures are
superimposed (Figure 5), only the benzo-thiazolidinone
ring of CP-94,707 overlaps the benzoyl ring of DHBNH.
This superposition suggests that it may be possible to
develop inhibitors that contact both the DHBNH and
NNRTI binding sites and that such compounds would
inhibit both the RNH and polymerase activities of
HIV-1 RT.

A “dual inhibitor” could have both disadvantages
and advantages. A DHBNH-like inhibitor with substitu-
ents that form contacts in the NNRTI pocket may be
subject to cross-resistance from mutations that cause
resistance to NNRTIs. A properly designed inhibitor,

TABLE 2. Inhibitory activity of DHBNH against drug-resistant
HIV-1 RT variants

Virus/enzyme
IC50 (�M)a

DHBNH Efavirenz (EFV)

Inhibition of RT-RNH
Y181C RT 0.65 � 0.1 b

Y188L RT 1.2 � 0.4 b

V106A�Y181C RT 0.85 � 0.25 b

L100I�K103N RT 0.7 � 0.15 b

D67N�K70R�T215F�K219Q RT 0.5 � 0.1 b

Antiviral activity
Wild type 5.5 � 1.7 0.002 � 0.0005
NVP-resistant (Y181C) 8.2 � 2.5 0.032 � 0.002
UC781-resistant

(V106A�Y181C)
6.7 � 1.4 0.2 � 0.01

EFV-resistant (L100I�K103N) 7.7 � 3.5 7.9 � 0.3
AZT-resistant

(D67N�K70R�T215F�K219Q)
5.6 � 1.5 0.003 � 0.001

Cytotoxicity (CC50)
MT-2 cells �100 c

Peripheral blood mononuclear cells �100 c

aValues are the means � SD determined from at least three separate experiments.
bNo inhibition. cNot determined.
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however, could avoid this pitfall. For example, flexibility
can be built into key positions on the NNRTI-like substit-
uent so that the drug could assume multiple conforma-
tions in response to mutations in the NNRTI pocket. Flex-
ibility of the compound is believed to contribute to the
resilience of certain diarylpyrimidine-series NNRTIs,
which show considerable promise in clinical trials
against many NNRTI-resistant mutant strains (28–31).
In addition, the DHBNH-like binding contacts could help
to compensate for the loss of protein–inhibitor interac-
tions that occur when residues in the NNRTI-binding
pocket are mutated. An inhibitor with both DHBNH-like
and NNRTI-like contacts could be highly specific for
HIV-1 RT. Ongoing studies should help us determine the
benefit of substitutions at the para position of the
benzoyl ring of DHBNH. It should be noted that DHBNH
derivatives without substitutions at this position are
effective against a variety of NNRTI-resistant HIV-1
mutants, including variants with multiple mutations in
the NNRTI-binding pocket (Table 2 and ref 20).

Mechanism of Action.
DHBNH is a sub-micromolar
inhibitor of the RNH activity of
HIV-1 RT and a very weak inhibi-
tor of RT polymerase activity as
measured in standard RT RDDP
assays using a DNA primer (IC50

� 25 �M). The superposition of
the RT/DHBNH coordinates with
structures of RT complexed with
either RNA–DNA (6) or DNA–
DNA (15) suggests that DHBNH
would not prevent the binding
of the template–primer or the
dNTP substrates. This is consis-
tent with the weak inhibitory ac-
tivity of DHBNH against
RT-catalyzed DNA synthesis.
DHBNH does, however, inhibit
to some extent the initiation of
reverse transcription during HIV
replication in vivo (Figure 6,
panel a) as well as RNA-primed
RT-catalyzed DNA polymeriza-
tion in vitro (Figure 6, panel b),
although at concentrations sub-
stantially higher than those
needed to inhibit RNH activity.

Nonetheless, real-time polymerase chain reaction (PCR)
analysis suggests that inhibition of the initiation of
reverse transcription might make a significant contribu-
tion to the antiviral activity of DHBNH. The basis for the
inhibition of the initiation of viral DNA synthesis is pres-
ently unclear, and additional studies are needed.

The similarity in conformation between RT/DHBNH
and RT/CP-94,707 (27) suggests that these two com-
pounds may have a similar mode of action. It is pos-
sible, for example, that CP-94,707 might also inhibit
RNH activity. CP-94,707 was originally identified as an
inhibitor of initiation of transfer-RNA (tRNA) primed DNA
synthesis (27), supporting the idea that DHBNH may
effectively inhibit initiation of tRNA-primed synthesis of
minus-strand DNA.

If DHBNH interferes with correct positioning of a DNA–
RNA substrate (e.g., by affecting the position of the poly-
merase primer grip), then this effect might be even more
pronounced with an RNA–RNA substrate. The initiation
of HIV RT-catalyzed DNA synthesis with an RNA–RNA

TABLE 3. Effect of “A”-ring size on inhibitory potency of NAH

N NH

O

O

“A”-ring

“A”-ring
Connolly molecular
area (Å2)

IC50 (�M) RT
polymerase

IC50 (�M) RT
RNH

100.165 �50 15

CH
3

118.819 �50 15

O

CH
3 126.407 �50 12

N

CH
3

CH
3

146.252 �50 2

CH
3

CH
3

CH
3

163.147 2 3

169.97 0.5 5

O

180.448 0.4 7

Cl 201.066 1 7.5
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primer–template is intrinsically
less efficient than that from a
DNA–RNA primer–template
even in the absence of inhibitor
(Figure 6, panel b). Because the
RT polymerase primer grip inter-
acts with the 3=-terminus of the
primer, even a slight distortion
of the conformation at the
primer grip could affect the
correct positioning of the primer
3=-terminal nucleotide, and the
consequences could be more
pronounced when the
3=-terminus is a ribonucleotide
(possibly due to altered interac-
tion with the 2=-hydroxyl of the
ribonucleotide). Furthermore,

duplex RNA is intrinsically more rigid than DNA–RNA and
is expected to be more refractory to forming the �40°
bend between A- and B-forms of the template–primer as
seen in complexes of RT with duplex nucleic acid (6, 15).
Both of these factors may con-
tribute to the substantially
reduced levels of DNA synthe-
sized in assays in which an
RNA–RNA substrate is provided
to RT in the presence of DHBNH.

Our current structural data for
DHBNH are consistent with a
mechanism of inhibition that
involves the binding of DHBNH
proximal to the polymerase
active site (Figure 7). We believe
this causes structural changes
in the polymerase primer grip
that may alter the trajectory of
the template–primer between
the polymerase and RNH
domains, so that the sugar–
phosphate backbone of the
RNA template would not be
properly positioned at the RNH
active site and could not be
cleaved. Changes in specificity
and efficiency of RNA cleavage
caused by changes in the poly-
merase domain of RT have been

reported previously. For example, mutations in the poly-
merase primer grip and thumb of p66 have been shown
to dramatically alter the specificity of RNH cleavage of
the RNA template strand (32–37). Furthermore, crystal-
lographic studies suggest that the polymerase primer
grip plays a role in positioning the RNA template relative
to the RNH active site (6, 15). Moreover, there is excel-
lent agreement between the structural data, the model,
and the SAR that predicts which of the substituted com-
pounds will interact with the NNRTI-binding pocket.

We cannot exclude the possibility that DHBNH also
binds at a second site near the RNH active site. We pre-
viously suggested, based on kinetic analysis of the inhi-
bition, that NAHs may inhibit RT polymerase and RNH
activities by binding to two different sites on the enzyme
(20, 21). A second DHBNH binding site is supported by
the observation that DHBNH is equally effective at inhib-
iting RT RNH activity in the presence or the absence of
20 �M of the NNRTI nevirapine (data not shown), a con-
centration that would saturate the NNRTI-binding site.
When nevirapine is bound to RT, the side chain of
Tyr188 rotates toward the polymerase active site (3, 9,
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RT/CP-94,707

Asp186

Tyr188

Tyr181

DHBNH

CP-94,707

Figure 5. Comparison of binding modes for
DHBNH and CP-94,707. The superimposed
binding sites of RT complexed with DHBNH
and CP-94,707 (27) are shown. In both
complexes, Tyr181 and Tyr188 assume
conformations similar to those in unliganded
RT. However, CP-94,707 binds to a site that is
distinct from the DHBNH binding site. CP-
94,707 binds to a site closer to the typical
NNRTI binding pocket than DHBNH.

�w See a full 3D interactive version of this
figure on the ACS Chemical Biology web page.
Access to the full structure is available with
the molecular visualization tool FirstGlance in
Jmol (http://molvis.sdsc.edu/fgij/index.htm).
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(D/R) as described in Methods. The figure shows the amount of full-length 21-
nucleotide extended DNA polymerization product formed by RT in 10 min. The final
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10, 24, 25) into a position that would block the binding
of the benzoyl ring of DHBNH observed in the current
structure. This hypothetical second binding site could be
formed in part by the RNA–DNA substrate and would not
be present in the crystals we prepared, because nucleic
acid was not cocrystallized with the protein. We are
trying to obtain a crystal structure of DHBNH bound to
the RT–nucleic acid complex.

Conclusions. We have refined a 3.15 Å resolution
crystal structure of HIV-1 RT complexed with DHBNH, an
NAH-class RNHI. The crystal structure shows that DHBNH
binds to a novel site adjacent to the polymerase active
site and the NNRTI-binding pocket, �50 Å away from the
RNH active site. Binding of DHBNH directly affects the
position of the polymerase primer grip, as well as the
thumb, which is located adjacent to the primer grip. This

finding is consistent with the possibility that the inhibi-
tor perturbs the trajectory of the template–primer so that
RNH cannot cleave the RNA strand of an RNA–DNA
duplex. Preliminary SAR studies show that DHBNH deriva-
tives with substituents on the benzoyl ring can interact
with residues in the NNRTI-binding pocket to inhibit the
polymerase activity, as predicted from the RT/DHBNH
structure. The DHBNH binding site provides opportunities
to develop new inhibitors that can inhibit the polymerase
activity, the RNH activity, or both. More importantly, the
prevalence of DHBNH interactions with main-chain and
C� atoms suggests that inhibitors developed based on
chemical modifications of DHBNH have the potential to
be effective against a wide range of drug-resistant mutant
strains of RT.

METHODS
2-Methoxy-1-naphthaldehyde was obtained from Sigma-

Aldrich (St. Louis, MO). 3,4-Dihydroxybenzhydrazide and other
acid hydrazides were obtained from TransWorld Chemical (Rock-
ville, MD). [3H]-TTP and the homopolymeric template–primer
poly(rA)–oligo(dT)12–18 were products of Amersham Bio-
sciences. The oligonucleotides 5=-GAU CUG AGC CUG GGA GCU-
fluorescein-3= and 5=-dabcyl-AGC TCC CAG GCT CAG ATC-3= were
synthesized and provided as an annealed RNA–DNA duplex by
TriLink Biotechnologies (San Diego, CA). Trilink Biotechnologies
also provided all other oligonucleotides used in these studies.

Synthesis of NAHs. DHBNH and other NAHs were synthesized
by condensation of the aromatic aldehyde with the correspond-
ing acid hydrazide, essentially as described previously (38). As
an example, DHBNH was prepared by the dropwise addition of
3,4-dihydroxybenzyhydrazide (1.1 mM in 10 mL of ethanol) to a
solution of 2-methoxy-1-naphthaldehyde (1 mM in 4% acetic
acid in ethanol) with stirring while heating in a boiling water
bath. Heating and stirring were continued for 20 min following
completion of addition of the ethanolic acid hydrazide solution,

and then the mixture was allowed to cool to room temperature.
The precipitate was collected by filtration, washed with cold
ethanol and diethyl ether, and dried. Elemental and mass spec-
tral analyses were consistent with the expected structure (for
summary of DHBNH characterization data, see Supplementary
Figures 1–3).

Protein Preparation and Purification. HIV-1 RT was prepared as
described previously (39). The RT/DHBNH crystallization
complex was prepared by mixing 7.4 �L of 20 mM inhibitor in
dimethyl sulfoxide (DMSO) with 2.5 �L of 20% �-octyl gluco-
pyranoside. Of this solution, 7.5 �L was combined with 65.0 �L
of 40 mg mL–1 RT and 57.5 �L of additional RT buffer (10 mM
trishydroxymethylaminoethane (Tris), pH 8.0, 75 mM NaCl) on
ice. A catalytically active chimeric isolated HIV-1 RNH domain
protein containing an �-helical substrate-binding loop derived
from Escherichia coli RNHI (22, 40) (termed p15-EC, a kind gift
from C. Shaw-Reid, Merck Research Laboratories, West Point,
PA) was expressed and purified as described previously (40).

Assay of RT RDDP Activity. HIV-1 RT RDDP activity was gener-
ally determined by a fixed time assay as previously described
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(20). Briefly, reaction mixtures (100 �L total volume) contained
50 mM Tris-HCl (pH 7.8, 37 °C), 60 mM KCl, 10 mM MgCl2,
10–25 ng of p51/p66 RT, 0.5 units of template–primer, and
5 �M [3H]-TTP substrate. Stock solutions of DHBNH and other
NAHs were prepared in DMSO. Aliquots of these DMSO solutions
containing the inhibitor were added such that the final DMSO
concentration was �2%. Reaction assays were incubated at
37 °C for 10–20 min and then quenched with 500 �L of cold
20 mM sodium pyrophosphate in 10% trichloroacetic acid (TCA).
After 30 min on ice, the samples were filtered on Whatman
934-AH glass fiber filters and washed with 10% TCA and
ethanol, and the radioactivity determined by liquid scintillation
spectrometry.

RNA-primed and DNA-primed RT RDDP activity was evalu-
ated using a 42-nucleotide RNA template of the sequence
5=-GGAAAAUCUCUACGAGUGGCGCCCGAACAGGGACCUGACCAG-3=
annealed to the complementary 21-nucleotide RNA primer
5=-CUGGUCAGGUCCCUGUUCGGG-3= or to the complementary
21-nucleotide DNA primer 5=-CTGGTCAGGTCCCTGTTCGGG-3=.
Reaction mixtures (15 �L final volume) contained 50 nM tem-
plate–primer, 250 nM p66/p51 RT, and 25 �M of each dNTP
([�-32P]-dCTP was included as tracer) in 50 mM Tris, pH 8.0, con-
taining 60 mM KCl and 5 mM MgCl2, in the presence or the
absence of 10 �M DHBNH. Briefly, RT and template–primer were
incubated at 37 °C for 5 min, and then the reactions were started
by the addition of the dNTPs and MgCl2 to the final concentra-
tions indicated. After a 10 min incubation at 37 °C, reactions
were quenched by the addition of an equal volume of sequenc-
ing gel loading buffer (98% deionized formamide, 10 mM EDTA,
and 1 mg mL–1 each of bromophenol blue and xylene cyanol)
followed by heating at 95 °C for 5 min. Reaction products were
resolved by denaturing gel electrophoresis, and the amount of
full-length 42-nucleotide polymerization product was quantified
by phosphorimaging.

Assay of RT RNH Activity. RT RNH activity was measured using
a FRET-based microplate fluorescence assay that we have
recently described (41). Briefly, 50 �L of a 0.5 �M solution of
RNA–DNA hybrid duplex in 50 mM Tris, pH 8.0, containing
60 mM KCl, was added to individual wells of a 96-well micro-
plate. Reactions were initiated by the addition of 50 �L of 5 nM
HIV-1 RT in 50 mM Tris, pH 8.0, containing 60 mM KCl and
10 mM MgCl2 and allowed to proceed at 37 °C for 30 min. Reac-
tions were quenched by the addition of 50 �L of 0.5 M EDTA,
pH 8.0. Fluorescence intensity was assessed using an excitation
wavelength of 490 nm and an emission wavelength of 528 nm,
with cutoff filter set to 515 nm. To assess the effect of inhibitors,
1 �L of a DMSO inhibitor solution was added to the microplate
well prior to the addition of substrate and RT solutions in order
to ensure adequate mixing and suspension of the hydrazone in
the aqueous reaction medium.

Cell Culture and Antiviral Assays. Antiviral assays were carried
out by infection of MT-2 lymphoblastoid cells in the presence of
varying concentrations of DHBNH essentially as previously
described (20). Briefly, MT-2 cells (4 	 105 cells mL–1) were
incubated overnight in the absence or in the presence of varying
concentrations of DHBNH and were then infected with HIV-1
(NL4-3, moi of 0.01). The extent of HIV-1 replication was evalu-
ated 5 d post-infection by microscopic evaluation of HIV-induced
cytopathic effect and by analysis of HIV-1 p24 antigen levels in
cell-free culture supernatants. Cytotoxicity was evaluated in
MT-2 cells and in peripheral blood mononuclear cells using
(2,3-bis(2-methoxy-4-nitro-5-sulfophenyl)-5-[(phenylamino)car-
bonyl]-2H-tetrazolium hydroxide, XTT in a commercially available
kit (Roche Diagnostics, Indianapolis IN) according to manufac-
turer’s directions. Cells were incubated with varying concentra-
tions of DHBNH (0–200 �M) for 5 d prior to evaluation of XTT
reactivity.

Real Time PCR Analysis of Intracellular Reverse Transcription
Products. 293 and HOS cells were maintained in Dulbecco’s
modified Eagle’s medium (Life Technologies) supplemented
with 5% fetal bovine serum, 5% newborn calf serum, and peni-
cillin (50 units mL–1) plus streptomycin (50 �g mL–1; Quality Bio-
logical). VSV-g pseudotyped HIV vectors that undergo a single
cycle of replication were generated by cotransfecting 293 cells
with 5 �g of pNLNgoMIVR-E-.HSA and 3 �g of pHCMV-g using the
calcium phosphate method. The 293 cells were washed with
10 mL of phosphate-buffered saline (PBS) 8, 24, and 32 h after
transfection. The 48-h supernatants were harvested, clarified by
centrifugation, and filtered through a 0.45 �m filter. The super-
natants were treated with 100 units of RNase-free DNase I
(Roche) for 30 min at room temperature and were then concen-
trated to 2 mL using the 300,000 MWCO Vivaspin 20 mL concen-
trators. The viruses were diluted to a total volume of 13 mL in
complete media, and then 2 mL of diluted virus was used to
infect 2 	 105 HOS cells. Stocks (10 mM) of DHBNH were pre-
pared in DMSO and diluted to a final concentration of 10 �M in
the treated groups, which were incubated for 4 h with DHBNH
prior to viral infection. HOS cells were washed with 2 mL of PBS
2 h after infection, and then fresh medium was added. Total DNA
was isolated 2, 4, and 24 h after infection using the EZ-1 DNA
Tissue protocol (Qiagen). Real-time PCR reactions were used to
quantitate the amounts of DNA in the infected cells as previously
described (42). Virions containing the D110E polymerase active
site mutation were also generated and used to demonstrate that
the plasmid DNA used in the transfection did not significantly
contribute to the amount of viral DNA measured.

Crystallization and Data Collection. RT/DHBNH was crystallized
by vapor diffusion in microseeded hanging drops containing
equal volumes of protein (above) and reservoir solution (50 mM
imidazole, pH 6.4, 100 mM ammonium sulfate, 15 mM magne-
sium sulfate, 5% glucose, 11.5% poly(ethylene glycol) (PEG)
8000) at 4.0 °C. RT/DHBNH crystals were transferred to a stabi-
lization solution containing mother liquor and 15% PEG 8000.
This was replaced stepwise at 5–10 min intervals with stabiliza-
tion solutions containing increasing concentrations of sucrose in
5% increments until the sucrose concentration was 25%. The
crystals were subsequently flash-cooled and stored in liquid N2.
X-ray data were collected at 100 K at the National Synchrotron
Light Source at Brookhaven National Laboratories, Beamline
X25. The data were processed using HKL-DENZO-SCALEPACK
(43). Crystallographic statistics are shown in Supplementary
Table 2).

Computational Methods. Density functional theory calcula-
tions were carried out with the Gaussian 98 software package
(44) using the B3LYP functional model (45, 46) and the 6-31G*
basis set. Each of the four torsional angles in the DHBNH core
was scanned in 15° increments followed by geometry optimiza-
tion. Loop modeling of p66 residues Gln222 through Leu228
was performed using Prime (Schrödinger, LLC) with the AGBNP
solvation model (47, 48).

Structure Determination and Refinement. Phases were deter-
mined by molecular replacement with the program AMoRe (49)
using the HIV-1 RT/R100943 structure (PDB accession number
1S6P) as an initial search model. Stepwise model building and
torsional simulated annealing refinement protocols were con-
ducted using the O graphics package (50) and CNS (51) with a
bulk solvent correction. Ligand geometry was optimized using
the IMPACT software package (Schrödinger, LLC). Restrained
minimization of the entire complex, in which hydrogen atoms
were added to the structure, side-chain hydroxyl groups were
reoriented, and potential steric clashes were alleviated, was per-
formed using Schrödinger’s FirstDiscovery protein preparation
facility (Schrödinger, LLC). Results from the energetic calcula-
tions performed in FirstDiscovery and Prime (above) were itera-
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tively incorporated into the crystallographic refinement (unpub-
lished procedure). Water molecules were added manually in the
final stages of refinement and were only built in where they
could be justified by hydrogen bonds and Fo – Fc electron density
at or above the 2.5
 contour level.

Accession Codes: The atomic coordinates for the refined struc-
ture of RT/DHBNH have been deposited in the Protein Data Bank
(PDB accession number 2I5J).
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T he explosion of genomic sequences from many
organisms has provided unprecedented opportu-
nities for the global analysis of complex biological

processes. While the advances in nucleotide microar-
rays and mass spectrometry (MS) have enabled large-
scale comparative analyses of gene and protein expres-
sion, respectively, these technologies do not fully reveal
the functional complexity of proteomes that are regu-
lated by post-transcriptional/translational mechanisms.
To address the functional complexity of proteomes, new
chemical strategies have been developed for the tar-
geted analysis of individual protein superfamilies (1). In
particular, mechanism-based probes have been devel-
oped for covalent labeling of enzyme families through
active site nucleophiles (i.e., serine hydrolases (2) and
cysteine proteases (3–5)) or by photochemical cross-
linking (metalloproteases) (6, 7). These mechanism-
based probes are typically appended with chemical or
epitope tags such as 125I, fluorophores, or biotin to visu-
alize covalently labeled polypeptides in cell lysates or
tissue samples after gel-based separation. Since these
mechanism-based probes are designed to target the
active site of enzymes, the extent of protein labeling
with these chemical probes often reflects the amount of
active enzyme present in the sample, which provides
details of function not available by measuring transcript
or protein abundance alone. These chemical ap-
proaches have been termed activity-based protein pro-
filing and have provided insight into protein function
previously unattainable by either gene or protein expres-
sion analyses (1). Mechanism-based probes are also
providing new tools for drug discovery, small-molecule
target identification, and the discovery of previously
uncharacterized protein activities (1).

*Corresponding authors,
ploegh@wi.mit.edu, hang@wi.mit.edu.

Received for review October 18, 2006
and accepted November 15, 2006.

Published online December 8, 2006

10.1021/cb600431a CCC: $33.50

© 2006 by American Chemical Society

ABSTRACT Mechanism-based probes are providing new tools to evaluate the
enzymatic activities of protein families in complex mixtures and to assign protein
function. The application of these chemical probes for the visualization of protein
labeling in cells and proteomic analysis is still challenging. As a consequence,
imaging and proteomic analysis often require different sets of chemical probes.
Here we describe a mechanism-based probe, azido-E-64, that can be used for both
imaging and proteomics. Azido-E-64 covalently modifies active Cathepsin (Cat) B in
living cells, an abundant cysteine protease involved in microbial infections, apop-
tosis, and cancer. Furthermore, azido-E-64 contains an azide chemical handle that
can be selectively derivatized with phosphine reagents via the Staudinger ligation,
which enables the imaging and proteomic analysis of Cat B. We have utilized azido-
E-64 to visualize active Cat B during infection of primary macrophages with Salmo-
nella typhimurium, an facultative intracellular bacterial pathogen. These studies
demonstrated that active Cat B is specifically excluded from Salmonella-containing
vacuoles, which suggests that inhibition of protease activity within bacteria-
containing vacuoles may contribute to bacterial virulence.

ARTICLE

www.acschemicalbiology.org VOL.1 NO.11 • ACS CHEMICAL BIOLOGY 713



Microbial pathogens utilize complex mechanisms to
infect host cells and cause disease, which requires new
approaches to dissect these interactions for therapeutic
intervention (8). Mechanism-based probes present
novel chemical tools to understand microbial pathogen-
esis. For example, the application of mechanism-based
probes to the Plasmodium falciparum life cycle sug-
gested the cysteine protease falcipain 1 plays an essen-
tial role during parasite invasion of host cells and may
be a target for antimalarial therapeutics (9). We recently
used a mechanism-based probe for deubiquitinating
enzymes to assess the role of these cysteine proteases
during herpesvirus infection (3, 10). Our analysis uncov-
ered a new family of virally encoded deubiquitinating
enzymes embedded within the tegument protein that is
conserved throughout the herpesviridae (11), the deu-
biquitinating activities of which were not evident from
bioinformatic analysis of viral genomes. Furthermore,
this mechanism-based probe has identified deubiquiti-
nating enzymes from Chlamydia trachomatis, a Gram-
negative bacterial pathogen with currently no available
methods for genetic manipulation (12) as well as the
parasite P. falciparum (13). Chemical probes are begin-
ning to provide new insights into microbial pathogen-

esis; however, cell-permeable mechanism-based
probes will be required to understand these complex
interactions in vivo.

While mechanism-based probes have enabled the
selective profiling of various enzyme families in complex
mixtures in vitro (1), significant challenges still exist for
the application of these mechanism-based probes to
living cells and for proteomic analysis of labeled pro-
teins. Large chemical tags, such as biotin or fluoro-
phores utilized for the visualization or proteomic analy-
sis of labeled polypeptides, may alter the specificity of
protein labeling or passive diffusion into cells. These
challenges have necessitated different sets of probes for
proteomic analysis and for imaging. For example, the
epoxysuccinate mechanism-based probe DCG-04 pro-
vides an excellent tool for the proteomic analysis of
the Cathepsin (Cat) cysteine protease family (4, 14).
However, the biotin moiety on DCG-04 prevents passive
diffusion of this probe across cellular membranes,
which precludes its application to living cells (4, 14).
Fluorophore-modified derivatives of DCG-04 have also
been generated for visualization of Cat cysteine pro-
teases in live cells (15) and in vivo (16), but these have
limitations due to background fluorescence of unbound
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probes. Recently, the development of quenched activity-
based probes (qABPs) by Blum et al. (17) provides an
elegant method to visualize Cat cysteine proteases in
cells. These qABPs are based on acyloxyl methyl ketone
mechanism-based probes that are modified with a flu-
orophore and quencher. The latter departs following
protein labeling to yield a fluorescently tagged enzyme
(17). Collectively, biotinylated probes (4) and qABPs
(17) afford two different sets of ABPs for proteomics and
imaging, respectively. Ideally, a single ABP could func-
tion for both proteomic analysis and imaging in cells.

The development of two bioorthogonal labeling reac-
tions, the Staudinger ligation (18) and the Huisgen [3 �

2] cycloaddition (19), decouples protein labeling from
visualization and proteomic analysis, which provides
exciting opportunities for the application of mechanism-
based probes in living cells and in vivo. The Staudinger
ligation allows the use of the azide as a small chemical
tag that can be converted into a variety of functional-
ities, including biotin or fluorophores by reaction with
appropriately designed phosphine reagents (Figure 1)
(18). Likewise, the Huisgen [3 � 2] cycloaddition, or
“click-chemistry”, allows the azide or alkynes to be used
as small chemical tags for subsequent attachment of
visualization or affinity tags (20). In fact, these two-step
labeling approaches have been applied toward
mechanism-based probes for the in-cell labeling of the
proteasome (21) and serine hydrolases (20), using the
Staudinger ligation and click chemistry, respectively.
More recently, these bioorthogonal reactions have
enabled the MS-based proteomic analysis of azide- (22)
and alkyne-labeled proteins (23, 24).

Here we describe a single-mechanism-based probe,
azido-E-64, that enables live cell labeling of Cat cysteine
proteases and subsequent proteomic analysis as well
as visualization of Cat cysteine proteases in cells by fluo-
rescence microscopy (Figure 1). Azido-E-64 is equipped
with a small azide chemical handle that enables diffu-
sion of the probe through cellular membranes. Pro-
teomic analysis and visualization of the covalently modi-
fied proteases are accomplished after bioorthogonal
labeling with a phosphine reagent via the Staudinger
ligation (18) (Figure 1). Using this novel mechanism-
based probe, we demonstrate active Cat B is excluded
from Salmonella-containing vacuoles (SCVs) in primary
macrophages, suggesting that inhibition of endocytic
protease activity may contribute to the survival of intra-
cellular bacterial pathogens.

RESULTS AND DISCUSSION
Azido-E-64 Irreversibly Labels Active Cat Cysteine

Proteases in Living Cells. To monitor the activity of the
Cat cysteine proteases in living cells, we synthesized a
mechanism-based probe azido-E-64 (Figure 2), along
with a free acid derivative azido-E-64-OH (Figure 2 and
Supplementary Figure 1). The design of these
mechanism-based probes was based on the natural
product E-64 (25) and DCG-04 (4) (Figure 2, panel a),
two well-characterized epoxysuccinate protease inhibi-
tors that covalently modify the active site thiol of Cat cys-
teine proteases. The inhibitory activity of azido-E-64 and
azido-E-64-OH was evaluated by incubation of cell
lysates from the RAW264.7 macrophage cell line with
increasing concentrations of the mechanism-based
probes and assayed for DCG-04 labeling to visualize the
remaining active sites not already modified (Figure 2,
panel b). E-64 was also included in these assays for
comparison (Figure 2). DCG-04 covalently modifies the
active site thiol of Cat cysteine proteases, which is then
detected by virtue of the biotin moiety in DCG-04 after
SDS-PAGE followed by streptavidin–horseradish peroxi-
dase (HRP) blotting (4, 14). Azido-E-64 was less potent
at blocking DCG-04 labeling in vitro compared to E-64 or
azido-E-64-OH (Figure 2, panel b). In contrast, preincu-
bation of live macrophages with azido-E-64 abrogated
DCG-04 labeling of cell lysates more efficiently than did
E-64 or azido-E-64-OH and completely blocked labeling
with DCG-04 at 13 �M azido-E-64 (Figure 2, panel c). The
greater potency of azido-E-64 compared to E-64 or
azido-E-64-OH in cells is presumably due to the ethyl
ester on azido-E-64, which is likely converted into the
free acid by nonspecific esterases within cells. These
observations are consistent with previous reports com-
paring E-64 derivatives (26).

To visualize cellular targets of azido-E-64 directly, cell
lysates from macrophages treated with azido-E-64 were
reacted with phosphine-biotin (p-biotin) for bioorthogo-
nal labeling of azide-modified proteins (Figure 1). In
the absence of azido-E-64, no p-biotin labeling was
observed in the molecular mass range (20–37 kDa)
expected for the Cat cysteine proteases (Figure 3). The
intensity of azido-E-64 labeling increased in a dose-
dependent manner (Figure 3, panel a). Azido-E-64 label-
ing was also time-dependent, was observable within
5 min of incubation, and reached saturation within
40 min (Figure 3, panel b). In addition, treatment of
RAW264.7 macrophages with several known endocytic
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cysteine protease inhibitors prior to the addition of
azido-E-64 inhibited the labeling of target proteins
(Figure 3, panel c). Leupeptin, a broad-spectrum cys-
teine protease inhibitor, blocked the majority of azido-
E-64 labeling, while the Cat B selective inhibitor (CA-
074b-OMe) (27) primarily inhibited the labeling of a
polypeptide at lower molecular weight (Figure 3,
panel c), presumed to be Cat B (vide infra). Furthermore,
addition of ammonium chloride or bafilomycin, a
v-ATPase H� pump inhibitor, both of which increase
endosomal pH, also reduced azido-E-64 labeling
(Figure 3, panel c). Conversely, the broad-spectrum
aspartyl protease inhibitor pepstatin A had no effect on

azido-E-64 labeling (Figure 3, panel c). These data dem-
onstrate that azido-E-64 targets active Cat cysteine pro-
teases that function at low pH.

Azido-E-64 Selectively Targets Active Cat B in
Macrophages. On the basis of the inhibitory activity of
azido-E-64 measured by DCG-04 labeling (Figure 2), the
molecular weight of the polypeptides labeled by azido-
E-64, and their differential sensitivity to CA-074-OMe
(Figure 3), the predominant protease targeted by azido-
E-64 is most likely Cat B. To confirm that Cat B is indeed
the most prominent target of azido-E-64, cell lysates
from macrophages treated with or without azido-E-64
were labeled with p-biotin, incubated with streptavidin
beads, and analyzed by streptavidin blot as well as by
MS (Figures 1 and 4). As shown (Figure 4, panel a), Cat B
was specifically recovered on streptavidin beads from
azido-E-64 treated cell lysates following p-biotin label-
ing, as judged by anti-Cat B immunoblot. Moreover,
polypeptides captured on streptavidin beads were
denatured and then subjected to on-bead digestion with
trypsin (Figure 1 and Figure 4, panel b). Tryptic peptides
eluted from streptavidin beads were collected and
sequenced by electrospray ionization (ESI) MS/MS.
Comparison of peptides eluted from streptavidin beads
revealed Cat B-specific peptides from azido-E-64 treated
cell lysates, which were not present in control samples
(Figure 4, panel b, and Supplementary Figure 2). To
unequivocally establish Cat B as the major target for
azido-E-64, bone marrow-derived macrophages
(BMMøs) prepared from wild-type and Cat B-deficient
mice were labeled with azido-E-64. The major polypep-
tides specifically labeled by azido-E-64 in wild-type
BMMøs were identical in molecular weight compared to
RAW264.7 macrophages (Figures 3 and 4). The major
polypeptide labeled by azido-E-64 in wild-type BMMøs
is absent from Cat B-deficient BMMøs. Importantly, the
Cat B labeled by azido-E-64 in RAW macrophages and
BMMøs is the mature active enzyme (�30 kDa), as no
labeling of Cat B proform (�39 kDa) was detected
(Figures 3 and 4). We conclude that the primary target
of azido-E-64 in macrophages is active Cat B.

Visualization of Active Cat B by Fluorescence
Microscopy. Having established the specificity of
azido-E-64 labeling for the active form of Cat B in mac-
rophages, we investigated whether azido-E-64 labeling
could be exploited for visualization of Cat B by fluores-
cence microscopy. BMMøs were plated on cover-slips,
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treated with azido-E-64 or DMSO, fixed, and reacted
in situ with p-biotin (Figures 1 and 5). The labeled cells
were then stained with fluorescently conjugated strepta-
vidin for imaging by spinning-disk confocal microscopy.
To visualize endocytic compartments, BMMøs were
costained for lysosome-associated membrane glycopro-
tein 1 (LAMP-1) (Figure 5). Cells treated with azido-E-64
exhibited significant staining with fluorescent streptavi-
din compared to the DMSO control (Figure 5, top three
panels), which demonstrates that azido-E-64 can be
used to selectively visualize active Cat B in cells by fluo-
rescence microscopy. The azido-E-64-specific staining
resided within LAMP-1� compartments, as expected for
the labeling of endocytic proteases, and overlapped
with Cat B protein that was visualized by anti-Cat B anti-
body staining (Figure 5). In contrast, azido-E-64 staining
did not exhibit significant overlap with the distribution of
protein disulfide isomerase (PDI), an endoplasmic
reticulum (ER)-resident protein (Figure 5). These data
demonstrate that azido-E-64 specifically labels Cat B in
endocytic compartments where the active form of this
protease is expected to reside. Similar results were also
obtained with RAW264.7 macrophages (Supplementary
Figure 3). We also analyzed monocyte-derived Møs from
class II MHC-eGFP knock-in mice (28) and observed spe-

cific azido-E-64 labeling that was blocked after pretreat-
ment of cells with leupeptin or bafilomycin (Supplemen-
tary Figure 4). Collectively, these results establish that
azido-E-64 labeling can be visualized not only by immu-
noblotting but also by fluorescence microscopy. The
visualization of azido-E-64 labeling by fluorescence
microscopy provides an additional measure of specific-
ity as well as the means to monitor the activity of these
proteases within subcellular compartments at the
single-cell level.

Infection of Primary Macrophages with Live Salmo-
nella Excludes Active Cat B from SCVs. The ability to
specifically visualize active Cat cysteine proteases in
living cells presented us with the unique opportunity to
address the activity of these endocytic proteases during
microbial infection of host cells. Intracellular bacterial
pathogens have evolved sophisticated mechanisms to
evade destruction by host cells to sustain a productive
infection (29). Salmonella is an example of a facultative
intracellular bacterial pathogen that exploits two type III
secretion systems (TTSSs) to infect host cells and cause
disease (29). These TTSSs form molecular syringes that
inject protein substrates, termed “effectors”, into host
cells to modulate cellular pathways for survival and rep-
lication (30). Upon invasion of host cells, Salmonella is
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thought to inhibit phago-lysosome fusion and resides in
an SCV, a unique endocytic compartment (31). The SCV
is devoid of oxidative burst enzymes, such as NADPH
oxidase (32) and inducible nitric oxide synthase (33)
that enable the bacteria to avoid degradation by reactive
radical species. Endocytic compartments are also rich in
degradative enzymes that include the Cat family of
aspartyl, cysteine, and serine proteases, which have
been implicated in antigen processing and presentation
(34), but their roles in Salmonella infection remain
unclear.

The Cat families of proteases are synthesized as
zymogens that are processed into their mature, active
forms upon arrival in endocytic compartments. Here
their activities are controlled by subcellular localization,
the presence of endogenous inhibitors or activators, and
pH (35). Reports that document the association of these
endocytic proteases with Salmonella in host cells yield a
mixed outcome (36). In epithelial cell lines infected with
S. typhimurium, Cat D does not exhibit significant
overlap with SCVs at early time points of infection as

assessed by immunocytochemistry but appears to be
recruited at late stages of infection during Salmonella-
induced filament formation (37–39). Cat D and L were
also absent from SCVs in macrophage-like cell lines and
were not recruited over the course of the infection (40,
41). In contrast, SCVs in primary BMMøs were shown to
associate with Cat L over the course of Salmonella infec-
tion (42). Furthermore, sucrose-gradient purification of
SCVs from a macrophage cell line recovered proforms of
Cat D and L, as demonstrated by immunoblot analysis
(43, 44), which suggests that Salmonella may reside in
an endocytic compartment with inactive proteases.
However, the recovery of calnexin, an ER-resident
protein, from purified SCVs suggests that proforms of
endocytic proteases may be recruited to SCVs prior to
their arrival into endocytic compartments (44), possibly
through an ER-phagosome fusion pathway (45, 46).
While it is clear that avirulent or heat-killed bacteria are
targeted to lysosomes for degradation, reports on the
interactions between endocytic proteases and live Sal-
monella present conflicting conclusions, particularly the
studies that pertain to macrophages. Because the activi-
ties of these endocytic proteases are controlled post-
translationally, it is imperative to assess whether the
proteases associated with intracellular bacteria are
indeed enzymatically active.

To determine whether active endocytic proteases are
present in SCVs of primary macrophages, we assayed
azido-E-64 labeling of active Cat B in Salmonella-
infected BMMøs. BMMøs plated on cover glass slips
were infected with S. typhimurium at a multiplicity of
infection (MOI) of �100 for 1 h and labeled with azido-
E-64 for 30 min. Following fixation of S. typhimurium-
infected BMMøs, azide-modified polypeptides were
reacted with p-biotin and prepared for fluorescence
microscopy. Azido-E-64 efficiently labeled LAMP-1�

compartments of Salmonella-infected BMMøs, but
azido-E-64 labeling was completely absent from SCVs
as judged by costaining with anti-Salmonella antibody
(Figure 6). The lack of azido-E-64 labeling in SCVs was
reproducible over several independent infections of
BMMøs, where multiple Salmonella-infected macro-
phages were analyzed. Furthermore, the segregation of
active Cat B from SCVs, as assessed by azido-E-64 label-
ing, was not a transient phenomenon and persisted over
4 h postinfection (data not shown). The azido-E-64 label-
ing was also specific for Cat B, as no detectable azido-
E-64 labeling was observed in Cat B-deficient BMMøs
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infected with S. typhimurium (Figure 6). Most bacteria
were degraded when heat-killed Salmonella were used
to infect BMMøs, but the bacteria that remained inside
LAMP-1� compartments of macrophages colocalized
with active Cat B, which demonstrates the exclusion
of active Cat B from SCVs required live Salmonella
(Figure 6).

Exclusion of Active Cat B from Bacteria-Containing
Vacuoles Is Specific to Salmonella. To determine
whether the exclusion of active Cat B from bacteria-
containing vacuoles in BMMøs was specific for S. typhi-
murium or simply a general property of intracellular bac-
teria, we generated monomeric-red fluorecent protein
(mRFP)-labeled S. typhimurium and nonpathogenic
Escherichia coli and compared their localization within
BMMøs with that of active Cat B, as judged by azido-
E-64 labeling. SCVs in BMMøs infected with mRFP S.
typhimurium were also devoid of active Cat B (Figure 7),
which is consistent with our results using anti-Salmonella
polyclonal sera (Figure 6). In contrast, internalized mRFP
E. coli targeted to LAMP-1� compartments were mostly

degraded and colocalized with active Cat B (Figure 7).
Together, these observations suggest that the exclusion
of active Cat B from bacteria-containing vacuoles in
BMMøs is specific to live Salmonella and not a gen-
eral property exhibited by bacteria inside host cells
(Figure 7).

The development of mechanism-based probes has
yielded new chemical tools for dissecting the function of
protein superfamilies in biology not accessible by
genomics and proteomics (1). Neither transcriptional
profiling nor immunocytochemical detection of the
polypeptides can uncover regulatory non-template-
encoded phenomena, such as ionic environment, or the
presence of modulators of enzyme activity, either endo-
genous or specified by pathogens. These probes have
enabled the profiling of enzyme activities in complex
mixtures for several enzyme families and identified new
enzymatic activities not predicted by bioinformatics (1).
While it is clear that mechanism-based probes are
making a contribution to biology, the application of
mechanism-based probes to living cells is still challeng-
ing. Here we demonstrate that a single-mechanism-
based probe, azido-E-64, not only can be used to visual-
ize Cat B in living cells but also allows affinity enrich-
ment for MS-based proteomic analysis with phosphine
reagents via the Staudinger ligation (Figure 1).
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Figure 5. Immunofluorescence analysis of active Cat B in
BMMøs labeled with azido-E-64. BMMøs were treated with
DMSO or azido-E-64 (20 �M), fixed, reacted with p-biotin,
and stained with AlexaFluor647-conjugated streptavidin.
LAMP-1 was visualized by staining with rat anti-mouse
LAMP-1 followed by AlexaFluor595-conjugated anti-rat.
Cat B or PDI was visualized by staining with rabbit poly-
clonal sera for Cat B and PDI, respectively, followed by
AlexaFluor488-conjugated anti-rabbit. Images were
acquired by spinning-disk confocal microscopy. For
merged images, AlexaFluor647-conjugated streptavidin
(blue) and LAMP-1 (red), Cat B (green), or PDI (green).
Scale bar represents 10 �m.
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Figure 6. Visualization of active Cat B in S. typhimurium-infected BMMøs.
BMMøs were infected with live or heat-killed S. typhimurium (MOI � 100)
for 1 h, washed and labeled with azido-E-64 (20 �M), and visualized as
described in Figure 6. S. typhimurium rabbit was visualized by staining with
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anti-rabbit. LAMP-1 was visualized by staining with rat anti-mouse LAMP-1
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spinning-disk confocal microscopy. For merged images, AlexaFluoro647-
conjugated streptavidin (blue), S. typhimurium (red), and LAMP-1 (green).
Scale bar represents 5 �m.
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Many pathogens infect host cells through endocytic
pathways to co-opt host nutrient and biosynthetic
machinery for survival and replication (29). Within the
endocytic compartment of host cells, pathogens face a
broad arsenal of host factors and enzymes that are
capable of destroying them. As a consequence, many
successful intracellular pathogens have evolved sophis-
ticated mechanisms to evade destruction. The interac-
tions between pathogens and host cells are very
complex and require new tools to dissect mechanisms
of immune evasion. Cell-permeable mechanism-based
probes provide new opportunities to investigate host–
pathogen interactions not possible with genomics or
proteomics. Salmonella in particular traffics into a
unique endocytic compartment, the Salmonella-con-
taining vacuole, which allows the bacterium to survive
and replicate in epithelial cells and macrophages.
Unlike Mycobacterium tuberculosis, which inhibits
vacuole acidification (47), Salmonella actively
decreases endosomal pH (�4.0–6.0) to enhance intra-
cellular survival (48), conditions that are compatible
with the pH optima of endocytic proteases (35). The Cat
cysteine proteases are the most abundant proteolytic
enzymes in endocytic compartments and are involved in
many biological processes, ranging from bone resorp-
tion, tumor metatasis, antigen presentation, and viral
infection, as well as transcription regulation or apopto-
sis (49). While a few studies suggest that these endo-
cytic proteases are excluded (40, 41) or differentially
processed (43, 44) in SCVs of macrophage-like cell
lines, Cat cysteine proteases do associate with SCVs of
primary macrophages (42). As a result, the activity of Cat
cysteine proteases during bacterial infections is unclear.

To monitor the activities of the Cat cysteine proteases
during Salmonella infection, we utilized azido-E-64 to
visualize Cat B in macrophages after bacterial infection.
Following infection of BMMøs with Salmonella, labeling
with azido-E-64 showed that active Cat B was absent
from SCVs at early time points of infection, a trait that
persisted for several hours after internalization of bacte-

ria. The exclusion of active Cat B from bacteria-
containing vacuoles was specific to live Salmonella, as
the distribution of heat-killed Salmonella or E. coli within
BMMøs completely overlapped with azido-E-64 labeling.
These data are consistent with previous immunofluores-
cence studies that show Cat D and L polypeptides to be
absent from SCVs in macrophage cell lines (40, 41).
Moreover, the lack of azido-E-64 labeling within SCVs of
primary BMMøs is in agreement with the association of
SCVs with inactive proforms of endocytic proteases
recovered by sucrose-gradient purification (43, 44).
These studies suggest Salmonella may encode specific
gene products, possibly secreted into SCVs that inhibit
endocytic protease activity or interfere with the conver-
sion of inactive proteases into their mature active
enzymes. In addition to modification of phago-lysosome
fusion (50), Salmonella may also interfere with endo-
cytic protease activity directly to survive and replicate
inside macrophages. Future studies with Salmonella
mutants should enable the dissection of specific genes
that are responsible for the exclusion or inhibition of
active endocytic proteases from SCVs.

In conclusion, the two-step labeling approach
reported here provides a nonradioactive method to
evaluate the activity of the Cat cysteine proteases in
living cells and also allows affinity enrichment of labeled
proteins for MS-based proteomic analysis. In addition,
the ability to perform fluorescence microscopy with
mechanism-based probes allows the visualization of
enzyme activities within subcellular compartments of
individual cells, the biochemical evaluation of which is
often problematic because the organelles concerned are
often difficult to obtain in pure form, particularly for
complex series of events such as infection with a patho-
gen. Thus, the application of this chemical approach to
other intracellular pathogens that reside in endocytic
compartments should provide further insight into the
mechanisms by which these pathogens manage to
evade degradation by host cells. The extension of this
approach to other mechanism-based probes should
broaden their utility for studies in living cells and
animal models. Collectively, cell-permeable
mechanism-based probes should provide a powerful
means to measure changes in enzyme activity in vivo
and afford the possibility of examining biological
activities that are controlled post-translationally.

Azido-E-64

Azido-E-64

mRFP-S. typhimurium

mRFP-E. coli

LAMP-1

LAMP-1

Merge

Merge

Figure 7. The exclusion of active Cat B from bacteria-containing vacuoles is
specific to S. typhimurium-infected BMMøs. BMMøs were infected with mRFP
S. typhimurium or mRFP E. coli (MOI � 100) for 1 h, washed and labeled with
azido-E-64 (20 �M), and visualized as described in Figure 6. LAMP-1 was
visualized by staining with rat anti-mouse LAMP-1 followed by AlexaFluor488-
conjugated anti-rat. Images were acquired by spinning-disk confocal micros-
copy. For merged images, AlexaFluor647-conjugated streptavidin (blue),
mRFP S. typhimurium and mRFP E. coli (red), and LAMP-1 (green). Scale bar
represents 5 �m.
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METHODS
Cell Culture. RAW264.7 macrophages were cultured in DMEM

supplemented with 10% fetal calf serum (FCS), 100 units mL–1

penicillin, and 0.1 mg mL–1 streptomycin, and cells were incu-
bated in a 5% CO2 humidified incubator at 37 °C. Bone marrow
cells were harvested by flushing the femur and tibia of wild-type
C57BL/6J mice using a 25-gauge needle. For BMMøs, 2 � 106

bone marrow cells were plated on 100 � 20 mm tissue culture
plates in complete DMEM media supplemented with 10% FCS,
100 units mL�1 penicillin, 0.1 mg mL�1 streptomycin, and
macrophage-colony stimulating factor derived from the superna-
tant of L929 cells. Fresh media was replenished on days 4 and 7.

Treatment of Møs with Inhibitors. Møs were seeded �2.0 �
106 cells per well in six-well polystyrene tissue culture plates
with 1 mL of media. Cells were then supplemented with protease
inhibitors (E-64 or azido-E-64) by adding the appropriate volume
from 10 mM DMSO stock solutions. After incubation of cells for
37 °C for the times indicated, cells were washed twice with
phosphate-buffered saline (PBS) and harvested.

DCG-04 Labeling of Cell Lysates. Cell pellets from �2.0 � 106

cells were resuspended in 100 �L of ice-cold pH 5.5 lysis
buffer (0.1% Triton x-100, 0.5% CHAPS, 50 mM citrate, 5 mM
dithiothreitol (DTT), pH 5.5) and centrifuged at 4 °C for 10 min
at 20,000g. The supernatant (cell lysate) was collected, and
the protein concentration was determined by Bradford assay
(BioRad). Cell lysates (50 �g) were reacted with 5 �M of
DCG-04 with or without (E-64 or azido-E-64) for 2 h at 37 °C in
a final reaction volume of 50 �L. The reactions were termi-
nated by addition of ice-cold acetone, incubated at –20 °C for
20 min, and centrifuged at 4 °C for 10 min at 20,000g to pre-
cipitate proteins. The supernatant was discarded, and the
protein pellet was resuspended in SDS–protein loading buffer
with 2-mercaptoethanol.

P-Biotin Labeling of Cell Lysates. Cell pellets from �2.0 � 106

cells were resuspended in 100 �L of ice-cold NP-40 lysis buffer
(0.5% NP-40, 50 mM Tris, 5 mM MgCl2, pH 7.4) with Complete
Mini protease inhibitor cocktail and centrifuged at 4 °C for 10
min at 20,000g. The supernatant (cell lysate) was collected, and
the protein concentration was determined by Bradford assay
(BioRad). Staudinger ligation labeling of azide-modified proteins
was performed by incubation of cell lysates (50 �g) with 250 �M
p-biotin (5 mM in DMSO stock) and 5 mM DTT in total reaction
volume of 50 �L for 2 h at 37 °C. The reactions were terminated
by addition of ice-cold acetone (1 mL), and the product was incu-
bated at –20 °C for 20 min and centrifuged at 4 °C for 10 min at
20,000g to precipitate proteins. The supernatant was decanted,
and the protein pellet was resuspended in SDS–protein loading
buffer with 2-mercaptoethanol.

Immunoblotting. P-biotin (�20 �g) and DCG-04 (�10 �g)
labeled proteins were separated by SDS-PAGE (12.5% gel) and
transferred to a polyvinylidene fluoride membrane, and the
membrane was blocked with 5% nonfat dried milk in PBS/
Tween 20 (PBST) (PBS, 0.1% Tween 20, pH 7.4) overnight at 4 °C
or 1 h at RT. The membrane was washed with PBST (3 � 10 mL)
and incubated with streptavidin–HRP (1:5000 in PBST) for 1 h,
washed with PBST (3 � 25 mL), and developed using Western
Lighting Chemiluminescence Reagent Plus (Perkin Elmer). To
demonstrate equal levels of protein loading, streptavidin–HRP
blots were inactivated with H2O2 and probed with anti-�-actin
antibody followed by rabbit anti-mouse HRP. Anti-Cat B immuno-
blots were performed with rabbit anti-Cat B polyclonal and then
probed with mouse anti-rabbit HRP.

Streptavidin Affinity Enrichment and Proteomic Analysis of
Biotinylated Proteins. Cell lysates (5 mg) from macrophages
treated with or without azido-E-64 were reacted with 25 �M
p-biotin (5 mM in DMSO stock) and 5 mM DTT in a total reaction
volume of 5 mL for 2 h at 37 °C with rocking. The reactions were

terminated by addition of ice-cold acetone (40 mL), and the
resulting product was incubated at –20 °C for 20 min and cen-
trifuged at 4 °C for 10 min at 4000g to precipitate proteins. The
supernatant was decanted, and the protein pellet was resus-
pended in 5 mL of 0.2% SDS (50 mM Tris, pH 7.4) with sonica-
tion. Proteins were precipitated again with ice-cold acetone
(40 mL) and resuspended in 5 mL of 0.2% SDS (50 mM Tris,
pH 7.4) with sonication to remove any residue p-biotin. Pre-
washed streptavidin–agarose beads (250 �L) were then added
to protein lysates (1 mg mL–1) and allowed to incubate at 4 °C for
1 h with rocking. Streptavidin–agarose beads were centrifuged
for 5 min at 4000g at 4 °C and washed with 10 mL of 0.2% SDS
(50 mM Tris, pH 7.4) four times. One-fifth of the streptavidin–
agarose beads (�50 �L of slurry) were removed, resuspended in
SDS–protein loading buffer with 2-mercaptoethanol, and ana-
lyzed by immunoblotting as described above. The remaining
streptavidin–agarose beads (�200 �L) were washed with 1 mL
of 50 mM NH4CO3, pH 7.4, twice, denatured, and reduced with
500 �L of 6 M urea, 10 mM tris(2-carboxyethyl)phosphine,
50 mM NH4CO3, pH 7.4, for 30 min at RT with rocking. Iodoacet-
amide from a stock solution of 1 M was added to streptavidin–
agarose beads to give a final concentration of 20 mM iodoacet-
amide and allowed to react for 30 min at RT with rocking in the
dark. The beads were then washed with 1 mL of 50 mM NH4CO3,
pH 7.4, three times, resuspended in 500 �L of 50 mM NH4CO3,
pH 7.4, with 2 �g of porcine trypsin, and allowed to digest over-
night at 37 °C with rocking. The streptavidin beads were centri-
fuged for 1 min at 4000g, and the supernatants were collected
and concentrated by SpeedVac. Recovered peptides were ana-
lyzed by reverse-phase LC ESI-MS using Waters nanoAquitity-
UPLC coupled to a Thermo LTQ linear ion-trap mass spectrom-
eter. MS/MS spectra were searched by SEQUEST against the
NCBI database (nr.fasta.hr 6/27/2006). SEQUEST results were
analyzed with Bioworks Browser 3.2 and filtered with the follow-
ing criteria: different peptides; minimum cross correlation coef-
ficients (1, 2, 3 charge states) of 1.50, 2.00, 2.50; number differ-
ent peptides of 2 per protein and Sp preliminary score of 500.

Fluorescence Microscopy. Møs (�2.0 � 105 per well) were
seeded in an eight-well chambered Lab-Tek II cover glass slides
16 h before analysis. Møs on cover glass slides were treated
with DMSO or 20 �M azido-E-64 in 250 �L of media for 30 min
at 37 °C, washed with PBS, and fixed with ice-cold methanol for
5 min at 4 °C. After fixation, cells were washed with PBS and
reacted with 250 �M p-biotin in 200 �L of PBS for 2 h at 37 °C.
The cells were then washed with PBS and blocked with 10%
bovine serum albumin (BSA) in PBS for 16 h at 4 °C or 1 h at RT.
The cells were stained with primary antibodies dissolved in per-
meabilization buffer (10% BSA, 0.5% saponin in PBS) for 1 h at
RT, washed with permeabilization buffer (3 � 250 �L), and
stained with fluorescently conjugated secondary antibodies or
streptavidin dissolved in permeabilization buffer for 1 h at RT in
the dark. Slides were washed with permeabilization buffer (2 �
250 �L), PBS, and samples were mounted with Fluoromount G
(Southern Biotech) and analyzed using a Perkin-Elmer spinning
disk confocal microscope with UltraView software.

Bacterial Infection of BMMøs. BMMøs (�2.0 � 105 per well)
were seeded in eight-well chambered Lab-Tek II cover glass
slides the 16 h before analysis and infected with bacteria (MOI
� �100), centrifuged at 500g for 5 min, and incubated for 1 h at
37 °C. The cells were washed with PBS (250 �L � 2) and labeled
with 20 �M azido-E-64 for 20 min at 37 °C. BMMøs were fixed
and stained for immunofluorescence and analyzed as described
above.
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A Year of Firsts for ACS Chemical
Biology and the ACS

A CS Chemical Biology (ACS CB) completes its first year of publication with this issue.
And what a year it has been! The ready acceptance and extraordinary usage of the
journal by the community of scientists, readers, authors, and librarians have been

breathtaking. When we commenced upon this new venture at the beginning of the year, our
vision for the journal was to foster substantive collaboration between biologists and chem-
ists. This first year has seen great collaboration and community-building, and it remains our
ever-defining goal to further collaborate with and enhance the community as we go forward.

In launching a new web and print publication in chemical biology, the ACS made a com-
mitment to bring together a diverse group of scientists to cover the range of subdisciplines in
biology and chemistry. In doing so, we have created an innovative, “new” publication offer-
ing interactive features that engage the chemical biology research community and facili-
tate international communication across the various disciplines of chemistry and biology. In
this, we have gone beyond our traditional journal model to offer such interactive features as
the popular “Ask the Expert” and “Chemical Biology WIKI”. We produce monthly podcasts
for the scientists who prefer to hear about the advances in chemical biology. To enhance
accessibility of our content to a broad scientific audience, we help authors who are report-
ing macromolecular structures to develop 3D interactive figures (web-enhanced objects). On
top of all of this, we cover other relevant topics such as science policy, funding, and educa-
tion issues—issues in which the scientific community we serve express the utmost interest.

As evidenced through coverage by the ISI Web of Knowledge, Medline, and the Chemical
Abstracts Service, ACS CB is meeting its mission to provide a much-needed forum for inno-
vation in the chemical and biological sciences.

As we launched the journal, the ACS was also busy implementing changes in its manu-
script submission and production systems. We and other journals use the new ACS Paragon
Plus Environment to provide a manuscript submission and peer-review system with the high
level of quality our authors and reviewers expect from the ACS, while also giving us the flex-
ibility to meet future demands. The ACS Paragon Plus Environment is powered by Scholar-
One Manuscript Central, which is used by more than 1400 journals worldwide. On the pro-
duction front, ACS CB was the first ACS journal to use XML, also known as extensible markup
language. XML is a flexible way to create common information formats and share both the
format and the data on the Internet, intranets, and elsewhere. We use the flexibility of XML to
deliver our content to our web pages and link it to related material within ACS publications
and elsewhere.

ACS CB, like all ACS journals, is committed to presenting current, compelling issues and
providing the highest-quality venue in which to publish. The quality of information and
research that we provide you is a direct result of the commitment and leadership of our
Editor-in-Chief, Laura Kiessling, and members of our Board of Editors: Jennifer Doudna, Kai
Johnsson, Anna Mapp, Michael Marletta, Peter Seeberger, and James Williamson. We are
also indebted to a truly wonderful Editorial Advisory Board that represents the broad chemi-
cal and biological communities.

10.1021/cb600483c CCC: $33.50 Published online December 15, 2006 © 2006 by American Chemical Society
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We are especially indebted to the leadership of the ACS Executive Director and CEO,
Madeleine Jacobs; the ACS Publications President, Robert Bovenschulte; and the Senior Vice
President of the Journals Publishing Group, Brian Crawford, for their decision to launch a
new, web-centric publication in the emerging field of chemical biology for the ACS. ACS CB
staff, including Managing Editor Sarah Tegen, Art Director Theresa Dubé, Webmaster Scott
Bell, Editorial Assistant Elizabeth Betts, Special Projects Liaison Grace Miller, and Journals
Editing Manager Diane Needham and her team, have been instrumental in creating each of
these first 12 issues. A special thanks goes to Marketing Manager Jonathan Morgan and the
ACS Sales and Marketing team for ensuring the widespread distribution and online access in
the institutional marketplace worldwide.

As Laura Kiessling wrote in the inaugural issue of ACS CB, “Our vision of ACS Chemical
Biology is that it will be nimble—it will respond to new scientific directions. We are interested
in innovative ideas about how we can best serve our readership and the broader scientific
community.” Just as Laura invited your input in that first issue, we continue to invite your
input and involvement as we go forward into a new year of publication.

Thank you for participating in this bold, new venture by the ACS. You have made ACS CB
the success it already is.

Evelyn Jabri
Executive Editor

Editor’sLETTER
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Anti-Diabetics by Design 
The phosphoinositide 3-phosphatase PTEN is 
involved in several important cellular processes, 
including regulation of insulin signaling. Inhibi-
tion of PTEN activity leads to increased glucose 
uptake, an indication that PTEN could be an 
attractive drug target for diabetes. Rosivatz et al. 
(p 780) report the generation and biological 
evaluation of specific small-molecule inhibitors 
of PTEN.

On the basis of the landscape of the PTEN 
active site and the general phosphatase inhibi-
tory activity of vanadate-based compounds, the 
authors designed and synthesized a range of 
vanadates and bis-peroxovanadates. Of eight 
compounds tested for their ability to inhibit 
recombinant PTEN activity, the 3-hydroxypico-
linate vanadium(IV) complex VO-OHpic was the 
most potent and specific PTEN inhibitor. With 
VO-OHpic, they explored the effects of PTEN 
inhibition in cells. Cells exposed to VO-OHpic 
exhibited increased phosphorylation of the 
kinase Akt, translocation of phospho-Akt to the 
plasma membrane, increased PtdIns(3,4,5)P3 
levels, reduced activity of the Akt-dependent 
transcription factor FoxO3a, and increased 
glucose uptake. Specific small-molecule PTEN 
inhibitors such as VO-OHpic will be useful 
probes for investigating the biological roles and 
potential therapeutic relevance of PTEN.

Engineering the Interface
Re-engineering protein interaction 
interfaces is a powerful method 
for exploring protein function. 
Although the interaction interfaces 
between proteins and various 
small molecules, DNA, or other 
proteins have been successfully 
redesigned, the 
engineering of 
highly conserved 
protein-DNA 
interaction inter-
faces has not been 
explored in depth. 
Now, Simon et al. (p 755) use 
novel nucleosides and phage 
display technology to re-engineer 
the recognition surface between 
the homeodomain (HD), a highly 
conserved DNA-binding domain, 
and its DNA recognition motif. 

The re-engineering of the HD-
DNA interface was accomplished 
by exploiting the hydrophobic 
contact between an isoleucine in 
the HD and the C5-methyl group of 
a thymidine in the DNA. Thymidine 
analogues containing alkynyl 
appendages at the C5 position 
were synthesized and incorporated 
into the HD-DNA recognition 
sequence. Phage display was 
then used to identify mutant HDs 
that bound to the modified DNA. 
X-ray crystallization and biochemi-
cal studies of one mutant, HDΦ, 
revealed that its fold and stability 
profile are similar to those of the 
wild-type HD. That such a highly 
conserved interaction interface can 
be so substantially redesigned and 
yet retain its structure and function 
is striking. This work demonstrates 
that even highly conserved binding 
interfaces are adaptable, paving 
the way for re-engineering various 
other domains in the proteome.

Editing Messenger RNA Messages 
Enzymes called adenosine deaminases that act 
on RNA (ADARs) catalyze the deamination of 
adenosine to generate inosine. Because inosine is 
decoded as guanosine, this RNA editing process 
can change the message in the RNA strand and 
lead to structural diversity in the resulting protein. 
To probe the biochemical and structural basis for 
ADAR activity, Pokharel and Beal (p 761) have 
developed a screen that enables the discovery of 
mutant ADAR and RNA substrate combinations 
capable and incapable of this type of RNA editing.

The screen was designed so that mutant ADAR 
or substrate sequences could be rapidly identi-
fied via a colorimetric yeast assay. It is known 
that ADAR2 can deaminate within a stop codon, 
generating a tryptophan codon. Therefore, the 
ADAR2 substrate was placed upstream of an 

a-galactosidase gene, such that 
if RNA editing takes place, green 
colonies result; otherwise, white 
colonies grow. This approach 
identified several functional 
ADAR2 mutants and RNA 

sequences that affect RNA editing efficiency. This 
strategy enables elucidation of the structural and 
biochemical characteristics of ADAR activity and 
could facilitate the identification of RNA editing 
regulators and the engineering of new ADARs with 
altered properties.

Cryptophycins: Cryptic No Longer
Blue-green algae produce a large class of peptolides, or compounds with peptide and macrolide char-
acteristics, called cryptophycins. Some cryptophycins have anticancer activity. However, toxicity issues 
and the lack of large-scale fermentation methods for their generation necessitate development of other 
methods for the efficient synthesis of molecules of this class. Now, Magarvey et al. (p 766 and Point of 
View p 747) present a detailed characterization and analysis of the cryptophycin biosynthetic pathway.

Cryptophycin structures suggest that the compounds are assembled by a mixed polyketide syn-
thase/nonribosomal peptide synthetase gene cluster. A comparative secondary metabolomic analysis 
based on related gene clusters from other blue-green algae led to the identification and subsequent 
cloning, sequencing, and analysis of an ~40 kb cluster encompassing the cryptophycin biosynthetic 
genes. In addition, biosynthetic precursors were used to characterize the source of each biosynthetic 
unit and to assess the versatility of the enzymes involved in cryptophycin assembly. Finally, two key 
enzymes in the pathway were identified and characterized, and this led to their use in a novel chemo-
enzymatic assembly of cryptophycin 2. Characterization of the biosynthetic pathway of these intriguing 
compounds provides important chemical, biological, and bioinformatic tools for the generation of 
known and novel cryptophycins.

Published online December 15, 2006 • 10.1021/cb600470r CCC: $33.50
© 2006 by American Chemical Society
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biochemistry, 1999; University of California, 
Berkeley, Ph.D. in chemistry with Prof. 
Kevan M. Shokat, 2006

Nonscientific interests: Sound art, radio 
production

I am interested in the biochemical mechanisms underlying 
transcriptional regulation and epigenetic inheritance. To 
facilitate these investigations, we have been working on the 
synthetic introduction of prosthetic groups capable of func-
tioning as chemical handles. As one example, we have incor-
porated non-natural nucleosides into DNA and used phage 
display to select for mutant transcription factors that bind 
with specificity for the non-natural strands. This project has 
allowed us to probe the adaptability of a homeodomain–
DNA interaction and then examine one of the reengineered 
interfaces. (Read Simon’s article on p 755.)

Matthew D. Simon

Published online December 15, 2006  •  10.1021/cb600482x CCC: $33.50
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try, 1995; The Scripps Research Institute, Ph.D. 
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chemistry with Prof. John H. Elder, 2001 

Postdoctoral work: Uppsala University, 
postdoctoral scholar with Prof. Bengt Mannervik, 
2001-2003

Nonscientific interests: Traveling, jazz trum-
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Microbes biosynthesize some of the most complex and me-
dicinally useful compounds. My research is directed toward 
understanding how they do it. In this article, we describe how 
the cyanobacteria Nostoc sp. ATCC 53789 and Nostoc sp. GSV 
224 biosynthesize cryptophycins, potent anticancer agents. 
Specifically, we have learned the identity of the precursors 
used to assemble the cryptophycins; cloned, sequenced, and 
annotated the crytophycin biosynthetic genes; explored the 
flexibility of the biosynthetic system through extensive feeding 
experiments; and heterologously expressed the CYP450 from 
the cryptophycin biosynthetic pathway, which enabled us to 
stereospecifically install an epoxide critical to the activity of 
the cryptophycins. (Read Beck’s article on p 766 and Point of 
View on p 747.)

Zachary Q. Beck

Current position: Harvard Medical School, 
Department of Biological Chemistry and 
Molecular Pharmacology. Postdoctorial Fel-
low with Prof. Christopher T. Walsh

Education: Dalhousie University, B.S. in 
biochemistry, 1998; University of Minnesota 
Ph.D. in microbiology, immunology and 
cancer biology with Prof. David H. Sher-
man, 2005 

Nonscientific interests: Camping, hiking, 
hockey, tennis

Of all the small molecules created, those from nature act with 
the highest level of specificity, a testament to evolutionary 
pressures leading to their selection. Equally striking are the 
assembly strategies to create pools of these molecules. In this 
paper, we clone the genes for synthesizing the tubulin-binding 
agent cryptophycin, a mixed polyketide/nonribosomal peptide 
product from a symbiotic cyanobacterium, and delineate the 
steps in its assembly. The cryptophycin assembly system is 
unique in that it produces ~25 analogues. Using an artificial 
system, we explore the flexibility of the cryptophycin biosyn-
thesis and succeed in using the assembly system to create 
molecules that have not been made previously and/or those 
that are difficult to synthesize in the lab. Our hope is that these 
studies serve as a mechanism to assist in bringing the crypto-
phycins and other natural products to the war on cancer. (Read 
Magarvey’s article on p 766 and Point of View on p 747.)

Nathan A. Magarvey
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As a chemical biologist, I am always interested in devel-
oping versatile and simple tools to answer basic biologi-
cal questions at the molecular level. The main focus of 
my research is to develop new approaches to control 
editing reactions catalyzed by RNA editing enzymes. 
In this paper, we report a high-throughput screen for 
ADAR/substrate combinations capable of RNA editing 
that can be carried out in yeast growing on agar plates. 
In the future, we intend to extend this screen to discover 
regulators of RNA editing reactions and to evolve ADARs 
that edit at new sites. (Read Pokharel’s article on p 761.)
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sion of Cell and Molecular Biology, postdoctoral 
research associate with Dr. Rudiger Woscholski

Education: University of Innsbruck, Austria, 
Institute of Medical Chemistry and Biochemistry, 
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2000; Technical University of Munich, Germany, 
Institute of Molecular Pathology and University of 
Innsbruck, Austria, Institute of Medical Chemistry 
and Biochemistry, Ph.D. in molecular genetics and 
biochemistry with Dr. Karl-Friedrich Becker and 
Prof. Florian Ueberall, 2004

Nonscientific interests: Mountaineering, jogging, 
cycling, nature, London

My research focuses on the localization and function of various 
phosphatidylinositols (PIs) in mammalian cells. I am interested 
in PI recognizing enzymes and their role in signaling and lipid 
metabolism. Close collaboration between chemists and biologists 
enabled us to design and characterize a powerful and specific 
vanadium-based small-molecule inhibitor of the enzyme PTEN. 
The vanadium complex was useful for dissecting PI 3,4,5-tri-
sphosphate-dependent signaling, because the effects of other 
growth-factor-induced pathways could be excluded by raising PI 
3,4,5-trisphosphate levels solely through the inhibition of PTEN. 
This inhibitor will help to resolve unknown pathways and will be 
essential in exploring the role of PTEN in PI dynamics and signal-
ing. (Read Rosivatz’s article on p 780.)

Current position: University of California, 
San Francisco, graduate group in biophys-
ics, Ph.D. candidate with Prof. Kevan M. 
Shokat

Education: University of Chicago, B.A. in 
biological sciences, 1999

Nonscientific interests: Rock climbing

This work grew out of my interest in the structural basis of 
molecular recognition. Transcription factors bind to DNA in a 
sequence-dependent manner to control the expression levels 
of genes. We chemically modified a transcription factor bind-
ing site and selected transcription factor mutants that could 
tolerate the modification in order to investigate the binding 
determinants of the protein-DNA interface. Structural and 
biochemical analysis revealed a remarkable resiliency of the 
interface, which maintained sequence-specific binding to the 
DNA despite perturbation of hydrophobic contacts between 
the transcription factor and its binding site. (Read Feldman’s 
article on p 755.)

Morris E. Feldman

Erika Rosivatz

Subhash Pokharel
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The Bee with Methyl-C’s
Recently, the genomic sequence of the honeybee was 
completed. Though this insect may seem like a cousin 

of the research 
workhorse, the 
fruit fly, these two 
organisms probably 
diverged from their 
common ancestor 
300 million years 
ago. For perspec-
tive, this is the same 
time period in which 
humans and chickens 
shared a common 

ancestor. Among the sequence was an interesting 
secret that makes the bee more like a human than a 
fruit fly. In a recent report, Wang et al. (Science 2006, 
314, 645-647) report that the bee genome encodes 
enzymes resembling the human DNA deoxycytosine 
methyltransferases (DNMTs). 

In humans, these enzymes methylate CpG dinu-
cleotides in promoter regions, thereby regulating the 
activity of a particular gene’s transcription. Methyl-CpG 
modifications in mammals can be linked to processes 
ranging from genome maintenance to tumorigenesis 
to sex-specific gene regulation. For the first time, it 
is clear that this type of methylation reaches into an 
invertebrate. The study steps beyond genomic predic-
tions and tests several of the methylase enzymes for 
expression and activity. As in mammals, some of this 
social insect’s enzymes are expressed in a tissue-
specific or developmental stage-specific manner. Bio-
chemical tests with an in vitro translated batch 
of each methylase showed that the predicted 
bee DNMTs are bona fide methylases. Addition-
ally, a complete nuclease digest of bee genomic 
DNA to single nucleotides revealed methyl-C as 
a naturally occurring monomer. The methylation 
is not as widespread as in mammals, so the underlying 
function for this modification may be different in bees. 
This does appear likely, because the authors identified 
several methylated regions of the bee genome and 
they lie within coding genes rather than in promoters. 
This difference might make bees a honey-sweet new 
organism for studying gene regulation and the effects 
of the DNMTs. Jason G. Underwood, Ph.D.

Piccell Picks NO Releasing Cells
Nitric oxide (NO) is a signaling molecule that plays a role in 
several important biological processes, including blood vessel 
dilatation and neurotransmission. Many fluorescent NO indica-
tors enable the detection of intracellular NO levels, but existing 
methods for monitoring the release of NO from cells suffer from 
lack of sensitivity and reversibility. Now, Sato et al. (Anal. Chem., 
published online Nov 9, 2006, DOI: 10.1021/ac061791b) present 
Piccell, a novel, cellular, FRET-based indicator for NO that enables 
exploration of the spatiotemporal dynamics of NO release from 
cells.

Piccell is a cell line containing a genetically encoded molecu-
lar indicator that undergoes a change in FRET in the presence 
of guanosine 3′,5′-cyclic monophosphate (cGMP). The protein 
soluble guanylate cyclase, endogenously present in the cell 
line from which Piccell is derived, generates cGMP upon bind-
ing to NO, resulting in a subsequent FRET signal. The authors 
initially demonstrated that addition of NO to Piccell generated an 
exquisitely sensitive, selective, and reversible FRET response. To 
determine whether the indicator could detect NO released from 
cells, they cocultured Piccell with vascular endothelial cells or hip-
pocampal neurons. Endothelial cells transiently release NO upon 
stimulation with ATP. Addition of a specific concentration of ATP to 
the Piccell-endothelial cell coculture resulted in a change in FRET 
that could be correlated with a specific picomolar concentration 
of NO. Interestingly, repeated cycles of decreasing and increasing 

FRET signals were 
observed in the Pic-
cell-neuron cocul-
ture in the absence 
of any external 

stimuli. Investigation into the mechanism of this intriguing find-
ing revealed that the spontaneous and periodic NO release was 
dependent on the N-methyl-D-aspartic acid receptor and that it 
synchronized with Ca2+ spikes in the neurons. This work estab-
lishes Piccell as a powerful tool for investigating the regulation 
and function of NO release from cells. Eva Gordon

Georgette Douwma, Getty Images.

Emission ratio (CFP/YFP)

Uncaging of caged NO (1 s)

Reprinted with permission from Sato, M., et al., Anal. Chem., DOI: 10.1021/ac061791b. Copyright 2006 American Chemical Society.
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Trafficking vesicles are the vehicles by which 

the various compartments within a cell trans-

port both membrane constituents and soluble 

material to each other and to the extracellular 

space. Although many of the vesicle con-

stituents that act as traffic cops and cross-

ing guards to regulate this highly complex 

process have been extensively characterized, 

a comprehensive description of the global 

structure of trafficking vesicles has not been 

attempted. Using the synaptic vesicle (SV) as 

a model trafficking organelle, Takamori et al. 

(Cell 2006, 127, 831-846) now quantitatively 

describe the SV in terms of its protein and 

lipid composition.

SVs perform the critical function of trans-

porting neurotransmitters to nerve 

terminals of neurons. An impressive 

array of molecular characterization 

technologies, including mass 

spectrometry, fluorescence cor-

relation spectroscopy, electron 

microscopy, molecular model-

ing, and molecular dynamics 

simulations, was employed 

to paint a 3D picture of the SV 

structure. Hundreds of proteins 

from diverse structural and func-

tional classes were identified as mem-

bers of the SV or at least 

as visiting constituents, 

and the SV was found 

to contain high levels 

of cholesterol but low 

amounts of phosphati-

dylinositol. In addition, the 

amount in grams and the copy 

number of the major protein and lipid 

constituents on the average SV were calcu-

lated, along with the vesicle size, density, 

and mass. On the basis of this quantitative 

composition data and known structural 

information of the vesicle constituents, 

a molecular model of an average SV was 

generated. Analysis of the SV structure sug-

gested that it is strongly domi-

nated by its protein con-

stituents and that proteins 

essential for exocytosis 

and neurotransmitter 

loading are present 

in high copy number. 

This remarkable model 

provides insight into 

how SVs function and 

lays the groundwork for 

the portrayal of other traf-

ficking vesicles. Eva Gordon

Both images reprinted from Cell, 
127, Takamori, S., et al., Molecular 
anatomy of a trafficking organelle, 
831-846, Copyright 2006, with 
permission from Elsevier.

Sizing Up the Synaptic Vesicle
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Silence of the Plants
Methylation of DNA plays an important 

role in genome stability and gene regula-

tion in many eukaryotes. In plants, a spe-

cial RNA interference (RNAi) mechanism 

guides the methylation of particular DNA 

segments to trigger gene silencing. Small 

interfering RNAs (siRNAs) of ~24 nucleo-

tides are first processed out of longer 

double-stranded precursors. These short 

RNAs then go on to program the target 

recognition of an RNA-protein complex. 

It still remains a mystery whether these 

complexes use their siRNAs to target a 

complementary RNA or DNA at the proper 

methylation locus. Among the most criti-

cal protein components in all known RNAi 

mechanisms are the Argonaute proteins 

(AGOs). In the mustard plant, Arabidopsis, 

AGO4 is the specialized Argonaute family 

member that participates in RNA-guided 

DNA methylation. Now, a recent study 

indicates that this one AGO protein may 

have two separable functions in the RNAi 

pathway. Qi et al. 

(Nature 2006, 443, 

1008-1012) began by 

purifying AGO4 from 

the plant and sequenc-

ing the associated 

24 nucleotide RNAs. 

Among these RNAs, 

almost half were 

derived from abundant repeat sequences 

in the genome, and others were derived 

from DNA transposons, consistent with 

AGO4’s role in genome maintenance. 

The authors then probed whether RNA 

Parasites Roll the Dicer
In the last several years, scientists 
have investigated the RNA interference 
(RNAi) phenomenon in a wide array of 
model organisms. In general, the RNAi 
pathway is fed by sequences of double-
stranded RNAs (dsRNAs) that are 
chopped up into small interfering RNAs 
(siRNAs) and selectively incorporated 
into gene-silencing complexes. In many 
organisms, these silencing complexes 
go on to bind to and trigger the degra-
dation of complementary messenger 
RNAs. Among the first protein compo-
nents linked to the RNAi pathway was 
Dicer, the enzyme that makes siRNAs 
from long double-stranded precur-
sors. Since this discovery, the enzyme 
has been found in organisms ranging 
from single-celled Giardia to humans. 
Now, the Dicer from another unicellular 
eukaryote, Trypanosoma brucei, has 
been uncovered. This parasitic organism 
causes the deadly African sleeping 
sickness in humans and is spread by 
its other host, the biting tsetse fly. Shi 
et al. (RNA 2006, 12, 2063-2072) used 
a clever candidate-gene approach to 
identify Dicer in this organism. Because 

gene comparison methods had not 
been successful in finding this parasite’s 
equivalent enzyme, the authors took 
advantage of the hallmark of all Dicers, 
the double-strand cutting RNase III 
domain. Comparative genomics of T. 
brucei and another species, T. cruzi, 
which does not display RNAi, yielded 
two possible candidates. One of these 
two localized to the cell’s cytoplasm and 
could dice long radioactive dsRNA into 
fragments 24-26 nucleotides in length. 
Both of these features were consistent 
with the roles of the candidate genes 
in RNAi. The authors went on to further 
prove the function by disrupting and 
enhancing the Dicer’s expression in the 
organism. Interestingly, they also found 
that a single point mutation in a yet 
uncharacterized domain of Dicer can dis-
rupt RNAi function. Altogether, this study 
demonstrates that an RNAi enzyme that 
has eluded researchers to date is alive 
and well in this tiny parasite. The dra-
matic sequence differences between T. 
brucei and human Dicer enzymes make 
it a compelling target for drug design. 
Jason G. Underwood, Ph.D.

or DNA could be the target of AGO4. They found 

that a purified AGO4 complex from plants could 

cleave a complementary RNA sequence derived 

from one of the transposons. Mutation of key 

catalytic residues abolished this cleavage, but 

interestingly, methylation and silencing could 

still take place at many loci. Thus, although 

AGO4 in the plant can make siRNAs by using its 

catalytic center, this activity is not necessary for stimulating and guiding 

methylation. The protein must also allow programming by RNA products 

from other enzymes. How the RNAi mechanism is tied to DNA methylation 

is still not well understood, but these results place AGO4 at the center of 

attention. Jason G. Underwood, Ph.D.

Andy Sotiriou, Getty Images.
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Microbes perform incredibly 

diverse functions within the 

environments in which they 

reside. But whether they are 

munching on a hamburger 

in the human stomach or a 

nice juicy piece of wood in 

the termite gut, the organisms 

responsible for specific enzy-

matic activities within a given 

ecosystem are often difficult to 

identify among the plethora of 

other microbes with whom they 

coexist. Now, Ottesen et al. (Sci-

ence 2006, 314, 1464-1467) 

combine microfluidics and digi-

tal polymerase chain reaction 

(PCR) to separate, amplify, and 

analyze multiple genes from 

individual bacteria within these 

complex ecosystems, enabling 

the systematic identification of 

bacteria carrying a particular 

gene.

Both termites and bacteria 

within the termite hindgut rely 

on bacterial formyl-tetrahydro-

folate synthetase (FTHFS) for 

key metabolic activities, but the 

identity of the bacterial spe-

cies responsible for this func-

tion had not been elucidated. 

To address this problem, the 

authors used 

a microflu-

idic device 

to separate 

and partition 

out single 

cells from the 

community 

of organisms 

present in the hindgut of 

the Zootermopsis nevaden-

sis dampwood termite. The 

individual cells were then 

used as genomic templates 

for PCR amplification of a 

specific genotype (the clone 

H group) of FTHFS, along with 

16S ribosomal RNA (rRNA) to 

enable identification of the 

bacterial species containing 

the gene. Using this method, 

they determined that ~1% of 

the bacteria residing in the 

termite hindgut carried clone 

H group FTHFS and that of this 

group, a cluster of the genus 

Treponema represented the 

majority of the clone H group 

FTHFS-encoding cells. With 

this information in hand, the 

authors designed more spe-

cific PCR reactions to further 

characterize the Treponema 

population in Z. nevadensis, 

and they determined that 

treponemal cells constituted 

10-12% of the bacterial com-

munity. This report presents 

an innovative method for 

identifying uncultivated bacte-

rial species within complex 

ecosystems by exploiting their 

rRNA fingerprint and their abil-

ity to perform specific meta-

bolic activities. Eva Gordon

Microbes Go Digital
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From Ottesen, E. A., et al., Science, Dec 1, 2006, DOI: 10.1126/science.1131370. Reprinted with permission from AAAS.
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Resveratrol, a polyphenolic compound that is 

available as a dietary supplement, is known 

to extend the lifespan of diverse species, 

from yeast to worms to fish. The compound 

is produced by various plants and is notably 

present in the skin of red grapes and in red 

wine. Though this information alone may be 

ample evidence for some to rationalize the 

consumption of large amounts of red wine on 

a regular basis, it would be wise to first fully 

understand the biological consequences of 

resveratrol intake. Two groups (Lagouge et al., 

Cell 2006, DOI: 10.1016/j.cell.2006.11.013 

and Baur et al., Nature 2006, 

444, 337-342) report their 

investigations into the molecular 

mechanisms behind the fountain-

of-youth-like effects of resveratrol 

and the impact of resve-

ratrol treatment on the 

physiology and survival of 

mice.

Baur et al. systemati-

cally evaluated the physi-

ological and health effects 

of resveratrol on mice. 

Middle-aged mice (all of 1 year old!) were fed 

either a standard diet (SD), a high-calorie diet 

(HC), or a high-calorie diet with resveratrol 

(HCR). Compared with HC mice, HCR mice 

exhibited prolonged survival and improved 

quality of life as assessed through monitor-

ing of balance and motor coordination. In 

addition, the HC group had increased levels of 

several molecular indicators for diabetes and 

shorter lifespan compared with the HCR and SD 

groups. The HC group also had larger livers and 

displayed greater overall pathology in the liver 

and the heart than the HCR or SD groups.

Both research groups uncovered information 

that helps explain the molecular basis for these 

remarkable effects. Mice treated with resvera-

trol exhibited improved sensitivity to insulin, 

indicative of decreased risks for cardiovascular 

disease and diabetes. In addition, resvera-

trol-treated mice had more mitochondria and 

increased mitochondrial activity than untreated 

mice. Microarray experiments were also 

performed to determine which gene expres-

sion levels were affected by resveratrol intake. 

Not surprisingly, many of the most dramatic 

changes in expression patterns were observed 

within groups of genes functionally involved 

in mitochondrial biogenesis and function and 

in energy homeostasis. Strikingly, resveratrol 

opposed the effects of high calorie intake in 

144 out of 153 significantly altered pathways.

Resveratrol is known to interact with SIRT1, 

a member of the sirtuin family of nicotinamide 

adenine dinucleotide-dependent deacetylases. 

SIRT1 deacetylates peroxisome proliferator-acti-

vated receptor g coactivator (PGC-1a), a protein 

involved in mitochondrial biogenesis and func-

tion. Delving even further into the molecular 

(continued on page 735)

Both images reprinted from Cell, Lagouge, M., et al., Resveratrol improves mitochondrial 
function and protects against metabolic disease by activating SIRT1 and PGC-1alpha, 

DOI: 10.1016/j.cell.2006.11.013, Copyright 2006, with permission from Elsevier.

Fountain of . . . Resveratrol?
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Caged Antigens
T cells use their T cell receptor 

(TCR) to scan the cellular environ-

ment for foreign antigenic peptides 

presented by major histocompat-

ibility complex (MHC) molecules 

on antigen-presenting cells. Recent 

evidence suggests that the spatial 

pattern of signaling and adhesion 

molecules activated by the TCR-

MHC interaction, called the immu-

nological synapse, plays a direct 

role in regulation of the immune 

response. To probe the spatial regu-

lation of T cell signaling, DeMond 

et al. (J. Am. Chem. Soc., 2006, 128, 

15,354-15,355) have developed 

a method for selectively activating 

T cells in a spatially and temporally 

defined manner.

Using the well-studied TCR/MHC 

pair AND/MCC-IEk, the authors 

replaced a critical lysine in the 

antigenic peptide with a lysine 

containing the caging group 

6-nitroveratryloxycarbonyl 

(NVOC) appended to its side 

chain nitrogen. They antici-

pated that the presence of the 

caging group would prevent TCR 

activation but that exposure 

to UV light, which removes the 

NVOC group, would restore 

the interaction and induce T 

cell activation. Indeed, T cells 

stimulated with mobile intercel-

lular adhesion molecule-1 

(ICAM)-containing lipid bilayers 

displaying either uncaged MCC-IEk 

or NVOC-MCC-IEk that had already 

been exposed to UV light adopted a 

rounded morphology and fluxed cal-

cium, an indication of T cell activation. 

pathways affected by resveratrol treatment in vivo, Lagouge et al. discovered that activation of SIRT1 by resveratrol 

affects PGC-1a target gene expression in muscle and fat, specifically genes involved in oxidative phosphorylation 

and mitochondrial biogenesis. These effects ultimately enabled resistance to diet-induced obesity in mice. Interest-

ingly, the authors also discovered that three single-nucleotide polymorphisms in the human Sirt1 gene correlate with 

energy homeostasis, further substantiating the role of SIRT1 in energy regulation.

These studies elegantly reveal the intriguing physiological consequences of supplementing a high-calorie diet 

with resveratrol. A variety of physical and metabolic indicators suggest that this compound essentially reverses the 

negative effects of overeating and favorably modulates known longevity pathways. In addition, the delineation of 

resveratrol’s mechanism of action presented in these investigations demonstrates that small molecules can effec-

tively manipulate the key pathways involved in regulating metabolic- and age-related disorders. Perhaps someday, 

as we continue to decipher the workings behind metabolism and aging, we will figure out exactly what compound to 

put in that fountain. Eva Gordon

Fountain of . . . Resveratrol?, continued from page 734

In contrast, when T cells 

were exposed to NVOC-

MCC-IEk lipid bilayers that 

had not been exposed to 

UV light, the cells crawled 

and exhibited a low level 

of intracellular calcium, 

signifying that the TCR was 

not activated. Remarkably, 

however, upon exposure 

to UV light, these cells 

stopped migrating, adopted 

a rounded morphology, and 

formed a ring of ICAM char-

acteristic of the immune 

synapse. Caged peptides 

such as NVOC-MCC-IEk provide unique 

molecular tools with which to probe 

the spatial and temporal regulation 

of the molecules involved in T cell 

activation. Eva Gordon

Ca2+

High [Ca2+]

Low [Ca2+]

Reprinted with permission from 
DeMond, A. L., et al., J. Am. Chem. 
Soc. 128, 15,354-15,355. Copyright 
2006 American Chemical Society.



Does History Repeat Itself? The Emergence of
a New Discipline
Laura M. C. Barter, David R. Klug, and Rüdiger Woscholski*
Chemical Biology Centre, Imperial College London, Exhibition Road, London SW72AZ, United Kingdom

T he influence of chemistry in the
development of the life sciences led
to the emergence of biochemistry

departments in many institutions and orga-
nizations. This subject focused on the
“study of the chemistry of life processes” (1)
and over time became independent of its
original disciplines and established subspe-
cializations in its own right. Biochemistry
continues to be an area of expansion, with
many degree courses offered to students
around the world. Biochemistry was initially
a truly interdisciplinary area, but it evolved
quickly and in due process distanced itself
increasingly from its roots within chemistry
to become a “biological” entity.

Chemical biology is another, more recent,
offshoot from chemistry that aims to
combine the physical and the life sciences
(2). By our definition, however, many impor-
tant distinctions exist between the emerging
discipline of chemical biology and the now-
established disciplines within biochemistry.
In particular, we at the Chemical Biology
Centre (CBC) in London characterize our
approach as multidisciplinary rather than
interdisciplinary. Such progress requires a
mastery of the cutting-edge physical and
biological sciences; the best and most rel-
evant parts of each must be combined to
solve well-identified problems. If history
repeats itself, this new approach of applying
chemistry to solve biological problems will
become a substantial and evolving research
area; but will it, and should it, lead to the
establishment of new departments? We
argue that the creation of new departments

and undergraduate courses is not necessar-
ily the way forward. We believe that the
modern discipline of chemical biology will
grow via new and flexible research struc-
tures that capture the quantitative mature
approach
prevalent in
physics,
chemistry,
and engi-
neering and
apply it to
the rapidly evolving fields of biology, bio-
chemistry, and medicine.

The demand is increasing for a cohort of
scientists for whom multidisciplinary think-
ing is the norm in both academic and indus-
trial research. Imperial College London, the
Institute of Cancer Research, and the Cancer
Research UK London Research Institute,
all highly ranked research institutions in
Europe, joined forces to create the CBC five
years ago. This was driven by the desire to
bring together those scientists whose
research activities would be particularly syn-
ergistic. The key objectives of the CBC were
both to develop multidisciplinary research
programs across the life science-physical
science interface and to provide training for
that cohort of researchers seen as so vital to
postgenomic science and technology. The
CBC offers lecture courses, examinations,
seminars, workshops, and research training
for physical scientists who wish to work in
the chemical biology area with a particular
emphasis on new approaches in molecular
medicine. The CBC also supports the devel-
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opment of new tools and techniques and
facilitates their translation among traditional
academic institutions and between aca-
demia and industry. Both tool development
for the life sciences and the quantitative
investigation of biological engineering rules
rely on a close interaction and collaboration
between physical scientists and life scien-
tists. As a virtual center, the CBC looks for
new ways for these researchers to interact. It
has a policy of zero barrier to entry, zero
barrier to exit with more than 50 research
groups currently involved in CBC research
projects. The CBC is also home to various
targeted research programs such as the
Non-Specific Drug Binding Initiative funded
by GlaxoSmithKline and the Single Cell Pro-
teomics Project supported by the Engineer-
ing and Physical Sciences Research Council
(EPSRC) and the Biotechnology and Biologi-
cal Sciences Research Council.

In the context of graduate education, a
major priority for the CBC was to create
graduate programs for students who have

degrees in the physical sciences (chemistry,
physics, engineering, etc.) to equip them
with the necessary knowledge, skills, and
language to confidently apply their physical
science backgrounds to problems in the
life sciences. In this respect, we looked
more to the waves of physical scientists who
emerged to establish fields such as modern
structural biology than to the growth of bio-
chemistry departments. The CBC is particu-
larly aware that many students educated in
the physical sciences are keen to be trained
in projects that are focused on problems in
the life sciences. The CBC’s main strategy is
to attract this pool of physical scientists,
train them to use their skills and knowledge
to solve biological problems with advanced
physical sciences approaches, and modify
and develop those approaches accordingly.

To achieve these objectives, the CBC Doc-
toral Training Centre (DTC) was established
with funding from the Life Sciences Interface
Programme of the EPSRC. The focus of the
DTC is on chemical biology at, within, or

near cell membranes. This Ph.D. program is
complemented by three master courses,
which either precede the Ph.D. education,
or, in some cases, function as a stand-alone
training for those students wishing to
broaden their knowledge and understand-
ing in the art of multidisciplinary research
without the commitment of undertaking a
Ph.D. (See Box 1 for further information on
the Ph.D. and master’s in research (M.Res.)
courses offered by the CBC DTC.)

The courses under the CBC umbrella
provide physical science graduate stu-
dents with (i) cross-departmental, cross-
institutional, multidisciplinary training
toward careers at the physical science/life
science interface, (ii) the necessary guid-
ance and experience to apply their physical
science skills to problems in the life sci-
ences, and (iii) the ability to move with con-
fidence into biological, biotechnological,
and biomedical research, bringing them rel-
evant disciplines, skills, and approaches of
their undergraduate training.

For the CBC to achieve its aims, input
from a broad range of disciplines is essen-
tial. It is clear that advances will depend on
the collaborative efforts of biochemists,
chemists, medics, physicists, and engi-
neers. Thus the M.Res. programs are
designed to bridge the “cultural” divide that
can exist between these disciplines
because of differences in language, per-
spective, and methodology. The courses
foster development within the type of multi-

Box 1. CBC Training Courses
M.Res./Ph.D. in Protein Membrane Chemical Biology. This course starts with a full-
time, one-year M.Res. qualification in membrane and protein chemical biology.
Training includes a multidisciplinary research project, taught courses in advanced
biochemistry and biomolecular techniques, specialist lectures in transferable skills,
and group discussion sessions. CBC DTC continues to oversee a three-year Ph.D.
assignment, which leads to a degree awarded by Imperial College London.
Ph.D. Studentships in Single-Cell Proteomics. Six Ph.D. studentships affiliated with
the DTC are assigned to support this EPSRC-funded CBC project, which aims to
create an unrivaled suite of technologies for the study of single cells using pro-
teomic approaches.
M.Res. in Bioimaging Sciences. This full-time, one-year M.Res. course features a
nine-month multidisciplinary research project and taught lecture courses. The fun-
damentals of modern imaging methodologies are covered, including techniques
and applications in medicine and the pharmaceutical industry, and the chemistry
behind imaging agents and biomarkers.
M.Res. in Biomedical Physical Chemistry. This full-time, one-year course enables
students to bridge the gaps of language, perspective, and methodology between the
life and physical sciences. A nine-month multidisciplinary research project, taught
courses in physical and chemical technologies, and training in biomedical research,
advanced biochemistry, and practical biomolecular techniques are included.
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disciplinary setting that students will expect
to enter on completion of the degree. The
courses have also been designed to meet
the demands for both breadth of knowledge
and the physical techniques employed in
this area of work. Moreover, they provide a
depth of experience in experimental practice
that is gained from undertaking a single
nine-month research project. Students con-
centrate on one research project, which is
jointly supervised by at least one physical
and one biological scientist. The projects are
expected to involve the research laborato-
ries and teams of both collaborating super-
visors. This allows the students to benefit
from interaction with supervisors as well as
postdoctoral and postgraduate researchers
from both disciplines. This multidisciplinary
approach provides a hands-on experience
of biological techniques and systems that is
both challenging and rewarding for physical
science graduates. The format of a single
project running through the entire year of
the M.Res. course has been adopted prima-
rily because it takes time to become accus-
tomed to working in a multidisciplinary envi-
ronment. A single nine-month project is

challenging but offers the satisfaction of a
real scientific achievement at the end. A
depth of knowledge and confidence is
gained that cannot readily be found in struc-
tured practical work or shorter projects. This
direct experience of multidisciplinarity in
research is something that we regard as key
to the development of modern chemical
biology.

The training that the M.Res. students
receive is complemented by a structured
lecture program and seminars. Training is
not limited to the M.Res. cohort of students.
The CBC encourages all DTC students to
meet, interact, and discuss scientific issues
with visitors to the chemistry department
and staff members by organizing colloquia,
workshops, and student conferences. The
CBC also runs a visiting professor program
where a professor is invited to reside in the
department for a period of up to two
months, and interaction between the stu-
dents and professor is encouraged. Stu-
dents benefit from the stimulation of
hearing about the most recent scientific
advances from esteemed scientists, and lec-
tures delivered by the professor widen the
students’ scientific horizons. Moreover,
contact with scientists from other institu-
tions exposes students to a broader range of
scientific approaches and attitudes. (See
Box 2 on the format of the training and
courses.)

Specialist transferable-skills lectures also
form part of the training. Students are
trained in a wide range of transferable skills
following exposure to the various teaching
and learning aspects of the M.Res. courses,
such as safety awareness, effective commu-

Box 2. Format of CBC M.Res. Courses
Taught Component. A fixed lecture program of core courses in the first term is fol-
lowed by optional courses to complement the research project undertaken by the
student in the second term.
Research Project. In October, the nine-month multidisciplinary research project is
chosen. Students present a literature report on the topic of their research project by
the end of the first term, a talk in July or August, and a final thesis in September.
M.Res. Conference. A meeting for all M.Res. students to present their research
projects and to learn about the work carried out by their fellow cohorts. Keynote
speakers from other institutions are also invited.
Research Seminars and Colloquia. The chemistry department organizes monthly
research seminars by leaders in particular fields. Students interact and discuss sci-
entific issues with these visitors to the department, as well as with staff members.
The CBC organizes two or three afternoon colloquia annually, which focus on a par-
ticular research area.
Visiting Professors—Advanced Courses. The CBC invites two visiting professors
every year for a two-month appointment. The professors deliver eight hours of lec-
tures on their areas of research. Interactions between the students and the profes-
sors are encouraged.

Box 3. CBC Transferable-Skills Courses
The Joint DTCs’ Teamwork Course. An intensive course in teamwork, personal devel-
opment, information gathering, and presentation, with a focus on networking and
relationship building among Ph.D. students within the CBC DTC as well as with other
DTCs. Elements include a business game about a biotechnology start-up company
and a presentation exercise based on a research grant pitch.
Science Communication Course. An intensive two-and-a-half day course directed by
Gareth Mitchell, a lecturer in radio broadcast communication in the Science Commu-
nication Group at Imperial College London and a practicing scientific broadcaster for
the BBC. Students develop skills on both sides of the camera and the microphone,
as well as effective scientific writing under real-time pressure.
Decision-Making Course. This course on the methodology and analysis of decision
making follows models in the teamwork course. Specific business content, such as
financial analysis, prepares students for working in pharmaceutical companies and
other industries.
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nication, time and project management, and
management skills. The Graduate School of
Engineering and Physical Sciences at Impe-
rial College London also provides transfer-
able skills training. Examples of course
topics include intellectual property manage-
ment, personal organization and effective-
ness, research ethics, and technical presen-
tation skills. The CBC has also devised a
suite of three transferable-skills courses,
specifically for the DTC students, on science
communication, team work, and decision
making. These courses form the core of the
students’ transferable-skills training. (See
Box 3 for further information about these
courses.)

A number of multidisciplinary DTCs are
currently running in the U.K. (Examples of
DTCs funded by the EPSRC can be found at
www.epsrc.ac.uk/PostgraduateTraining/
LSIDoctoralTrainingCentres/default.htm.)
The CBC has already developed links with
some of them, and we hope these interac-
tions will continue to expand. For example,
the CBC transferable-skills courses are given
jointly with the DTCs in Warwick, Leeds/
Sheffield, Edinburgh, Glasgow, and Dundee.
The courses not only bring together our
cohort of DTC students but also facilitate
networking and interdisciplinary communi-
cation with the other multidisciplinary life/
physical science DTCs.

Our students have responded positively
to this training program and are keen to
embrace the opportunities provided by the
CBC courses. An important indicator of
success for the current courses in the CBC is
the scientific output. We are delighted that
research undertaken during this short nine-
month period of the M.Res. research project
has resulted in several publications (3–9),
one of which is in this issue (9). Almost all of
our students in the DTC have yet to finish
their Ph.D. work, so we expect that this pub-
lication list will grow over time. This will cor-
roborate the multidisciplinary nature of the
training offered by the CBC and the DTC.

Chemical biology education is still in its
infancy, and time will tell whether it will
evolve into its own discipline. Postgraduate
training will certainly be the quickest route
to alleviating the lack of suitably trained
physical scientists and deliver future leaders
of chemical biology research. Although
undergraduate training of the future will no
doubt include more chemical biology, either
through the introduction of corresponding
modules within existing degree courses or
through the creation of dedicated degree
courses, it is unlikely to be the sole provider
for the next generation of chemical biolo-
gists. We ourselves are focused on chemical
biology as a postgraduate discipline for
those with first-class expertise in disciplines
such as chemistry and physics but who

want to use this knowledge in a meaningful
and useful way in a biological context. (See
Box 4 for contact information.) The multidis-
ciplinary environment of the CBC is de-
signed to take these core strengths and train
research cohorts who are each multidisci-
plinary in their own right. In this sense, every
Ph.D. student is expected to be an expert in
both an area of life science and an area of
physical science. Chemical biology is there-
fore not for the faint of heart.
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Ready for Their Close-Ups: 
Investigating Single Molecules

Over the past several decades, biolo-
gists and chemists have amassed 
reams of data about the natural 

world by investigating its properties at the 
molecular level. However, a majority of 
such studies have focused on collections of 
molecules that typically number in the bil-
lions. Because molecules can change their 
behavior on the basis of interactions with 
their nearby neighbors, such studies can 
be misleading—they sum up a population’s 
average properties but give little insight 
on how molecules behave as individuals. 
Biophysicist Taekjip Ha of the University of 
Illinois at Urbana–Champaign is working 
to fill this knowledge gap by employing a 
variety of techniques, including pioneering 
use of single-molecule FRET. By character-
izing single biomolecules, he is magnifying 
scientific understanding of some pivotal 
molecular components of life.

From Physics to Biochemistry
Ha was born in 1968 in Seoul, South 
Korea. With both parents as teachers, he 
quickly learned the importance of a good 
education. He strived to excel as a student, 
regardless of the subject matter he studied. 
Though not particularly focused on science 
as a child, Ha decided in high school to 
concentrate his efforts on gaining admis-
sion to the physics department of Seoul 
National University (SNU).

“People who got good scores on South 
Korea’s national college entrance exam 
said that’s where they were going,” recalls 
Ha. “I said, wow, that’s what I have to do. I 
have to go to the physics department to be 
with these really smart people.”

Against his parents’ initial wishes—
they’d encouraged him early on to become 
a doctor or lawyer—Ha began his physics 

studies at SNU in 1986. He filled his cur-
riculum with physics and mathematics 
courses. He remembers a class called 
mathematical analysis as his favorite. The 
course involved using fundamental theo-
rems to “construct your own mathematical 
universe,” says Ha, a line of study that 
taught him logical thinking. He continues 
to use this skill to set up and analyze his 
current experiments.

Early in his undergraduate studies, Ha 
set a goal for himself to attend a university 
in the United States to pursue his doc-
toral degree. By the time he graduated in 
1990, he had gained admission to a Ph.D. 
program in physics at the University of 
California, Berkeley. He chose the school 
for its highly ranked physics program 
and its large department. “I thought that 
perhaps I could have more choices with 
research,” he says.

Ha started his studies with a plan to do 
theoretical research in condensed-matter 
physics, a discipline that studies the mate-
rials that make up semiconductors and 
superconductors. However, after attending 
a course by experimentalist Eugene 
Cummins, who studies atomic physics, Ha 
switched his own focus to experimental 
study. Soon afterward, he joined the lab of 
Raymond Jeanloz in Berkeley’s geophysics 
department. There, he worked on a project 
to place nitrogen and carbon under very 
high pressures, with the goal to create a 
material harder than diamonds.

 After several months, Ha and his col-
leagues had little success with the project. 
Taking a temporary leave of absence from 
Berkeley, he returned to South Korea for a 
year to fulfill South Korea’s military service 
requirements. Upon his return, Ha joined 
the lab of Daniel Chemla, a prominent 

Profiles provide insights into the lives, back-
grounds, career paths, and futures of scientists 
who serve as Experts on ACS Chemical Biology’s 
online Ask the Expert feature. Dr. Ha will begin 
answering your questions in mid-January, 2007. 
Readers are encouraged to submit questions to 
the Experts at www.acschemicalbiology.org. The 
editors will post the most interesting exchanges 
on the web site.
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physicist known for his studies of quantum 
optics of semiconductors. Soon after 
joining Chemla’s group, Ha began working 
closely with then-staff scientist Shimon 
Weiss. Recognizing that Ha had a talent for 
assembling machines, ranging from switch-
boxes to more complicated instruments, 
Weiss suggested that he take advantage 
of this skill to build a near-field scanning 
optical microscope, a machine equipped 
with a small aperture and a short-pulse 
laser able to measure a material’s proper-
ties with high time and spatial resolution. 

Once Ha finished building the machine, 
he originally planned to use it to study 
semiconductors. His initial experiments 
were not successful. However, Ha notes 
that his seeming failure was actually a 
turning point for his career. Researching 
other uses for his new device, he found 
a few papers that discussed utilizing the 
machine to measure the properties of 
single fluorescent molecules. Ha imme-
diately grasped the significance of such 
research.

“Most of the knowledge we have about 
chemistry, biology, and physics, we got 
by studying molecules in the billions and 
measuring their average properties,” he 
says. “But looking at single molecules, 
you have the ability to gain a much deeper 
understanding of what’s going on.”

Because other groups were already col-
lecting measurements of single fluorescent 
molecules, Ha decided to add a more com-
plicated twist to his own work by collecting 
information with FRET. In this technique, 
an excited donor dye molecule transfers 
energy to an acceptor molecule, providing 
information about their interaction. To 
bring the two molecules into proximity, Ha, 
Weiss, and their colleagues worked with 
Berkeley scientist Paul Selvin, who had 
successfully attached dye molecules to 
segments of single-stranded DNA (ssDNA). 
When complementary strands hybridized, 
the two dye molecules were in proximity to 
each other.

In a proof-of-concept experiment, Ha 
and his colleagues used the technique 
to measure FRET between a single pair of 
donor and acceptor molecules, tetramethyl-
rhodamine and Texas red. The researchers 
published their work in 1996 (1).

Four Focuses
Ha published several related papers before 
completing his doctoral degree in 1996. 
“I ended up doing pretty well in terms 
of publications,” he recalls. “You could 
publish fairly simple experiments because 
everything in this area was so new.”

Ha remained in Weiss and Chemla’s lab 
an additional year doing postdoctoral work 
and training other graduate students in the 
methods he used. In 1997, he accepted a 
second postdoctoral fellowship in the lab 
of Steven Chu at Stanford University. Days 
after Ha joined the new group, Chu won the 
Nobel Prize in Physics. Chu’s award and 
additional responsibilities left Ha and other 
lab members with unexpected free reign 
over their projects. Though Ha had initially 
been charged with using an atomic force 
microscope to measure conformational 
changes in enzymes, he decided to add his 
own twist based on his previous research: 
he combined atomic force microscopy 
with FRET, using quantum dots applied to 
the microscope’s tip as donor molecules 
and attaching acceptor molecules to his 
samples. The technique had only limited 
success, but the fluorescent part of the 
instrument was useful for observing the 
folding of single RNA molecules, which 
he studied in collaboration with James 
Williamson at the Scripps Research 
Institute. Ha published his first paper in 
Chu’s lab on RNA folding in 1999 (2).

After this publication, Ha searched for 
a new system on which to build his own 
independent research. He found an ideal 
candidate in helicase, an enzyme that 
unwinds double-stranded DNA (dsDNA). 
After reading a special review issue of Cell 
on motor proteins, Ha realized that helicase 

was then the only remaining motor protein 
mentioned in the reviews that had not been 
studied at the single-molecule level.

Ha began attempting to measure 
helicase’s unwinding activity using FRET. 
However, the enzyme stuck to the glass 
surface of his lab dishes, hindering its 
study. Collaborators in Stanford’s chemistry 
department, including Chris Chidsey, sug-
gested using a polymer brush to prevent 
adhesion. The problem was solved, giving 
Ha the impetus to move his work to an 
independent lab.

“There were so many things I wanted to 
study that basically I couldn’t do it on my 
own. I figured it was time to start my own 
group and hire people to work on all these 
different ideas,” he says.

In 2000, Ha accepted an offer for an 
assistant professorship at the University of 
Illinois at Urbana–Champaign, where he 
developed four broad areas on which to 
focus his research: the enzyme helicase, 
a DNA recombination intermediate called 
the Holliday junction, a recombination-
mediating protein called RecA, and a class 
of proteins called SNARE, an acronym for 
soluble NSF attachment receptor, that 
mediate membrane fusion.

Single Molecules in Action
Ha realized that researchers knew little 
about how helicase unwinds dsDNA. He 
and his colleagues, including collaborator 
Tim Lohman of Washington University, 
were curious about whether the molecule 
worked as a monomer to unwind DNA 
or whether only a dimer could complete 
the task. Using FRET, the researchers 
investigated this problem. They published 
compelling evidence in 2002 suggesting 
that helicase was only active as a dimer. 
The team’s research showed that if one 
monomer of the pair dissociates from DNA, 
unwinding stalls (3).

Recently, Ha’s team published another 
paper outlining a quirk in helicase’s mecha-
nism (4). Using FRET again, the researchers 

“There were so many things I wanted to study that I couldn’t do it on my 

own. I figured it was time to start my own group.”
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found that if helicase is obstructed in its 
path along duplex DNA, then the molecule 
will quickly snap back to its original loca-
tion to repeat its sweep over the same 
stretch of DNA. Ha says that his team is not 
sure of the biological significance of this 
activity. However, their hypothesis is that 
helicase could be performing an essential 
housekeeping function for DNA.

“Helicase moving on a single strand of 
DNA many times could be used to prevent 
the accumulation of unwanted proteins 
on a DNA segment. Like a snowplow, it 
continues to sweep over and over again,” 
explains Ha.

About a third of his lab members 
continue to study helicase. Another system 
that Ha and his colleagues are investigating 
is the Holliday junction, a four-stranded 
DNA molecule that forms as an interme-
diate during recombination. Researchers 
had known that this structure can have 
two alternatively folded conformations and 
that it could convert between these two 
states. However, notes Ha, scientists had 
not been able to observe this conversion in 
real time. In collaboration with David Lilley 
of the University of Dundee in Scotland, Ha 
and his colleagues followed the molecule’s 
changes between isomers, research they 
published in 2003 (5). More recently, the 
team has used optical tweezers to further 
investigate the junction’s conformational 
changes under gentle tension.

A third project on which Ha and his team 
are focused involves RecA, a protein that 
catalyzes pairing of ssDNA with comple-
mentary regions of dsDNA during recom-
bination. This protein filament is highly 
dynamic in cells, growing and shrinking 
by adding or subtracting RecA monomers 
as it accomplishes its task. Using FRET, 
Ha’s group investigated this process. The 
researchers found that about five mono-
mers are necessary to start the growth of a 
RecA filament. Additionally, their work sug-
gested that this filament grows and shrinks 
one monomer at a time (6 ).

“Our measurements for the first time 
gave concrete numbers for this highly 
dynamic process,” says Ha.

He and his team recently began studying 
the SNARE family of proteins, a group 
thought to play pivotal roles in the mem-
brane fusion necessary for exocytosis and 
vesicle trafficking in the neural junction and 
elsewhere. The researchers were interested 
in looking at the proteins’ action at the 
single-vesicle level. Ha’s team developed 
an assay in which they created vesicles 
with donor or acceptor fluorescent dyes 
incorporated into their membranes. When 
these donor and acceptor vesicles mix, they 
emit a FRET signal.

Using this assay, Ha’s team, in collabo-
ration with Yeon-Kyun Shin of Iowa State 
University, has found that vesicles do not 
fuse in a single step. Rather, the SNARE 
proteins guide vesicle membranes through 
several intermediates (7 ). Their initial 
findings used yeast SNARE proteins as a 
model. However, Ha notes that his team’s 
current work focuses on the proteins’ action 
in neurons.

The Future of FRET
Though he and his colleagues have made 
important contributions to the four systems 
he initially set out to study, Ha notes that 
his work is far from complete. He is culti-
vating several ideas for future experiments 
using FRET and other techniques.

“So far, we’ve been doing relatively 
simple experiments for single-molecule 
measurements, such as the interaction 
between one protein and one DNA. In 
terms of the future, we’ll have to make the 
system more relevant biologically, because 
in the cell, proteins don’t function in 
isolation,” he says. “There are interactions 
between multiple components.”

He adds that his group is planning to 
make FRET even more useful by devel-
oping techniques that involve multiple 
colors of fluorescent dyes. He also plans 
on continuing to push the boundaries 

of his research through incorporating 
optical tweezers and other technologies. 
Additionally, he would like to study other 
biological systems, such as ribosomes and 
chromatin remodeling.

Ha notes that this combination of unique 
techniques and a novel focus will probably 
continue to turn up interesting aspects of 
biological phenomena. “I’m interested in 
studying things that will make a differ-
ence—problems or approaches that are not 
being pursued elsewhere,” he says. “This 
way, hopefully whatever we discover will 
be quite unique in terms of contribution to 
the field.”
—Christen Brownlee, Science Writer
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Seeing Is Believing
Valérie Jacquier and Stephen W. Michnick*
Département de Biochimie, Université de Montréal, C.P. 6128, succursale centre-ville, Montréal, Québec H3C 3J7, Canada

ABSTRACT Modern visualization techniques
are affording a peek into complex cellular pro-
cesses. A recent paper describes an automated
fluorescence microscopy method to map the
subcellular localization of up to 100 different
proteins in the same sample.

I n their thoughtful commentary, Kim
Morrison and Greg Weiss (1) describe
how the origins of modern chemical

biology can be traced, in part, to the pio-
neering applications of dyes and chemical
processes to resolve the form and function
of tissues and cells. Visualizing the struc-
tures of cells and the components that bind
to chemicals has been the source of inspira-
tion for so many discoveries: Anna Atkins’
use of the cyanotype process developed by
John Herschel to image botanical speci-
mens, the synthesis of the first example of
aniline dyes by William Perkins and their
subsequent use by Rudolf Virchow to
uncover details of cellular structure and
lineage, and Paul Ehrlich’s crucial insights
that led to the receptor concept, among
many others. We’ve come a long way since
these pioneering works. Now, we can visual-
ize the physical locations and associations
of individual proteins or complexes of
proteins with fluorescent dyes conjugated to
artificially created antibodies, thus achiev-
ing sensitivities, spatial resolutions, and
specific information that Ehrlich and his
contemporaries could only dream of.

In a world in which we are bombarded
with huge protein data sets, we must
remember that where proteins are ex-
pressed, in what forms, and what other
proteins they interact with can provide
the deepest insights into their functions.
However, can we bridge the gap between
the massive data analysis afforded by con-
temporary analytical techniques such as
mass spectrometry and the rich but usually
limited data provided by cellular imaging? In
a recent article in Nature Biotechnology,

Schubert and colleagues (2) describe a sig-
nificant step in this direction, with an auto-
mated fluorescence microscopy method to
map the subcellular localization of up to
100 different proteins in the same sample,
an approach that could be used to unravel
complete protein networks. This technology
enables one to monitor when and where
proteins are found together or excluded
from a complex and how protein organiza-
tion is altered in diseased cells. Further, they
demonstrate the potential of this approach
for facilitating the development of diagnos-
tics and targeted drugs.

Currently available imaging technologies
enable the detection of a limited number
(�10) of different fluorophores in a sample
(3, 4). Schubert and colleagues (2) expand
the number of proteins that can be simulta-
neously investigated by using one fluoro-
phore attached to many different mono-
clonal antibodies (Figure 1). They visualize
one protein after another in a fixed tissue or
cell sample by sequentially adding, imaging,
and photobleaching each antibody-
conjugated fluorophore. The images are
then superimposed to obtain a protein colo-
calization map. This technology, which the
authors call multi-epitope ligand cartogra-
phy (MELC) technology, has the advantage
of not requiring a detailed analysis for sepa-
rating the contributions from individual,
simultaneously present fluorophores.

To estimate how many particular proteins
are present at each position in the sample,
the authors use appropriate threshold
values to determine whether each pixel con-
tains each protein epitope. This leads to the
creation, for each pixel, of a vector they call
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combinatorial molecular phenotype (CMP),
which represents the combination of
proteins found at that pixel. This vector
has a length corresponding to the number
of proteins and is composed of 0s and 1s
(1 if the signal for that protein is higher than
the threshold value, 0 if it is lower). The
authors show that although the protein dis-
tributions vary from cell to cell within a
tissue, it is possible to distinguish between
healthy and diseased tissues by comparing
the distributions of CMPs in these tissues.
For example, the abundance of a particular
CMP motif in skin tissues can discriminate
between tissues with psoriasis or atopic der-
matitis and healthy tissues. The MELC tech-
nology thus provides a tool for the identifica-
tion of candidate target proteins in disease.

Furthermore, to show that this methodol-
ogy can also be used to decipher functional
protein networks in a single cell, the authors
monitored the colocalization and antilocal-
ization of 23 different cell surface proteins in
a spontaneously migrating rhabdomyosar-
coma cell line called TE671. They found that
four cell surface CMPs were present through-
out the migration process and that the
alanine-specific protease aminopeptidase N
(APN) belonged to these four CMPs, an indi-
cation that this protein plays an important
role in cellular migration. Indeed, after selec-
tive inhibition of APN activity, the cells did

not enter the migratory state and the distri-
bution of the CMPs was affected. Therefore,
MELC can be used to identify key proteins in
functionally relevant CMP motifs and to
selectively inhibit them in order to analyze
all functional protein networks.

With this new technology, the number of
proteins that can be simultaneously investi-
gated in a tissue or cell sample is limited
only by the amount of available fluores-
cently tagged antibodies (or other fluores-
cent ligands). However, as usual, caveats
exist: antibody labeling is generally highly
specific, but parallel methods should be
used to validate the accuracy of protein rec-
ognition. This is especially true in the case of
diseased tissues, because antibodies have
the tendency to non-specifically bind to
dead cell components. Similarly, the large
size of an antibody (typically 150 kDa)
might prevent the recognition of neighbor-
ing proteins inside protein complexes
because of steric hindrance. According to
the authors, this limitation could be over-
come by carefully determining the proper
sequence of labeling cycles.

The MELC technology is a versatile
method for unraveling the complexity of
protein networks in fixed samples. Live cell
imaging of the spatial and temporal dynam-
ics of individual proteins and protein–
protein interactions can be achieved with

genetic fusion of reporter fluorescent
proteins or other tagging technologies. For
example, GFP variants or the use of small
fluorescent molecules that can be covalently
attached to genetically modified proteins can
allow for the real-time analysis of protein
localization and trafficking in living cells, as
well as the monitoring of protein–protein
interactions by FRET (5–7). Similarly, protein
fragment complementation assays can
monitor the changes in protein complex
levels and localization in living cells in
response to chemical, genetic, or environ-
mental perturbations (8, 9). Obviously,
these techniques all require modifications
of the proteins under investigation and
cannot be done with living tissues, certainly
not on the scale achieved with MELC in
single cells, nor can they directly capture
subtle changes in protein states, such as
post-translational modifications and their
causal links to cellular perturbations (10).
Thus, despite great efforts to develop geneti-
cally encoded reporters of protein function,
the best mileage can still be found with
good old antibodies.

Schubert and colleagues (2) describe
efforts to develop MELC into an impressive
industrial-level process. However, it is rea-
sonable to imagine doing the same thing in
your basic mom-and-pop operation. The
central limitation of their approach is the

Figure 1. MELC technology. a) A fixed cell or tissue sample is subjected to sequential cycles of staining with a fluorescent monoclonal antibody,
imaging, and photobleaching. b) The proteins are imaged one after another, and the images are superimposed to obtain a protein colocalization
map. c) Each pixel can be represented as a vector of 0s and 1s to indicate whether it contains a particular protein. Each unique protein combination
corresponds to a particular CMP. Adapted with permission from Macmillan, copyright 2006 (12).
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availability of specific antibodies. Universi-
ties and funding agencies, in collaboration
with industry, should focus resources on
generating these crucial reagents and coor-
dinate efforts to make them available to the
scientific community at a reasonable cost.
Further, efforts to devise alternative affinity
reagents, including single-chain antibodies
and protein alternatives to antibodies,
should continue to be supported (11).
Imagine a world in which researchers could
request a set of affinity reagents for proteins
and their different states and have them
synthesized on demand. In this world, visu-
alizing the organization of cellular networks
and how they evolve in time and space
could become a standard tool for building
models of cellular machinery. This might
seem far-fetched at the moment, but as
Schubert and colleagues (2) have shown us,
seeing is believing.
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Cryptophycin Anticancer Drugs Revisited
Jürgen Rohr*
Department of Pharmaceutical Sciences, College of Pharmacy, University of Kentucky, 725 Rose Street, Lexington,
Kentucky 40536-0082

Imagine a new biotechnologically pro-
ducible anticancer drug of marine origin
with a tubulin-destabilizing mechanism

of action that is not negatively affected by
P-glycoprotein, a commonly used efflux
system of resistant cancer cell lines. This
would add another unique natural product
into the armamentarium of cancer chemo-
therapeutics and justify the tremendous
efforts that have been invested into marine
drug discovery efforts over the past decade
or so. The cryptophycins (e.g., cryptophycin
1; Figure 1, panel a) are among the most
promising candidates for such a new drug.
Like many other natural products, several of
marine origin, the cryptophycins interfere
with the dynamics of tubulin polymerization
and depolymerization. This activity has a
long history. Microtubules are dynamic cell
structures that play an important role in cell
division. Various natural products, such as
colchicine, combretastatins, vinca alkaloids,
taxanes, epothilones, discodermolides, and
dolastatins, bind to tubulin. They eventu-
ally cause metaphasic mitotic arrest and
consequently apoptotic cell death (1–9).
The oldest drug in this context is colchicine.
Its damaging effect on tumor vasculature
was known in the 1930s, but it was too toxic
as an anticancer agent and is now used
mostly to treat severe inflammation from
gout (10). However, derivatives of the struc-
turally closely related combretastatins A-1
and A-4P were developed and are currently
in phase 2 clinical trials as anticancer
agents (10). Other tubulin binders, espe-
cially several natural (e.g., vincristine and
vinblastine) and semisynthetic (e.g., vin-

desine and vinorelbine) vinca alkaloids
and some taxanes (e.g., paclitaxel and
docetaxel), have a solid place within regi-
mens of anticancer chemotherapeutics.
Various epothilones and their derivatives
are in clinical trials as well. Epothilones are
easily produced by fermentation and are not
affected by P-glycoprotein, so they are favor-
able over the well-established drug Taxol
(paclitaxel) (1, 2). Colchicine, combreta-
statins, vinca alkaloids, and cryptophycins
inhibit the polymerization of tubulin, desta-
bilize the microtubules, and eventually
cause metaphasic arrest, whereas taxanes,
epothilones, and discodermolides follow a
different mechanism of action: they stabilize
the microtubules and thus cause misar-
rangements. This eventually leads to the
same overall effect: mitotic arrest and cell
death. Interestingly, some recently devel-
oped colchicine glycosides obtained
through a glycorandomization study (e.g.,
Col19) seemed to act as microtubule stabi-
lizers; this shows that chemical derivatiza-
tion can change the principal mechanism
of action of a tubulin-binding drug (11).
Figure 1 shows examples of tubulin-binding
natural products and semisynthetic
derivatives.

When the cryptophycins, a group of �25
cyanobacterial metabolites with strong
tubulin-destabilizing activities (12–14),
were discovered, hopes were great that one
of these natural products could be devel-
oped into a useful anticancer drug. In fact,
the prototype cryptophycin 1, the major rep-
resentative of this class of natural antican-
cer drugs from the cyanobacterial symbiont
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ABSTRACT A recent publication reveals the bio-
synthetic building blocks, genetic code, and broad
substrate tolerance of the enzymes of the crypto-
phycin biosynthetic pathway. This work lays the
foundation for the production of poorly accessible
yet very promising members of this family of anti-
cancer compounds from lichen cyanobacterial
symbionts. Chemoenzymatic production or
precursor-directed biosynthesis might bring can-
didates from this family of natural products back
to clinical trials.
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Nostoc sp. ATCC 53789, is one of the most
potent tubulin-destabilizing agents ever
found (12). In addition, the cryptophycins,
like the epothilones, were not substrates of
P-glycoprotein, an efflux pump that makes
multidrug-resistant cancer cell lines immune
against a multitude of anticancer drugs (4,
5, 12). Consequently, cryptophycin 52
(Figure 2, panel b), a synthetic analogue,
was developed and reached phase 2 clinical
trials (15–17). The synthetic analogue 52

was chosen because no large-scale biotech-
nological production method existed for the
cryptophycins. Eventually, the high produc-
tion costs and toxic side effects of crypto-
phycin 52 stopped its development and that
of any other analogue of the cryptophycin
family. Nobody wanted to restart all of the
trials with a different analogue, although
preclinical studies showed that other ana-
logues would have been a better choice
(18). Nonetheless, studies to find new cryp-

tophycin analogues or
to develop semisyn-
thetic/biotechnological
methods for the gen-
eration of promising
cryptophycin ana-
logues continued
(18–21).

Now, the research
group of David H.
Sherman of the Univer-
sity of Michigan in col-
laboration with Richard
E. Moore of the Univer-
sity of Hawaii (22) has
studied in a very com-
prehensive way the bio-
synthesis of the crypto-
phycins (see p 766 in
this issue). The studies
cover a wide range of
topics, including incor-
poration experiments,
cloning of the gene
cluster, important bio-
synthetic enzymes, and
the production of new
cryptophycin ana-
logues by precursor-
directed biosynthesis.
The scientific results
might provide the basis
for the biotechnological
development of prom-
ising cryptophycin ana-
logues and thus might
reopen the door to their

clinical development. Magarvey et al. (22)
used a comparative secondary metabolomic
analysis to identify the cryptophycin biosyn-
thetic genes (crp). This study is unique in
that it marks the first time a gene cluster of a
natural product has been identified in this
way. The cryptophycin gene cluster (Figure 3)
covers �40 kb of the Nostoc genome. The
core of the crp gene cluster consists of two
modular type-1 polyketide synthase (PKS)
genes (crpA and crpB) and two nonriboso-
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mal peptide synthetase (NRPS) genes (crpC
and crpD), as one could expect from the
chemical structure of the molecule. These
four large genes encode multienzyme com-
plexes, which cover six modules of chain
elongation and are followed downstream by
four small genes encoding post-PKS/NRPS
tailoring enzymes (crpE to H). Interestingly,
all genes are assembled with the same
reading direction and mirror exactly the bio-
synthetic assembly-line sequence of events.
The most important tailoring enzyme is
CrpE, a P450 oxygenase responsible for the
epoxide formation found in several crypto-
phycins, such as cryptophycins 1, 2, and 52.
Establishing this epoxide in the desired
�-stereochemistry was a challenge and
required several synthetic steps (23, 24).
The characterization of this enzyme allowed
the first stereospecific synthesis of crypto-
phycin 2 through a chemoenzymatic synthe-

sis via seco-cryptophycin 4 involving two
enzymes, the thioesterase from CrpD and
CrpE.

Furthermore, through incorporation of
stable-isotope-labeled precursors, the bio-
synthetic origin of all four subunits (A–D) of
the cryptophycins could be determined
(Figure 2, panel a). The substrate flexibility
of the biosynthetic enzymes within the
assembly line of the PKS/NRPS multien-
zyme complex of the cryptophycin pathway
was proven by precursor-directed biosyn-
thesis that used unnatural starter units,
such as various phenylalanine derivatives
and analogues. Surprisingly, these artificial
amino acids were incorporated not only into
the starter unit but also sometimes into unit
B. In addition, halogenase CrpH was tested
with bromide and iodide ions, and interest-
ingly, it could also incorporate bromide and
iodide atoms into unit B. This result is

typical for marine halogenases, because
brominated and iodinated natural products
are common in the ocean. Finally, unit C
could also be altered through the use of
suitable �-amino acid precursors. This way,
even cryptophycin 52 could be produced, a
drug that was previously accessible only
through total synthesis and that was chosen
for the above-mentioned clinical trials.
Overall, the efforts yielded 30 new crypto-
phycin analogues (for four typical examples,
see Figure 2, panel b).

In summary, the work of Magarvey et al.
(22) applied both established and novel
methods and yielded a plethora of very
interesting and relevant scientific results for
cryptophycin biosynthesis. One could
imagine that they have presented a solid
base from which cryptophycins can be
revisted for clinical use as anticancer
agents. First, any of the new analogues pro-
duced by precursor-directed biosynthesis
may have advantageous properties as clini-
cal drugs. Second, epoxide-containing cryp-
tophycins may be more easily accessible
now through a chemoenzymatic approach.
Finally, cryptophycin 52 is now biotechno-
logically producible, which may make this
drug more easily accessible and less costly
to produce if further pursued.
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Mix-and-Match Riboswitches
Colby D Stoddard and Robert T. Batey*
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R egulation of gene expression is a
tightly controlled process that allows
organisms to adapt to a continu-

ously fluctuating physical and chemical
environment. Activation or repression of
genes promoting specific responses to
changing conditions must occur in a precise
and efficient manner. Until recently, protein
factors have dominated the known gene
expression regulatory strategies; however,
RNA-based control (also called riboregula-
tion) is now shown to play a significant role
in all domains of life (1–3). One form of ribo-
regulation, called riboswitches, is broadly
distributed within the 5=-untranslated region
of bacterial messenger RNAs (mRNAs) and
controls transcription or translation via
direct binding of small-molecule metabo-
lites or metal ions (reviewed in ref 3). This
control element consists of two functional
components, a highly structured ligand-
binding aptamer domain that directly binds
a specific ligand followed by an expression
platform that directly controls the expres-
sion of downstream genes (Figure 1,
panel a).

In transcriptional control, transduction of
intracellular ligand concentration into
changes in gene expression is achieved
through the interplay of mutually exclusive
RNA structures (Figure 1, panel a, orange
boxes) that direct RNA polymerase to con-
tinue or abort mRNA synthesis. Structural
analysis of the purine (4, 5), thiamine pyro-
phosphate (TPP) (6, 7), and S-adenosyl-
methionine (SAM) riboswitch (8) aptamer
domains revealed a common mechanism by
which this occurs. Communication between

the aptamer domain and the expression
platform is mediated by a sequence at the
3=-end of a P1 helix (Figure 1, panel a, red)
that joins the 5=- and 3=-ends of the aptamer
domain, a feature common to most ribos-
witches. Ligand binding establishes an intri-
cate network of hydrogen bonds that stabi-
lize formation of the P1 helix at the expense
of one of two mutually exclusive secondary
structures in the expression platform. In the
structure of the SAM riboswitch (8), this is
achieved by encapsulation of the ligand to
form a series of interactions between the
3=-end of the P1 helix and other elements of
the RNA (Figure 1, panel b). Direct sensing of
metabolites and the absence of protein
involvement allow riboswitch-mediated
regulation of gene expression to be an eco-
nomical and fast-reacting means of regula-
tion (9).

In their simplest form, riboswitches ap-
pear to function through feedback inhibition
with control effected by a single ligand. How-
ever, recent studies have uncovered different
arrangements of the basic riboswitch, pre-
sumably to create more sophisticated re-
sponses to ligands. The first example of this
was found in an mRNA containing two com-
plete TPP riboswitches positioned tandemly
upstream of the thiSGHFE operon in several
Desulfovibrio species (10) (Figure 2, panel a).
The result of this arrangement is likely that
gene expression is influenced by each ribo-
switch in an independent but additive fashion.
Cooperative ligand binding, on the other
hand, is observed in the glycine riboswitch
(11). This regulatory element consists of
two aptamer domains influencing a single
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ABSTRACT Riboswitches are noncoding RNA
elements found in the 5=-untranslated region of
messenger RNA (mRNA) that mediate gene expres-
sion in a cis fashion in the absence of protein.
This common regulatory strategy in bacteria is
achieved through the interplay of two distinct
domains: an aptamer domain responsible for
sensing intracellular concentrations of a specific
metabolite and a domain containing a secondary
structural switch directly controlling expression. In
a recent study, riboswitches have been discovered
that are capable of regulating transcription by
using an RNA architecture mimicking a Boolean
NOR logic gate. Tandem arrangement of elements
that recognize S-adenosylmethionine and coen-
zyme B12 yields an mRNA that is only expressed
when both metabolites are in low concentration in
the cell.
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expression platform downstream of the
second aptamer (Figure 2, panel b). Glycine
binding is a cooperative event in which
binding of glycine to the first domain pro-
motes binding to the second, serving to
create a more digital regulation in which the
on/off switch occurs over a narrower change
in ligand concentration. From a structural
perspective, it remains unclear how these
domains communicate, whether by a
limited secondary structure rearrangement
or through interacting tertiary structures
similar to protein subunit–subunit
interactions.

A further advance in our understanding of
the complexity of riboswitches emerges
from a recent study from the Breaker labora-
tory in which two heterogeneous tandem

riboswitches were identified (12). Using
bioinformatics methods, the authors discov-
ered that the 5=-untranslated region of the
metE gene in six different isolates of Bacillus
clausii was controlled by both the SAM (13,
14) and adenosylcobalamin (AdoCbl) ribo-
switches (15). In this gram-positive bacte-
rium, conversion of homocysteine to methi-
onine by the MetE protein requires the
methyl-group donor methyltetrahydrofolate,
whereas MetH utilizes methylcobalamin
(MeCbl) to perform the same function in a
more energy-efficient manner. It was pro-
posed that because the MetE and MetH
isozymes have redundant function it may be
advantageous to repress the less-efficient
MetE enzyme when sufficient concentra-
tions of MetH coenzyme are present

(16–18). MeCbl is derived from AdoCbl, so
it is clear why AdoCbl can exert control over
the metE locus. Control of metE by SAM is a
form of feedback inhibition because methi-
onine produced by MetE and MetH can be
subsequently converted to SAM. This is
similar to the switching between MetE and
MetH in other bacteria, which is controlled
by the MetR activator that indirectly senses
AdoCbl and the MetJ repressor that directly
senses SAM (19). Thus, the same strategy is
achieved with either RNA- or protein-based
regulatory elements.

Independent yet coupled regulation of
metE by SAM and AdoCbl riboswitches is
achieved through a linear arrangement of
two complete riboswitches (Figure 3). In
vitro in-line probing experiments demon-
strate that each ligand influences only the
structure associated with its respective
riboswitch and that they do not influence
each other’s affinity for the mRNA (12). Fur-
ther experiments using in vivo approaches
strongly support this mechanism. The tandem
riboswitch architecture allows metE expres-
sion to be controlled as a natural Boolean
NOR logic gate in which distinct ligand
inputs can independently control gene
repression (Figure 3), as long as the ligand is
present in saturating amounts. In general,
an output that is negatively controlled (i.e.,
turned off) by the presence of one OR
another of two signals is a Boolean NOR
logic gate, also termed a joint denial gate.
Thus, the SAM–AdoCbl tandem riboswitch
generates an output of turning off gene
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expression if either SAM or AdoCbl binds its
respective aptamer domain. This condition
of independent control by each riboswitch is
achieved only at either extreme, high or low,
in ligand concentrations. A more physiologi-
cally relevant scenario is that each ligand
fluctuates around an intermediate concen-
tration range, a reflection of the observation
of synergistic control in vivo (12).

Natural heterogeneous tandem architec-
ture is not surprising in light of in vitro gener-
ated RNAs that are capable of multi-input
ribozyme activation (20). Tandem arrange-
ment of the in vitro selected theophylline
and flavin mononucleotide (FMN) aptamers
yielded an RNA in which the binding of
theophylline significantly promotes FMN
binding. Cooperative ligand binding is sub-
sequently detected via activation of an at-
tached self-cleaving hammerhead ribo-
zyme. This linear arrangement of aptamers
was the first direct demonstration of an RNA-
based Boolean logic gate, an AND gate in
this case, in which two distinct ligands are
required for an output (ribozyme cleavage).
These experiments, along with natural
tandem riboswitches, suggest that a large
repertoire may exist of complex RNA-based

control elements that are yet to be dis-
covered.

As more bacterial genomes are
sequenced, we are certain to observe even
stranger arrangements of riboswitch ele-
ments yielding increasingly sophisticated
regulatory responses. In the same paper by
Breaker and co-workers, a novel
riboswitch is presented that is
likely responsive to guanine and
another unknown effector mol-
ecule in a yet-to-be-defined
fashion (12). This mRNA
element, found in Thermoanaer-
obacter tengcongensis, controls
the ykkCD operon that encodes
a multi-drug-resistance efflux
pump of broad specificity (21).
In this RNA, the guanine
aptamer domain is predicted to
either bind guanine/hypoxan-
thine to turn off expression or, in
the absence of ligand, pair with
sequences in the terminator
stem to allow transcription
(Figure 4, top and middle). Com-
plicating this, however, is the
presence of a second conserved
stem-loop structure, the ykkC

aptamer, which lies between the guanine
aptamer and the expression platform. This
element is speculated to override the
decision-making process of the guanine
riboswitch, creating a Boolean “implication
gate”. This override gate would activate
gene expression if the guanine is high, nor-
mally an off situation (Figure 4, middle), and
the unknown ykkC aptamer ligand is high
(Figure 4, bottom). Similar to observations in
the glycine riboswitch, the lack of an expres-
sion platform separating the guanine and
ykkC aptamer also may be evidence that the
aptamers display some form of cross talk
concerning the state of ligand binding. Little
direct evidence exists for this hypothesis,
so it is still possible that this riboswitch
regulates gene expression via another
mechanism.

The implication of these latest discover-
ies is that like proteins, RNA can exploit both
the 1D and 3D properties of the macromol-
ecule to create new functions out of existing
modules. It has long been established that a
standard means of readily generating pro-
teins with new biological functions is to mix
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and match small, modular domains in novel
combinations, akin to “beads on a string”.
Similarly, riboswitches can arrange different
patterns of either aptamer domains or a
completely functional aptamer/expression
module to create new regulatory responses
that could not be achieved by the simple
module alone.
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T he redesign of one member of a
highly conserved and large protein
family has been useful for the genera-

tion of tools to dissect individual protein
function in complex biological systems.
Protein kinases, for example, contain highly
conserved ATP binding pockets and can be
studied by introducing a large-to-small
mutation at a conserved position in the
active site, thereby creating an engineered
kinase that is uniquely inhibitable using an
enlarged inhibitor that is too bulky to fit into
the active site of wild-type kinases (1–3).
Similarly, an aspartate-to-asparagine muta-
tion in the active site of a GTPase can switch
the nucleotide specificity from GTP to
another nucleotide, XTP, allowing the activ-
ity of an engineered GTPase to be tracked in
the presence of other GTPases (4–7). In
these cases, the high sequence conserva-
tion of the engineered protein’s family
allowed extension of an engineering solu-
tion from one protein to other members
within the family. Although these examples
illustrate the utility of engineering protein–
small molecule interactions, many proteins
exert their regulatory roles in the cell through
protein–protein or protein–DNA interactions.
Therefore we wondered whether highly con-
served, extended interfaces could be re-
engineered to incorporate new functionality.

Several extended interfaces have been
engineered, including the interacting sur-
faces between human growth hormone and
its receptor (8), zinc fingers and diverse DNA

sequences (9–11), and the protein het-
erodimerization interface of an endonu-
clease (12). Perhaps the most dramatic
example of an adaptive protein surface is
the variable region of an antibody, which
can recognize chemically diverse haptens,
including those derived from the synthetic
elaboration of biomolecules (13). Although
these examples highlight the adaptability of
protein interfaces, they also demonstrate
that protein engineers have focused on
interfaces that have a high degree of natural
functional variability, and generally the
amino acids at these interfaces are poorly
conserved. In contrast, to take advantage of
the frequent occurrence of highly conserved
domains and their interacting surfaces, we
are interested in how much adaptability and
corresponding potential for re-engineering
exists within highly conserved biomolecular
interfaces. To address this question, we
chose to focus on the homeodomain (HD)–
DNA interaction.

The HD is a DNA-binding domain that has
been conserved over 500 million years of
evolution in both structure and function
(14). The 60 amino acid HD is composed of
three � helices (Figure 1, panel a), the
C-terminal of which is referred to as the rec-
ognition helix as a result of base-specific
contacts it makes in the major groove of
DNA with the sequence TAATXX (Figure 1,
panels a and b, in green) (15–18). These
conserved contacts include a hydrophobic
interaction of either isoleucine orvaline at
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ABSTRACT The homeodomain (HD)–DNA
interface has been conserved over 500 million
years of evolution. Despite this conservation, we
have successfully re-engineered the engrailed
HD to specifically recognize an unnatural nucle-
otide using a phage display selection. Here we
report the synthesis of novel nucleosides and
the selection of mutant HDs that bind these
nucleotides using phage display. The high-
resolution crystal structure of one mutant in
complex with modified and unmodified DNA
demonstrates that, even with the substantial
perturbation to the interface, this selected
mutant retains a canonical HD structure. Dissec-
tion of the contributions due to each of the
selected mutations reveals that the majority of
the modification-specific binding is accom-
plished by a single mutation (I47G) but that the
remaining mutations retune the stability of the
HD. These results afford a detailed look at a
re-engineered protein–DNA interaction and
provide insight into the opportunities for
re-engineering highly conserved interfaces.
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position 47 with the C5 methyl group of thy-
midine 4, two invariant hydrogen bonds
from Asn51 to adenosine 3, and contacts
between either a glutamine or a lysine at
position 50 that specify the last two base
pairs in the recognition sequence (TAATTA or
TAATCC, respectively) (19). Although these
residues are nearly invariant in naturally
occurring HDs, we recently reported the
re-engineering of this interface using a
phage display selection with a synthetic
DNA oligomer bearing an unnatural nu-
cleotide (20). This selected homeodomain
(HD�) binds with specificity for DNA bearing
an oxazolidinone appendage projecting into
the major groove of the DNA on an alkynyl
linker.

Here we report the design and synthesis
of other novel nucleosides and the muta-
tions recovered from phage display selec-
tions against DNA strands bearing these
nucleotides. We also report extensive char-
acterization of one mutant, HD�, including
biochemical dissection of the roles for each

mutation in binding studies, and we analyze
the stability of these mutants using CD spec-
troscopy. Finally, we report the high-resolu-
tion crystal structure of HD� bound to modi-
fied and unmodified DNA. Together, these
results provide insight into the engineering
of highly conserved interfaces.

Design and Synthesis of Derivatized
Nucleosides. Our work re-engineering
HD–DNA interactions has focused on the
well-characterized Q50K mutant of the
engrailed homeodomain (HDi). The Q50K
variant is naturally occurring in some HDs
(e.g., Bicoid) and alters the binding speci-
ficity from the palindromic consensus
sequence of the wild-type HD, TAATTA, to
the nonpalindromic sequence TAATCC,
therefore simplifying biochemical analysis.
To engineer HD–DNA interactions, we have
focused on regions of the HDi–DNA interface
(21) where the HD makes highly conserved
contacts to the DNA (Figure 1, panel a). The
hydrophobic contact between Ile47 and the
C5 methyl group of thymidine 4 in the recog-

nition motif (TAATTA) was
attractive because a large-to-
small mutation at Ile47 might
create sufficient space to
accommodate prosthetic
groups appended to the C5
position of T4. Furthermore,
the Ile47 contact contributes
substantially to DNA binding,
but unlike Asn51 (another
conserved residue that con-
tacts the DNA), Ile47 is not
completely essential (Kd, I47A/
Kd,WT � 20; Kd, N51A/Kd,WT �

1000 (22)).
With this region of the

protein–DNA interface in
mind, we have designed syn-
thetic appendages to the DNA
that introduce diverse chemi-
cal functionality and steric
demands into the interface
yet are unlikely to compro-
mise the basic structure of

the B-form DNA or clash with the backbone
of the helix-turn-helix motif, which is funda-
mental to the HD fold (20). The use of allyl
or propargyl linkers appended to the C5 of
thymidine bases allows the incorporation of
diverse chemical functionality and the
impact of these modifications has been sys-
tematically explored elsewhere (23). In
these cases, the extended �-system can
contribute to the base–base stacking within
the DNA helix, thereby stabilizing the
desired B-form DNA structure.

Because of the limited space between
the major groove of the DNA and the protein
backbone of the recognition helix, we chose
to focus on flat five- and six-membered het-
erocycles connected to the base through a
propargyl linker at C5 of thymidine (1–5).
These alkynyl heterocycles were synthe-
sized as shown in Supplementary Scheme
1. To install these appendages onto the
nucleoside base, Sonogashira conditions
were used to couple these terminal alkynes
to 5=-dimethoxytrityl (DMT)-protected
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Figure 1. Sequences and schematic representation of the HD mutants recovered from phage selections. a) HDi is
shown bound to TAATCC with its recognition helix (�3) shown in green. b) Helical wheel representation of the
HD recognition helix with the three canonical base-specific contacts (Ile47, Lys50, and Asn51) shown in green,
residues that were varied in the library presented in boxes, and mutations that comprise HD� indicated in the
sequence and shown in red. c) Example DNA sequence used in the phage selections with oxazolidinone-modi-
fied nucleoside 1 incorporated into the HDi binding site. d) Clones recovered from selections for binding to the
modified DNA strands TAA1CC (1), TAA2CC (2), TAA3CC (3), TAA4CC (4), and TAA5CC (5). In two cases (indicated
with a question mark) the sequencing led to ambiguous results at position 52.
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2=-deoxy-5-iodouridine (see Supplementary
Scheme 2) as we have reported previously
(20). Installing the DMT-protecting group
prior to the Sonogashira coupling proved
advantageous both because this route
allowed the use of a common starting mate-
rial and also because this protection
scheme allowed the reaction to be per-
formed in THF. Using THF as solvent acceler-
ated the reaction dramatically relative to the
rate in DMF and simplified the workup of the
desired nucleosides. These modified nucle-
osides were then incorporated into DNA
oligomers (Figure 1, panel c) using solid-
phase DNA synthesis as previously
described (20).

Phage-Display Selections. Models and
biochemical data (20) have demonstrated
that a steric clash between Ile47 and alkynyl
substituents prevents HDi from binding to
the modified DNA. Therefore, we have
sought mutant HDs that bind specifically to
the modified DNA strands, presumably
including a large-to-small mutation at Ile47.
To select for such mutants, we employed a
phage selection with a HD displayed on the
major coat protein (P8) of M13 phage. The
phage display system has been used previ-
ously to select for mutants of the engrailed
HD that bind to unmodified (24, 25) and
oxazolidinone 1 modified DNA (20). The
selections using unmodified DNA have vali-
dated this approach; the amino acids
enriched in the selections largely recapitu-
lated those found in naturally occurring HDs.

To generate the library of mutant HDs, we
used a variant of Kunkel mutagenesis to
introduce mutations focused around Ile47
(Figure 1, panel b, boxed residues), and to
increase the proportion of functional HDs,
the library was biased toward approximately
four mutations per clone using split-and-
pool DNA synthesis to construct the degen-
erate oligonucleotide used for mutagenesis
(20). With this approach, we were able to
obtain high coverage of the library using
only modest numbers of unique transfor-
mants (1.8 � 107 Ampr colonies).

Using this library and previously estab-
lished selection conditions, we enriched for
DNA-binding phage within 3–4 rounds of
selection. To identify mutations enriched by
these selections, we sequenced several
clones from each enriched pool (Figure 1,
panel d). The sequenced clones demon-
strated common mutations derived from
independent library members, and for
TAA1CC a single clone dominated the
selection.

As we expected, the sequences largely
contained Lys50, consistent with the known
role for this residue specifying the last two
base pairs of the DNA binding site used in
the selection (i.e., TAAXCC). Although it was
encouraging that most of the clones con-
tained a small residue at position 47, this
bias was programmed into the original
library (50% alanine; 50% glycine). None-
theless, the bias toward Gly47 (see Figure 1,
panel d) was expected on the basis of previ-

ous data demonstrating that I47A has low
binding affinity and specificity. From the
selected clones, we found a preponderance
of mutations at two other positions: Ile45
and Lys52. These mutations are on the back
side of the recognition helix from Ile47.
Closer examination of the sequences from
the selected clones demonstrates that these
clones are clustered into two groups: those
with consensus mutations (Lys50, Gly47,
I45V/T/L, and K52M) and clones that do not
have these mutations but are also missing
residues identified as particularly important
for HD function (e.g., Trp48 and Asn51), sug-
gesting that this second population is com-
posed of residual clones that do not bind
the desired DNA.

Having identified consensus mutations in
selection against various modified DNA
strands, we chose to focus on one mutant in
particular, HD� (I45V, I47G, Q50K, and
K52M), because it completely dominated
the pool enriched using oxazolidinone 1
and furthermore was the only clone to give a
strongly positive result in a phage enzyme-
linked immunosorbent assay (20). Replace-
ment of Ile45 by valine is not entirely sur-
prising given that isoleucine and valine are
equally likely to occur in natural HDs at posi-
tion 45 and this substitution is quite conser-
vative. The replacement of Lys52 with methi-
onine, however, is quite surprising; out of
129 human HDs, 103 have arginine at posi-
tion 52, 10 have lysine, 7 have alanine, but
none have methionine (26).

Biochemical An-
alysis of a Selected
Mutant. When given
the choice in a com-
petition electrophoretic
mobility shift assay
(EMSA), HD� binds
5-fold more tightly to
TAA1CC20 than un-
modified DNA, whereas
HDi binds specifically
to unmodified DNA
(Supplementary

TABLE 1. Affinity for DNAa and thermal stability of engrailed HD mutants

Mutant
Kd (nM)

TAATCC20 TAA1CC20 TAATGC20 TAATCG20 Tm (°C) �H (kcal/mol)

HDi 2.1 � 0.3 17.8 � 3.5 8.8 � 0.2 6.0 � 1.0 52.6 � 0.7 �30 � 2
HD� 5.8 � 0.6 1.5 � 0.1 4.5 � 0.6 18.0 � 1.5 53.9 � 0.5 �36 � 2
HDi I47G 4.2 � 0.6 2.3 � 0.3 47.3 � 0.5 �29 � 1
HDi I47G, I45V 2.3 � 0.1 3.1 � 0.3 59.4 � 0.4 �36 � 2
HDi I47G, K52M 4.6 � 1.0 2.3 � 0.3 43.1 � 0.5 �26 � 1

a HD binding to 5=-CGCAGTGTAAXXXCCTCGAC and its complement was measured by EMSA.

.

LETTER

www.acschemicalbiology.org VOL.1 NO.12 • 755–760 • 2006 757



Figure 1, panel a). The preference of HD� for
TAA1CC20 was seen previously using HD�

fused to maltose binding protein (20). Un-
tagged HD� also prefers binding to TAA1CC20

over TAA2CC20, another oxazolidinone-
bearing strand (Supplementary Figure 1,
panel b).

Next we investigated the role of the two
mutations in the hydrophobic core of the HD
by mutating these residues back to the wild-
type sequence, either individually (HDi I47G,
I45V and HDi I47G, K52M) or together (HDi

I47G). In EMSAs using either modified or
unmodified DNA strands, we were surprised
to find that HDi I47G functioned with speci-
ficity and affinity comparable to that of HD�

(Table 1 and Supplementary Figure 2).
Although the conditions presented also
suggest that the selectivity of HDs lacking
the hydrophobic mutations is somewhat
depressed, the importance of this result is
mitigated by modest variability of the selec-
tivities observed under different conditions.
Nonetheless, under all conditions tested,
HD� is the tightest and most selective HD,
demonstrating that HD� binds with the
desired specificity for TAA1CC20.

Structural Analysis of the Selected
Mutant in Complex with DNA. To under-
stand the structural basis for this re-
engineered HD–DNA interaction, we solved
X-ray crystal structures of HD� in complex
with both modified and unmodified DNA to
2.2 and 1.9 Å, respectively (Supplementary
Figure 3 and Supplementary Table 1). Analy-
sis of the structures reveals that, despite the
perturbation of the mutations in the HD and
the modification to the DNA, HD� still
adopts a canonical HD structure as judged
by the nearly identical ribbon representa-
tions of C� positions for the HDi–TAATCC,
HD�–TAATCC, and HD�–TAA1CC structures
(Figure 2, panel a). The oxazolidinone modi-

fication is clearly visible in the electron
density (Figure 2, panel b) and projects into
the cavity created by the I47G mutation
(Figure 2, panel e). The average B factor of
the oxazolidinone modification (34 Å2) is
similar to those of the base to which it is
connected (33 Å2) and also of side chains
Lys50 (35 Å2) and Asn51 (37 Å2), suggest-
ing that the oxazolidinone is well ordered
within the context of the re-engineered inter-
face. In the complex of HD� with unmodi-
fied DNA, the cavity created by the I47G
mutation (Figure 2, compare panels c and d)
is occupied by three ordered water mol-
ecules (Figure 2, panel d). In both structures
of HD�, with the exception of the waters
immediately surrounding the modification
and cavity, the waters at the protein–DNA
interface are similar to those found in the
unengineered HDi–TAATCC interface.

In the structure of HDi bound to TAATCC,
residue Lys50 contacts the last two bases
through two alternate conformations allow-
ing it to bind specifically to both base pairs
(15). However, in the electron density for
HD� bound to either TAA1CC (Supple-
mentary Figure 4) or TAATCC, K50 only occu-
pies one of these conformations, with no
apparent structural basis for specifying the
final base TAATCC. To test if HD� has
decreased specificity for the last C	G base
pair (TAATCC) compared to the previous
C	G base pair (TAATCC), HD� and HDi

binding to TAATCG and TAATGC were
assayed by EMSA (Supplementary Figure 5,
panels a and b). We found that HD� retains
specificity for the final base pair despite the
single orientation of Lys50 observed in the
crystal structure. Furthermore, we found that
HD� binding to its preferred DNA target is
competed off approximately the same con-
centration of salmon sperm DNA as was

found for HDi (Supplementary Figure 5,
panel c).

We next turned our attention to the two
hydrophobic mutations I45V and K52M
found in HD�. Examination of the region of
HD� around Val45 revealed only minor
changes relative to HDi, such as changes in
electron density best explained by Ser35
adopting a second conformation. It is pos-
sible that this second conformation requires
the slightly reduced steric volume of the
I45V mutation, but the importance of this
second conformation is unclear. Examina-
tion of the environment surrounding the
K52M mutation reveals that this mutation
could relieve electrostatic repulsion caused
by three lysine residues (Lys17, Lys52, and
Lys55) in close proximity to one another.
The engrailed HD is a member of a small
subset of HDs that have basic amino acids
at both position 17 and position 52. Most
HDs possess a salt bridge between Glu17
and Arg52 in the HD consensus sequence
(27). The high density of positive charge
caused by the presence of Lys17, Lys52,
and Lys55 is destabilizing and can be
relieved by K52A and K52E mutations,
which stabilize the engrailed HD as previ-
ously demonstrated (28). This result sug-
gests that K52M may impact protein stabil-
ity and led us to wonder more generally
about the effects of the HD� mutations on
HD stability.

Analysis of the Stability of the Selected
Mutant. To examine the stability of the HDs
used in this study, we monitored their
thermal denaturation by CD spectroscopy
(Figure 3). Starting with HDi, introducing the
I47G mutation is destabilizing to the protein
(
Tm 	 –5.3 °C). In general, the replace-
ment of an amino acid with glycine is desta-
bilizing because the unfolded state of the
protein is entropically stabilized by extra

c d ea b

Figure 2. Structure of HD� bound to TAATCC and TAA1CC. a) Ribbon overlay of HD–DNA complexes (HDi–TAATCC (15) in blue, HD�–TAA1CC in red,
and HD�–TAATCC in yellow). b) Electron density in the vicinity of the alkynyl nucleoside. 2Fo – Fc electron density from a simulated-annealing
composite omit map is contoured at 1�. c) HDi–TAATCC. The hydrophobic contact between Ile47 and the C5 methyl of thymidine in the recognition
sequence TAATCC is indicated by green dashes. d) HD�–TAATCC. Three waters shown in red occupy the cavity created by the I47G mutation in HD�.
For clarity, only these three waters are displayed. e) HD�–TAA1CC. The oxazolidinone substituent packs against the cavity created by I47G and
displaces the three waters seen in panel d.
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conformations available to glycine (29),
especially in an � helix (30). As predicted
from the relief of repulsive charge–charge
interactions, the K52M mutation is stabiliz-
ing, not only recovering the stability lost by
I47G but further stabilizing HD� V45I to a
net 6.8 °C above HDi. The dramatic stabiliz-
ing effect of the K52M mutation is consis-
tent with the notion that selection favored
HDs with stabilizing mutations, but more
surprising, the other mutation, I45V, desta-
bilizes the HD by 4–6 °C, depending on the
sequence context, bringing the net thermal
stability of HD� close to that of HDi (Figure 3,
panel b, and Table 1). The phage selected
mutations retuned the stability of the HD,
leading to similar stabilities of HD� with HDi.

Despite the high conservation of HD–DNA
contacts, particularly Gln/Lys50, Asn51, and
Ile/Val47, using phage display and nucleo-
side chemistry, we were able to re-engineer
the HD–DNA interface, completely disrupt-
ing one of the conserved contacts (Ile47-T4),
and replace it with an elaborated nucleoside
that packs against the cavity created by an
I47G mutation. Although these modifica-
tions represent a dramatic perturbation, the
high-resolution structure of this interface
revealed that the selected mutant functions
without affecting the HD fold. Furthermore,
we found that the selected mutations tuned
the stability of the selected HD to be similar

to that of the starting HD. Analysis of the
HD�–TAA1CC interaction reported here
demonstrates that even highly conserved
interfaces, such as the HD–DNA interface,
contain sufficient adaptability to allow the
installation of novel function, in this case
specific binding to modified DNA. This la-
tent adaptability is of importance to protein
engineers who wish to make tractable the
enormity of the proteome by exploiting its
conserved motifs and domains, including
the HD.

METHODS
Synthesis. Detailed experimental procedures

and characterization of the alkynes and nucleo-
sides can be found in Supporting Information.

Phage Library Construction and Selection. The
phage library used for these selections and the
conditions for the selections have been published
elsewhere (20).

Expression and Purification of Mutant HDs. Mu-
tant HDs were expressed as MBP fusions, and the
MBP affinity tag was cleaved using Factor Xa. A
detailed description of the expression, purifica-
tion, and characterization can be found in Support-
ing Information.

Electrophoretic Mobility Shift Assays. Binding of
the HDs to DNA was determined essentially as
described previously (20, 24), except by using HDs
cleaved from the maltose binding protein tag (see
above) and conditions described in Supporting
Information.

CD. Thermal stability of engrailed HD mutants
was measured by CD essentially as described pre-
viously (19, 22). Detailed conditions are described
in Supporting Information. Melting temperature
and enthalpy of denaturation were determined by
fitting the derivative of the denaturation curves to
the van’t Hoff difference equation (31). Fitting the
difference data obviates the need to fit baselines
to the data, thus reducing the number of free
parameters available to the fit. Thermal denatur-
ation curves were numerically differentiated,
smoothed over a 3 °C window, and fit to the van’t
Hoff difference equation using Levenberg–Mar-
quardt least squares minimization (Figure 3, inset
of panel a) using scripts written in Matlab (32).

Crystallization, Data Collection, and Structure
Refinement. Crystals were grown in hanging drop
essentially as described previously (21) except
that a higher concentration of poly(ethylene
glycol)-400 was used in the well solution. The
HD�–TAATCC structure was solved by molecular
replacement using HDi bound to TAATCC (15) as
the initial model. The HD�–TAATCC structure was
then used as the initial model for HD� bound to
TAA1CC. Details of the crystallization, data collec-
tion, and structural refinement can be found in
Supporting Information.

Accession Codes: Structure factors and final coor-
dinates have been deposited in the RCSB PDB with
ID codes 2HOT and 2HOS for HD� bound to TAA1CC
and TAATCC, respectively.

Acknowledgment: We thank L. Rice and C. Wad-
dling for training and assistance with crystallogra-
phy and structure refinement, the ALS 8.3.1 beam-
line, J. Chung and I. Gomez Pinto in the James Lab
University of California, San Francisco (UCSF) for
assistance with large-scale purification of the DNA
strands, the Frankel lab (UCSF) for use of their DNA
synthesizer, G. Weiss and K. Sato for assistance
setting up the phage selections, C. Pabo for a criti-
cal discussion of this work, and R. Grant for provid-
ing unpublished structure factors for the Q50A HD
mutant. M.D.S. was supported by fellowships from
the National Science Foundation and the ACS
Organic Division. M.E.F. was supported in part by
National Institutes of Health (NIH) training grant
number GM08284. Mass spectrometry studies
were carried out at the UCSF Mass Spectrometry
Facility supported by NIH grant number NCRR
RR01614. Financial support was provided by the
Volkswagen foundation.

Supporting Information Available: This material is
free of charge via the Internet.

REFERENCES
1. Bishop, A. C., Shah, K., Liu, Y., Witucki, L., Kung, C.,

and Shokat, K. M. (1998) Design of allele-specific in-
hibitors to probe protein kinase signaling, Curr.
Biol. 8, 257–266.

2. Bishop, A. C., Buzko, O., and Shokat, K. M. (2001)
Magic bullets for protein kinases, Trends Cell Biol.
11, 167–172.

3. Bishop, A. C., Ubersax, J. A., Petsch, D. T., Matheos,
D. P., Gray, N. S., Blethrow, J., Shimizu, E., Tsien, J. Z.,
Schultz, P. G., Rose, M. D., Wood, J. L., Morgan,
D. O., and Shokat, K. M. (2000) A chemical switch for
inhibitor-sensitive alleles of any protein kinase,
Nature 407, 395–401.

4. Hwang, Y. W., and Miller, D. L. (1987) A mutation
that alters the nucleotide specificity of elongation
factor Tu, a GTP regulatory protein, J. Biol. Chem.
262, 13081–13085.

5. Bishop, A., Buzko, O., Heyeck-Dumas, S., Jung, I.,
Kraybill, B., Liu, Y., Shah, K., Ulrich, S., Witucki, L.,
Yang, F., Zhang, C., and Shokat, K. M. (2000) Unnat-
ural ligands for engineered proteins: new tools for
chemical genetics, Annu. Rev. Biophys. Biomol.
Struct. 29, 577–606.

6. Weijland, A., Parlato, G., and Parmeggiani, A. (1994)
Elongation factor Tu D138N, a mutant with modi-
fied substrate specificity, as a tool to study energy
consumption in protein biosynthesis, Biochemistry
33, 10711–10717.

7. Weijland, A., and Parmeggiani, A. (1993) Toward a
model for the interaction between elongation factor
Tu and the ribosome, Science 259, 1311–1314.

8. Atwell, S., Ultsch, M., De Vos, A. M., and Wells, J. A.
(1997) Structural plasticity in a remodeled protein-
protein interface, Science 278, 1125–1128.

9. Greisman, H. A., and Pabo, C. O. (1997) A general
strategy for selecting high-affinity zinc finger pro-
teins for diverse DNA target sites, Science 275,
657–661.

HDi

HDφ

HDiI47G

HDiI47G,K52MHDiI47G,I45V

10 20 30 40 50 60 70 80 90

0.00

0.25

0.50

0.75

1.00

F
r
a
c
ti
o
n
 u

n
fo

ld
e
d

40 45 50 55 60

a

b

10 30 50 70 90

0.0

0.5

1.0

d
Θ

2
2

2
/d

T

K52M +12.1°C

I45V −5.5°CK52M +10.8°C

I45V −4.2°C

I47G −5.3°C

3

2

0

1

N
u
m

b
e
r
 o

f 
m

u
ta

ti
o
n
s

Tm (°C)

T (°C)

65

Figure 3. Analysis of the effect of HD� muta-
tions on HD stability. a) CD spectroscopy was
used to monitor the thermal denaturation of
HDs. The derivative of the CD curve was used
to determine the melting temperature (inset)
(31). b) Colors and symbols for each mutant
along with the effects of mutations on the
thermal stability of the mutant HDs.

LETTER

www.acschemicalbiology.org VOL.1 NO.12 • 755–760 • 2006 759



10. Pabo, C. O., Peisach, E., and Grant, R. A. (2001)
Design and selection of novel Cys2His2 zinc finger
proteins, Annu. Rev. Biochem. 70, 313–340.

11. Segal, D. J., Dreier, B., Beerli, R. R., and Barbas, C. F.,
3rd. (1999) Toward controlling gene expression at
will: selection and design of zinc finger domains
recognizing each of the 5=-GNN-3= DNA target
sequences, Proc. Natl. Acad. Sci. U.S.A. 96,
2758–2763.

12. Kortemme, T., and Baker, D. (2004) Computational
design of protein-protein interactions, Curr. Opin.
Chem. Biol. 8, 91–97.

13. Allen, J. J., Lazerwith, S. E., and Shokat, K. M. (2005)
Bio-orthogonal affinity purification of direct kinase
substrates, J. Am. Chem. Soc. 127, 5288–5289.

14. Gehring, W. J., Affolter, M., and Burglin, T. (1994) Ho-
meodomain proteins, Annu. Rev. Biochem. 63,
487–526.

15. Tucker-Kellogg, L., Rould, M. A., Chambers, K. A.,
Ades, S. E., Sauer, R. T., and Pabo, C. O. (1997) En-
grailed (Gln50-Lys) homeodomain-DNA complex
at 1.9 Å resolution: structural basis for enhanced af-
finity and altered specificity, Structure 5, 1047–
1054.

16. Clarke, N. D., Kissinger, C. R., Desjarlais, J., Gilliland,
G. L., and Pabo, C. O. (1994) Structural studies of the
engrailed homeodomain, Protein Sci. 3, 1779–
1787.

17. Fraenkel, E., Rould, M. A., Chambers, K. A., and
Pabo, C. O. (1998) Engrailed homeodomain-DNA
complex at 2.2 Å resolution: a detailed view of the in-
terface and comparison with other engrailed struc-
tures, J. Mol. Biol. 284, 351–361.

18. Kissinger, C. R., Liu, B. S., Martin-Blanco, E., Korn-
berg, T. B., and Pabo, C. O. (1990) Crystal structure
of an engrailed homeodomain-DNA complex at 2.8 Å
resolution: a framework for understanding
homeodomain-DNA interactions, Cell 63, 579–590.

19. Ades, S. E., and Sauer, R. T. (1994) Differential DNA-
binding specificity of the engrailed homeodomain:
the role of residue 50, Biochemistry 33, 9187–
9194.

20. Simon, M. D., and Shokat, K. M. (2004) Adaptability
at a protein-DNA interface: re-engineering the en-
grailed homeodomain to recognize an unnatural nu-
cleotide, J. Am. Chem. Soc. 126, 8078–8079.

21. Grant, R. A., Rould, M. A., Klemm, J. D., and Pabo,
C. O. (2000) Exploring the role of glutamine 50 in the
homeodomain-DNA interface: crystal structure of
engrailed (Gln50-Ala) complex at 2.0 Å, Biochemis-
try 39, 8187–8192.

22. Ades, S. E., and Sauer, R. T. (1995) Specificity of
minor-groove and major-groove interactions in a
homeodomain-DNA complex, Biochemistry 34,
14601–14608.

23. He, J., and Seela, F. (2002) Propynyl groups in duplex
DNA: stability of base pairs incorporating 7-sub-
stituted 8-aza-7-deazapurines or 5-substituted py-
rimidines, Nucleic Acids Res. 30, 5485–5496.

24. Simon, M. D., Sato, K., Weiss, G. A., and Shokat,
K. M. (2004) A phage display selection of engrailed
homeodomain mutants and the importance of
residue Q50, Nucleic Acids Res. 32, 3623–3631.

25. Sato, K., Simon, M. D., Levin, A. M., Shokat, K. M.,
and Weiss, G. A. (2004) Dissecting the Engrailed
homeodomain-DNA interaction by phage-displayed
shotgun scanning, Chem. Biol. 11, 1017–1023.

26. Banerjee-Basu, S., and Baxevanis, A. D. (2001) Mo-
lecular evolution of the homeodomain family of tran-
scription factors, Nucleic Acids Res. 29, 3258–3269.

27. Clarke, N. D. (1995) Covariation of residues in the
homeodomain sequence family, Protein Sci. 4,
2269–2278.

28. Stollar, E. J., Mayor, U., Lovell, S. C., Federici, L.,
Freund, S. M., Fersht, A. R., and Luisi, B. F. (2003)
Crystal structures of engrailed homeodomain mu-
tants: implications for stability and dynamics, J. Biol.
Chem. 278, 43699–43708.

29. Matthews, B. W., Nicholson, H., and Becktel, W. J.
(1987) Enhanced protein thermostability from site-
directed mutations that decrease the entropy of un-
folding, Proc. Natl. Acad. Sci. U.S.A. 84, 6663–6667.

30. Serrano, L., Neira, J. L., Sancho, J., and Fersht, A. R.
(1992) Effect of alanine versus glycine in alpha-
helices on protein stability, Nature 356, 453–455.

31. John, D. M., and Weeks, K. M. (2000) van’t Hoff en-
thalpies without baselines, Protein Sci. 9, 1416–
1419.

32. (2004) Statistics Toolbox User’s Guide; The Math-
works: Natick, MA.

760 VOL.1 NO.12 • 755–760 • 2006 www.acschemicalbiology.orgSIMON ET AL.



High-Throughput Screening for Functional
Adenosine to Inosine RNA Editing Systems
Subhash Pokharel and Peter A. Beal*
Department of Chemistry, University of Utah, 315 South 1400 East, Salt Lake City, Utah 84112-0850

D eamination of adenosine (A) in RNA
is an example of base-modification
RNA editing (1). This transformation

generates inosine (I) at the corresponding
nucleotide position. Because l is decoded
as guanosine (G) during translation, the
reaction can lead to codon changes in mes-
senger RNA (mRNA) and the introduction of
amino acids into a gene product not
encoded in the gene (2, 3). Translation of
the different coding strands created by this
process leads to protein structural diversity.
Indeed, A to I RNA editing appears to be nec-
essary to create the structural diversity
required for properly functioning central
nervous systems in metazoa (4, 5). Two mul-
tidomain human proteins have been shown
to carry out A deamination in mRNA and
have been given the name A deaminases
that act on RNA (ADARs) (6). A related family
of A deaminases that act on transfer RNA are
referred to as ADATs (7). Each ADAR enzyme
is made up of identifiable RNA-binding
domains containing double-stranded RNA-
binding motifs (dsRBMs) and a deaminase
domain. Editing site selectivity arises in part
by selective binding to double-helical RNA
structures found in substrate transcripts
mediated by the dsRBMs (8, 9). However,
published results suggest the deaminase
domain also plays an important role in con-
trolling site selectivity (10, 11). How this
takes place is not well understood at the
structural–biochemical level.

Genetic strategies are effective for rapidly
defining structure–activity relationships in
enzyme reactions and for the discovery of

mutant enzymes with new properties. Appli-
cation of this approach to the study of
ADARs requires coupling the generation of
libraries of mutant ADARs or mutant sub-
strates with simple screens for editing activ-
ity. ADARs are not naturally found in bacteria
or yeast, so simple genetic manipulation of
these organisms to study A to I RNA editing
is not possible. However, active ADARs can
be isolated from yeast overexpression
systems (12, 13). Therefore, we developed a
screening strategy in the yeast Saccharomy-
ces cerevisiae that is useful for the rapid
identification of active ADAR mutants and
new editing substrates capable of support-
ing the ADAR reaction. Our screen is based
on the known ability of ADAR2 to deaminate
within a stop codon, converting the
sequence to a tryptophan codon (14). Lazin-
ski et al. (14) had previously shown that
editing of a stop codon found in the hepati-
tis D virus (HDV) antigenomic RNA could be
used as a reporter of RNA editing efficiency
by measuring the ratio of long form vs short
form of the HDV antigen expressed. This
observation suggested to us that a simple
ADAR2 substrate upstream of sequence
encoding a reporter enzyme could be trans-
lated directly and the conversion of a stop
codon to a tryptophan codon could control
reporter enzyme expression (Figure 1). Thus,
we inserted RNA secondary structure known
to support ADAR2 editing (human glutamate
receptor-B (GluR-B) R/G site hairpin stem)
into an mRNA transcript and made the nec-
essary sequence changes to maintain an
open reading frame and create a stop codon
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ABSTRACT Deamination of adenosines within
messenger RNAs catalyzed by adenosine deami-
nases that act on RNA (ADAR) enzymes gener-
ates inosines at the corresponding nucleotide
positions. Because inosine is decoded as
guanosine, this reaction can lead to codon
changes and the introduction of amino acids into
a gene product not encoded in the gene. Transla-
tion of the different coding strands created by
this process leads to protein structural diversity
in the parent organism and is necessary for ner-
vous system function in metazoa. The basis for
selective editing of adenosines within certain
codons is not well understood at the structural/
biochemical level. Here we describe a high-
throughput screen for ADAR/substrate combina-
tions capable of RNA editing that can be carried
out in the yeast Saccharomyces cerevisiae grow-
ing on agar plates. Results from the screening of
libraries of human ADAR2 mutants and libraries
of RNA substrates shed light on structure–
activity relationships in the ADAR-catalyzed
adenosine to inosine RNA editing reaction.
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at the editing site (15). We also reduced the
length of the duplex and the size of the loop
relative to that naturally found in the GluR-B
pre-mRNA. Downstream of this ADAR sub-
strate structure is the sequence encoding
�-galactosidase, which is a secreted
enzyme readily assayed directly on agar
plates containing the colorimetric substrate
5-bromo-4-chloro-3-indolyl-�-galactopyrano-
side (X-�-Gal) (16). When wild-type human
ADAR2 is expressed along with this reporter
substrate, yeast grown on X-�-Gal plates
appears green, indicating expression and
secretion of �-galactosidase (Figure 1) (16).
This correlates with editing of the in-frame
stop codon as evidenced by sequencing of a
reverse transcriptase (RT)-polymerase chain
reaction (PCR) product generated from total
RNA isolated from this yeast using primers
specific for the reporter transcript (Figure 1).
No color and no editing are apparent when a
known inactive mutant of ADAR2 (E396A) is
coexpressed with the reporter mRNA
(Figure 1).

To test this system as a method for
screening for editing activity, we chose to
generate ADAR2 mutants that varied in the
identity of two active site residues for which
no structure–activity data were previously
available. Thr375 is believed to be proximal
to the 2=-hydroxyl of the edited nucleotide
based on docking AMP into the structure
of the deaminase domain (Figure 2) (19).
However, this residue is not conserved
in the ADAR family (e.g., asparagine in
ADAR1) (Figure 2, panel a). In addition, we
chose to vary the identity of the amino acid
residue at position 376. This residue is a
lysine in ADAR2 and a positively charged
residue in the known ADARs and ADATs (7).

Its position in the protein suggests a pos-
sible interaction with the 3=-phosphodiester
of the edited nucleotide (Figure 2, panel b).

Plasmid libraries were created by satura-
tion mutagenesis at the codons for these
residues. Yeast expressing the �-galactosi-
dase reporter was transformed with the
resulting libraries. Colored colonies growing
on X-�-Gal plates were then identified
(Figure 2, panel c). Plasmid DNA encoding
ADAR2 was isolated from yeast colonies
appearing either green or white on X-�-Gal
plates. Sequencing revealed the identity of
codons leading to active or inactive editing
enzyme. In a screen where only the Thr375
codon was varied, plasmid DNA from 21
green and 13 white colonies was isolated
and sequenced (Table 1). Common among
the clones from green colonies were codons
for small hydrophobic residues (8 for
alanine, 6 for valine, and 2 for glycine), with
wild-type threonine observed once. White
colonies typically had position 375 codons
encoding large residues (tyrosine, arginine,
and lysine), with stop codons and a codon
for proline also observed. The green color
phenotype was confirmed and shown to
correlate with editing of the reporter mRNA
by sequencing of the RT-PCR product from
yeast expressing either the T375A or T375Y
mutants (Supplementary Figure 1). Interest-
ingly, the T375A mutant is less active in this
assay than wild-type ADAR2, since a lower
level of editing is observed in the sequenced
RT-PCR product. The purified ADAR2 T375A
mutant also displayed a lower deamination
rate than wild-type in in vitro deamination
assays with a model substrate (data not
shown). Thus, although T375A mutant
scored as a hit in the screen, this mutation

does reduce ADAR2 deaminase activity. It is
clear that under the current screening condi-
tions, it is only possible to distinguish ADAR
mutants with large differences in editing
activity. Additional studies will be necessary
to identify conditions that allow for ranking
among ADAR mutants with similar activities.

We also carried out a screen of a library of
mutants that varied the identity of residues
at both positions 375 and 376 of ADAR2.
From the 14 green colonies isolated, we
found 10 clones encoding the T375C,
K376H mutant (Table 1). In addition,
although a positively charged residue is
conserved at position 376 in the known
ADARs and ADATs, several clones were iden-
tified with hydrophobic amino acids
encoded for this residue, including the
K376I mutant (7). The phenotype and
reporter RNA editing were confirmed for the
T375C, K376H, and K376I mutants (Supple-
mentary Figure 1).

Important structure–activity relationships
for the ADAR2 reaction can be gleaned from
analysis of the amino acids accommodated
at positions 375 and 376 in the active
mutants identified in this study. Small
hydrophobic amino acids at position 375
lead to activity and large residues are
excluded, consistent with the proposed
proximity of Thr375 with the editing site
nucleoside (Figure 2, panel b) (19). Interest-
ingly, when the amino acids at positions
375 and 376 were varied simultaneously,
only threonine or cysteine was selected at
position 375 in active mutants. These resi-
dues are capable of hydrogen bonding to
the 2=-hydroxyl of the edited A. Threonine
was selected in this screen encoded by
three different codons, highlighting the

ADAR

substrate

Secretion

signal
α-Galactosidase

−3′5′−

Secretion signal

AUG AG A GCU UUC UUG UUU CUC ACC GC A U G C AUC AGU UUG CC A GGC GUU UUU GGG UCC GUU

M R A F L F L T A C I S L P G V F G S V

ADAR substrate α-Galactosidase

U AG GUG GGU GG A AU A GU A U AC C AU UCG U G G U AU AGU AUC CC A CCU ACC C AG ACG GUG UCU CC G...

Stop V G G I V Y H S W Y S I P P T Q T V S P

5′ U U UGGGU 5′ U U UA GGU
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c

d

ADAR2 wild-type ADAR2 E396A

W

N −  −  − V STOP V G G I V Y H
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Figure 1. �-Galactosidase reporter for evaluating A to I RNA editing activity in S. cerevisiae. a) Schematic of reporter mRNA (17, 18). b) Sequence of
ADAR substrate. The loop and boxed nucleotides have been altered from the original GluR-B pre-mRNA sequence. c) Full sequence of reporter mRNA
near editing site with the encoded protein sequence shown. d) Secreted �-galactosidase activity (top) and reporter mRNA editing (bottom) in yeast
expressing wild-type ADAR2 or the inactive mutant E396A.
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importance of this amino acid at the 375
position of ADAR2.

The selection system described here
allows one to vary the sequence of either the
editing enzyme or the editing substrate,
since both are encoded on plasmids. To
evaluate the effect of varying the editing
substrate, we prepared two different
plasmid libraries with different parts of the
substrate sequence randomized (Table 2).
In one library, six nucleotides were varied in
the sequence complementary to the editing
site (ECS library). In a different library, the
four-nucleotide loop and two nucleotides of
the loop-closing base pair were randomized.

Interestingly, �1% of the colonies
observed during selections with the ECS
library appeared green, indicating a strong
dependence on the local sequence environ-
ment of the edited A (Supplementary Figure
2). When plasmids encoding the ADAR sub-
strate from six green colonies observed in
this screen were sequenced, the original
sequence (CCCAGA) appeared four times
along with two other sequences (CGGUAG
and CGGUGA) (Table 2). The latter two
related sequences are predicted to place the

edited A in a six-nucleotide, purine-rich sym-
metrical loop. Sequencing of an RT-PCR
product from yeast expressing the CGGUGA
mutant confirms efficient editing within this
structure (�50% conversion to I) (Supple-
mentary Figure 3). Activity with such a struc-
ture would not have been predicted given
our current understanding of the role of the
base pairing partner for the reactive A and
the preference for As within duplex second-
ary structures (11, 15). This particular loop
sequence must form a unique structure that
properly positions the editing site for reac-
tion with ADAR2. Importantly, a small
change to this sequence has a dramatic
effect on the screening results. Among the
RNAs identified in the white colonies from
this screen was the sequence AUCUGA, dif-
fering from an active sequence by only three
nucleotides. However, folding of this RNA
sequence in silico predicts an entirely differ-
ent secondary structure (20). In this case,
the edited A is predicted to exist in an A-U
pair surrounded by four other stable base
pairs. Furthermore, this structure is pre-
dicted to have single nucleotide bulges in
locations where they do not exist naturally

on the R/G stem. RT-PCR product sequenc-
ing confirms little editing within this RNA
(Supplementary Figure 3). It is possible that
this duplex is too stable to allow for efficient
flipping of the reactive adenosine into the
deaminase active site (21). However, the
placement of bulged nucleotides may also
be an important negative determinant for
activity with this substrate (22).

A recent report suggested that the five-
nucleotide loop of the native R/G hairpin
stem found in the GluR-B pre-mRNA is
important for controlling editing efficiency at
the R/G site (9). For the substrate studied
here, most of the sequences in the library
support editing since �80% of transfor-
mants with the loop sequence library gave
green colonies (Supplementary Figure 2).
However, when 10 active clones were
sequenced from this screen, the sequence
ACUCAC was observed eight times (Table 2
and Supplementary Figure 3). The CUCA
sequence contained within is remarkably
similar to sequences found naturally in
GluR-B R/G hairpin loops (human, CUAA;
rat, CUCA; mouse, CUCA; tilapia D, CUAC)
(23). Allain et al. (9) have presented NMR
data indicating that dsRBM I of ADAR2 binds
the loop of the native R/G hairpin stem. Our
results provide additional evidence for an
important role played by this particular loop
sequence in facilitating editing at the R/G
site. Furthermore, selection of a near wild-
type GluR-B R/G editing site loop sequence
previously implicated in direct binding to
ADAR2 underscores the utility of screening
RNA libraries for preferred substrates with
this method.

Sequencing of plasmids from white colo-
nies in this screen revealed RNA sequences
that could never lead to reporter enzyme
expression (e.g., stop codons and frame
shift mutations) (Table 2). Indeed, low
reporter enzyme expression in these cases
was the result of factors other than low
editing efficiency. One sequence found in
three different white colonies (AAGCAU)
maintained an open reading frame and is

375

H. sapiens ADAR2: V I S V S T G T K C I N G E Y M

H. sapiens ADAR1: V V S L G T G N R C V K G D S L

H. sapiens ADAR3: V V A L S S G T K C I S G E H L

D. rerio ADAR: V V S L G T G N R C V K G E E L

G. gallus ADAR: V V S I G T G N R C V K G E E L

R. norvegicus ADAR: V V S L G T G N R C V K G D S L

M. musculus ADAR1: V V S L G T G N R C V K G D S L

M. musculus ADAR2: V I S V S T G T K C I N G E Y M

C. elegans ADAR: I I A L S T G N K G L R G D K I

D. melanogaster ADAT1: L V S L G C G T K C I G E S K L

H. sapiens ADAT1: V V S M G T G T K C I G Q S K M

M. fascicularis ADAT1: V V S M G T G T K C I G Q S K M

− − − S T G T K C I − − −
5′ − − − TCT ACA GGA ACA AAA TGT ATT − − − 3′

5′ − − − TCT ACA GGA NNN AAA TGT ATT − − − 3′

a

c

b

Screen for

colored

colonies

Lys376

3′OH

Thr375

Arg455

Cys451Zn

Cys516

Glu396

His394

2′OH

Figure 2. The ADAR active site. a) Sequence alignment for ADARs and ADATs. b) ADAR2 active
site residues with docked AMP (19). c) Saturation mutagenesis was carried out at the T375
codon, and the resulting plasmids were screened for the generation of differently colored
colonies.
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predicted to form a tetraloop with a loop-
closing A-U pair. Sequencing of the RT-PCR
product from this sample indicates that RNA
editing is supported (data not shown), yet
poor expression of �-galactosidase was
observed. Therefore, one must be cautious
in interpreting reduced �-galactosidase
expression solely in terms of editing effi-
ciency without independent confirmation,
as other factors can play a role. Indeed,
the predicted loop sequence (AGCA) and
an adjacent long duplex are features of
good substrates for Rnt1p, a S. cerevisiae
RNase III (24).

In summary, fusing a RNA-editing sub-
strate containing a stop codon in frame with
sequence encoding the reporter enzyme
�-galactosidase allows for high-throughput
screening in S. cerevisiae of different combi-
nations of mutant ADARs and RNA sub-
strates to identify combinations that support
editing. Simple modifications to this screen
should allow for the discovery of regulators
of the RNA editing reaction or evolution of
new ADARs with altered site selectivity.

METHODS
Construction of Editing Substrate/

�-Galactosidase Reporter Plasmid pR/G�Gal. The
�-galactosidase expression plasmid pMEL� was
obtained as a gift from EUROSCARF, Germany. The
�-galactosidase coding sequence present on
pMEL� was amplified by PCR and ligated into
pYES3/CT (Invitrogen) using standard protocols to
generate pR/G�Gal. Sequences for all primers
used in this study can be found in Supplementary
Table 1.

Co-expression of �-Galactosidase Reporter and
Human ADAR2 in Yeast. INVSc1 S. cerevisiae strain
(Invitrogen) was sequentially transformed with an
ADAR2 expression plasmid (YEpTOP2PGAL1 (13) or
YEpTOP2PGAL1-E396A) with URA3 selection fol-
lowed by transformation with an editing reporter
plasmid (pR/G�Gal) with TRP1 selection using a
lithium acetate protocol. Yeast colonies were har-
vested from these plates and transferred to agar
plates containing complete minimal (CM) media-
uracil, -tryptophan 2% raffinose, 3% galactose,
and 60 �g mL�1 X-�-Gal. The plates were incu-
bated at 30 °C for 3–5 d until color was apparent.

Sequencing of Reporter mRNA Isolated from
Yeast Expressing ADAR2 Mutants. Single yeast colo-
nies transformed with pR/G�Gal and an ADAR2
expression plasmid were harvested and placed
into 5 mL of CM-tryptophan, -uracil, 2% raffinose
media for 48 h at 30 °C with shaking. Protein
expression was induced by adding 3% galactose
to the media, and growth was continued for
another 48 h at 30 °C with shaking. mRNAs were
isolated using the RiboPure-Yeast kit (Ambion) fol-
lowing the manufacturer’s protocol. Isolated mRNA

was reverse transcribed and amplified using the
Access RT-PCR kit (Promega). The extent of RNA
editing was assessed by sequencing the resulting
RT-PCR product.

Generation of Plasmid Libraries. The QuikChange
XL site-directed mutagenesis kit (Stratagene) was
used to generate plasmid libraries following the
manufacturer’s protocol. Resulting PCR products
were used to transform XL 10 gold Escherichia coli
cells using ampicillin selection. Bacteria colonies
were harvested, combined, and grown in Luria-
Bertani (LB) ampicillin media overnight at 37 °C
with shaking. Plasmid DNA was isolated using a
QIAprep Spin Miniprep kit (Qiagen). Sequence ran-
domization at the desired site was confirmed by
sequencing.

Screening for Functional Editing Combinations.
INVSc1 cells were transformed with either
pR/G�Gal or YEpTOP2PGAL1 (13) plasmids using a
lithium acetate protocol. A second lithium acetate
transformation was performed to introduce
plasmid libraries. After the second transformation
in screens for ADAR mutants, yeast were plated
directly onto agar plates containing CM-tryptophan,
-uracil, 2% raffinose, 3% galactose and X-�-Gal.
The plates were incubated at 30 °C for 5–10 d until
color was apparent. After the second transforma-
tion in screens for mutant substrates, cells were
plated onto agar plates containing CM-tryptophan,
-uracil, 2% glucose. These plates were incubated
at 30 °C for 3 days, after which they were replica
plated onto agar plates containing CM-tryptophan,
-uracil, 2% raffinose, 3% galactose, and X-�-Gal.
Within 72 h, green colored colonies were visual-
ized. Yeast colonies appearing either green or
white were harvested and lysed. Plasmid DNA was
isolated from the lysate by ethanol precipitation
and used to transform XL 10 gold E. coli cells
(Stratagene) with selection on LB-ampicillin plates.
Plasmid DNA was isolated from the resulting bac-
teria colonies and sequenced.

Acknowledgment: P.B. acknowledges support
from the National Institutes of Health (GM61115).

Supporting Information Available: This material is
free of charge via the Internet.

REFERENCES
1. Maydanovych, O., and Beal, P. A. (2006) Breaking

the central dogma by RNA editing, Chem. Rev. 106,
3397–3411.

2. Burns, C. M., Chu, H., Rueter, S. M., Hutchinson, L. K.,
Canton, H., Sanders-Bush, E., and Emeson, R. B.
(1997) Regulation of serotonin-2C receptor G-protein
coupling by RNA editing, Nature 387, 303–308.

3. Higuchi, M., Single, F. N., Kohler, M., Sommer, B.,
Sprengel, R., and Seeburg, P. H. (1993) RNA editing
of AMPA receptor subunit GluR-B: A base-paired
intron-exon structure determines position and effi-
ciency, Cell 75, 1361–1370.

4. Higuchi, M., Maas, S., Single, F. N., Hartner, J., Rozov,
A., Burnashev, N., Feldmeyer, D., Sprengel, R., and
Seeburg, P. H. (2000) Point mutation in an AMPA re-
ceptor gene rescues lethality in mice deficient in
the RNA-editing enzyme ADAR2, Nature 406, 78–81.

TABLE 1. Results of screening of ADAR2 T375X and T375X, K376X
libraries

Library Colony color
Codon(s)
(Amino acid)

No. of clones

T375X Green GCA (Ala) 4
(active) GCG (Ala) 2

GCC (Ala) 1
GCT (Ala) 1
GTA (Val) 6
GGA (Gly) 1
GGG (Gly) 1
ACA (Thr) 1
CAG (Gln) 1
ATG (Met) 1
ATT (Ile) 1
CAT (His) 1

White TAA (Stop) 1
(inactive) TAG (Stop) 1

TAC (Tyr) 2
AGG (Arg) 2
CGG (Arg) 2
AAG (Lys) 3
CCG (Pro) 1
CCT (Pro) 1

T375X, K376X Green TGT, CAT (Cys, His) 10
(active) ACA, ATA (Thr, Ile) 1

ACG, CTT (Thr, Leu) 1
TGC, TTG (Cys, Leu) 1
ACT, AAC (Thr, Asn) 1

764 VOL.1 NO.12 • 761–765 • 2006 www.acschemicalbiology.orgPOKHAREL AND BEAL



5. Palladino, M. J., Keegan, L. P., O’Connell, M. A., and
Reenan, R. A. (2000) A-to-I pre-mRNA editing in Dros-
ophila is primarily involved in adult nervous system
function and integrity, Cell 102, 437–449.

6. Bass, B. L., Nishikura, K., Keller, W., Seeburg, P. H.,
Emeson, R. B., O’Connell, M. A., Samuel, C. E., and
Herbert, A. (1997) A standardized nomenclature for
adenosine deaminases that act on RNA, RNA 3,
947–949.

7. Gerber, A., Grosjean, H., Melcher, T., and Keller, W.
(1998) Tad1p, a yeast tRNA-specific adenosine
deaminase, is related to the mammalian pre-mRNA
editing enzymes ADAR1 and ADAR2, EMBO J. 17,
4780–4789.

8. Stephens, O. M., Haudenschild, B. L., and Beal, P. A.
(2004) The binding selectivity of ADAR2=s dsRBMs
contributes to RNA-editing selectivity, Chem. Biol.
11, 1–20.

9. Stefl, R., Xu, M., Skrisovska, L., Emeson, R. B., and
Allain, F. H.-T. (2006) Structure and specific RNA-
binding of ADAR2 double-stranded RNA-binding
motifs, Structure 14, 345–355.

10. Lehmann, K. A., and Bass, B. L. (2000) Double-
stranded RNA adenosine deaminases ADAR1 and
ADAR2 have overlapping specificities, Biochemistry
39, 12875–12884.

11. Kallman, A. M., Sahlin, M., and Ohman, M. (2003)
ADAR2 A-I editing: site selectivity and editing effi-
ciency are separate events, Nucleic Acids Res. 31,
4874–4881.

12. O’Connell, M. A., Gerber, A., and Keegan, L. P. (1998)
Purification of native and recombinant double-
stranded RNA-specific adenosine deaminases,
Methods 15, 51–62.

13. Macbeth, M. R., Lingam, A. T., and Bass, B. L. (2004)
Evidence for auto-inhibition by the N-terminus of
hADAR2 and activation by dsRNA binding, RNA 10,
1563–1571.

14. Sato, S., Wong, S. K., and Lazinski, D. W. (2001) Hep-
atitis delta virus minimal substrates competent for
editing by ADAR1 and ADAR2, J. Virol. 75,
8547–8555.

15. Stephens, O. M., Yi-Brunozzi, H.-Y., and Beal, P. A.
(2000) Analysis of the RNA-editing reaction of
ADAR2 with structural and fluorescent analogues of
the GluR-B R/G editing site, Biochemistry 39,
12243–12251.

16. Rupp, S. (2002) LacZ assays in yeast, Methods Enzy-
mol. 350, 112–131.

17. Hofmann, K. J., and Schultz, L. D. (1991) Mutations
of the alpha-galactosidase signal peptide which
greatly enhance secretion of heterologous proteins
by yeast, Gene 101, 105–111.

18. Aho, S., Arffman, A., Pummi, T., and Uitto, J. (1997)
A novel reporter gene MEL1 for the yeast two-hybrid
system, Anal. Biochem. 253, 270–272.

19. Macbeth, M. R., Schubert, H. L., VanDemark, A. P.,
Lingam, A. T., Hill, C. P., and Bass, B. L. (2005) Inosi-
tol hexakisphosphate is bound in the ADAR2 core
and required for RNA editing, Science 309,
1534–1539.

20. Mathews, D. H., Sabrina, J., Zuker, M., and Turner,
D. H. (1999) Expanded sequence dependence of
thermodynamic parameters improves prediction of
RNA secondary structure, J. Mol. Biol. 288, 911–940.

21. Yi-Brunozzi, H.-Y., Stephens, O. M., and Beal, P. A.
(2001) Conformational changes that occur during an
RNA-editing adenosine deamination reaction, J. Biol.
Chem. 276, 37827–37833.

22. Lehmann, K. A., and Bass, B. L. (1999) The impor-
tance of internal loops within RNA substrates of
ADAR1, J. Mol. Biol. 291, 1–13.

23. Aruscavage, P. J., and Bass, B. L. (2000) A phyloge-
netic analysis reveals an unusual sequence conser-
vation with introns involved in RNA editing, RNA 6,
257–269.

24. Wu, H., Yang, P. K., Butcher, S. E., Kang, S., Chanf-
reau, G., and Feigon, J. (2001) A novel family of RNA
tetraloop structure forms the recognition site for
Saccharomyces cerevisiae RNase III, EMBO J. 20,
7240–7249.

TABLE 2. Results of screening of ADAR2 substrate libraries

Library
Colony
color

RNA sequence
(5= ¡ 3=)

No. of
clones

Encoded
sequence (N ¡ C)

ECS Green CCCAGA 5 TQT
CGGUGA 2 TVT
CGGUAG 1 TVA

White UAUAAU 2 I-Stop
AUCUGA 1 NLT
CCGCGC 1 TAP
CCGGCA 1 TGT

Loop Green ACUCAC 8 HSR
CAUCAA 1 PSR
GCCGUA 1 RRR

White AAGCAU 3 QAW
CCCAAUC 2 Frame shift
CGUAAA 1 P-Stop

W

N −  −  − V STOP V G G I V Y H

A A G U

5′ − CGUUU GGUGGGUGG AUA UAUACCA U
S

3′ − GCNNN NNAUCCACC UAU AUAUGGU C

N C G G

C X X X P P I S Y W

ECS library

−  −  −

W

N −  −  − V STOP V G G I V Y X

A A G N

5′ − CGUUU GGUGGGUGG AUA UAUACCN N
X

3′ − GCAGA CCAUCCACC UAU AUAUGGN N

C C G N

C T Q T P P I S Y X

Loop library

−  −  −
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ABSTRACT The lichen cyanobacterial symbiont Nostoc sp. ATCC 53789 and its
close relative Nostoc sp. GSV 224 are prolific producers of natural products, gen-
erating �25 derivatives of the cryptophycin class of secondary metabolites. Cryp-
tophycin 1, the prototypic member of the class, is a potent tubulin-depolymerizing
agent, and several semisynthetic derivatives are being developed as anticancer
therapeutics. Here we provide a detailed characterization of the cryptophycin
metabolic pathway by stable-isotope labeling experiments and through cloning,
sequencing, and annotating the cryptophycin biosynthetic gene cluster. A com-
parative secondary metabolomic analysis based on polyketide (PK)/non-ribo-
somal peptide gene clusters from the phylogenetically related, non-cryptophycin
producing cycad symbiont, Nostoc punctiforme ATCC 29133, was used to identify
the cryptophycin biosynthetic genes that encompass �40 kb within the lichen
symbiont Nostoc sp. ATCC 53789 genome. The pathway encodes a collinear set of
enzymes, including three modular PK synthases, two non-ribosomal peptide syn-
thetase modules, and an integrated adenylation/ketoreductase didomain for
elaboration of the leucic acid subunit. In addition, genes encoding key tailoring
steps, including a FAD-dependent halogenase and CYP450 epoxidase, were iden-
tified. The inherent flexibility of the cryptophycin biosynthetic enzymes was har-
nessed to generate a suite of new analogues by altering the pool of PK starter units
and selected amino acid extender groups. Characterization of the cryptophycin
CYP450 enabled development of the first stereospecific synthesis of cryptophycin
2, through a tandem chemoenzymatic synthesis from the natural seco-
cryptophycin 4 chain elongation intermediate.

C ryptophycins are the largest class of peptolides
isolated from cyanobacteria (blue-green algae)
to date (1). The lichen cyanobacterial symbiont

Nostoc sp. ATCC 53789 and its close genetic relative
Nostoc sp. GSV 224 produce these promising anticancer
agents (1–5). Cryptophycin 1 (1), the major representa-
tive of �25 naturally occurring analogues, consists of
four units, including a phenyl-octenoic acid (unit A) and
L-leucic acid (unit D) and two amino acids, 3-chloro-O-
methyl-D-tyrosine (unit B) and methyl �-alanine (unit C),
linked in a cyclic ABCD sequence (Table 1). All of the
other naturally occurring cryptophycins are analogues
that differ structurally from 1 by one or two units in the
molecule (Table 1). The Nostoc-derived cryptophycins
exhibit extensive variation, indicating the flexibility and
versatility of the biosynthetic pathway (1–5) (Table 1).
Natural cryptophycin variants of unit A differ in their oxy-
genation state (e.g., alkene vs hydroxyl groups and
epoxide vs styrene) and double bond configurations
(trans vs cis). Unit B contains phenylalanine variants,
unit C includes methyl �-alanine or �-alanine, and unit D
involves �-hydroxy acid subunit diversity (Table 1).
Another notable cryptophycin variation, which does not
commonly stem from other polyketide (PK) and non-
ribosomal peptide biosynthetic pathways, is macrocy-
clic ring size (16- vs 14-membered peptolide rings) (see
Table 1) (1, 3, 4).

1 (Table 1), found as the most abundant product from
Nostoc sp. ATCC 53789 and Nostoc sp. GSV 224, is one
of the most potent tubulin destabilizing agents ever dis-
covered (6). It arrests tumor cells at the G1-M phase,
inducing a block in cellular proliferation, and causes
hyper-phosphorylation of Bcl-2, triggering the apoptotic
cascade (7). Cryptophycins are also attractive as chemo-
therapeutic agents because they are not substrates for
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p-glycoprotein pumps and are active against multidrug-
resistant tumor cell lines (6). These properties led to the
advancement of cryptophycin 52 (LY355703), a syn-
thetic analogue, to phase II clinical trials. In an initial
study, dose-limiting toxicities of that analogue restricted
its further advancement (8). However, in a subsequent
phase II clinical trial performed on patients with

platinum-resistant ovarian cancer, the study concluded
that the considerable rate of disease stabilization sug-
gests that LY355703 might warrant further investigation
(9). Moreover, another generation of 1 analogues has
been synthesized that shield the reactive epoxide as a
chlorohydrin or glycinate ester, resulting in improved
solubility (10). Preclinical studies with the most promis-

TABLE 1. Structural variation of cryptophycins isolated from Nostoc strainsa
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O
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N

H

O
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5

R
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O

O

R
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O

R
8

R
1

R
7

R
3

R
4

Analogues

Natural cryptophycin analogues

1 2 3 4 16 17 18 19 21 23 24 26 28 29 30 31 38 40 43 45 46 49 50 54 175 176 326 327

R1 �-epoxide ● ● ● ● ● ● ● ● ● ● ● ● ●

trans-Styrene ● ● ● ● ● ● ● ● ● ● ● ● ● ●

�-Epoxide ●

R2 CH3 ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

H ● ●

R3 Trans double
bond

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

Cis double
bond

●

OH ● ●

R4 L ●

D ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

R5 Cl ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

H ● ● ● ●

R6 OCH3 ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

OH ● ● ● ● ●

R7 H ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

Cl ● ● ● ● ●

R8 CH3 ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

H ● ● ● ● ●

R9 Isobutyl ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

n-Propyl ● ● ●

Isopropyl ●

sec-Butyl ● ●

aBiosynthetic subunits are distinguished by color: unit A (red); unit B (blue); unit C (green); unit D (black). These data were assembled according to pre-
vious studies (1, 3, 4).
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ing of these compounds show a dramatic increase in
activity against a variety of tumors (10).

Because of the lack of large scale fermentation
methods for isolation of cryptophycins, total synthesis
was required to obtain adequate supplies for clinical
evaluation (11). Several effective synthetic approaches
have been developed for cryptophycin 3, a natural
desoxy analogue of 1. However, the most significant
challenge has been the late-stage stereospecific instal-
lation of the epoxide moiety across the unit A C7–C8
double bond (Table 1), which is necessary due to the
labile nature of this functionality. Initial efforts resulted
in no better than a 3:1 mixture of 1 and the �-epoxide
diastereomer that was difficult to separate (12). A more
effective strategy to control epoxide stereochemistry
was accomplished using Evans asymmetric aldol chem-
istry (13). This problem was addressed in an alternative
manner for the synthesis of cryptophycin 52, which
employed Sharpless methodology to generate a C7–C8
syn diol at the seco-cryptophycin stage and subsequent
conversion to the �-epoxide (14, 15). More recently, we
reported a convergent, chemoenzymatic synthesis of
desoxy-deschloro-cryptophycin 1 by assembling a set of
seco-cryptophycin chain elongation intermediates as
the N-acetyl cysteamine (SNAC) ester and converting
them to the corresponding cyclic depsipeptide using a
cryptophycin (Crp) thioesterase (TE) mediated approach
(16). Completion of the final step remained dependent
on successful development of the predicted CYP450
derived from the native Crp biosynthetic system to
install the �-epoxide functional group.

Here we provide a complete analysis of the biosyn-
thetic origin and assembly for the A–D subunits com-
prising the Crp pathway through use of stable isotope
precursor-labeling studies and the cloning, sequencing,
and biochemical characterization of the Crp metabolic
system. A comparative secondary metabolomic analysis
was performed to localize and identify the 40 kb crp
mixed polyketide synthase (PKS)/non-ribosomal
peptide synthetase (NRPS) gene cluster. Annotation pro-
vided a detailed view of the collinear metabolic system

and revealed a number of unique enzymatic steps
involved in subunit assembly, peptolide ring
elaboration, and post-PKS/NRPS tailoring reac-
tions. Precursor-directed biosynthesis using
unnatural starter units afforded a suite of novel
cryptophycins, providing direct evidence for the

flexibility of the biosynthetic enzymes along the assem-
bly line. Finally, we demonstrate that CrpE is the crypto-
phycin CYP450 that provides an efficient in vitro method
to generate the �-epoxide with complete regio- and ster-
eochemical control. This enabled a novel chemoenzy-
matic synthesis of cryptophycin 2 using a tandem mac-
rocyclization/epoxidation reaction sequence with CrpD
TE and CrpE.

RESULTS AND DISCUSSION
Identification, Cloning, and Sequencing of the

Cryptophycin Biosynthetic Gene Cluster: Comparative
Cyanobiont Secondary Metabolome Analysis. The
subunit structures (units A–D) comprising 1 (Figure 1)
suggest an assembly from carboxylic acid and amino
acid precursors by a mixed PKS/NRPS system. Degener-
ate polymerase chain reaction (PCR) primer sets are
widely used to amplify and clone DNA fragments encod-
ing segments of NRPS adenylation (A) (amino acid
selecting) domains and ketosynthase (KS) (condensing
enzyme) domains of type I PKSs (17, 18). Therefore, our
initial strategy was to amplify A and KS domain DNA
fragments and use the mixture of amplicons to detect
cosmids containing PKS and NRPS genes from a Nostoc
sp. ATCC 53789 genomic library. In the case of Nostoc
sp. ATCC 53789, an unusually large number of nonover-
lapping clones containing both NRPS and PKS genes
were isolated reflecting a highly complex secondary
metabolome. Four nonoverlapping PKS and NRPS gene-
containing cosmids were partially sequenced to reveal
distinct metabolic systems, but none were consistent
with a Crp pathway (data not shown). Interestingly, three
of the four cosmid DNA sequences revealed high simi-
larity to secondary metabolic gene clusters found within
the sequenced genome of the cycad symbiont, Nostoc
punctiforme ATCC 29133 (data not shown) (19).

Nostopeptolides are the only previously described
secondary metabolites produced by N. punctiforme
ATCC 29133 (20), but there are no reports of its ability to
produce cryptophycins. A Crp-sensitive bioassay using
Cryptococcus neoformans (2) as an indicator strain con-
firmed the lack of Crp production by N. punctiforme
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(data not shown). Therefore, we considered that a bioin-
formatics approach using A and KS domain sequences
from N. punctiforme compared to A and KS domain
sequences from Nostoc sp. ATCC 53789 would identify
PKS and NRPS pathways unique to this lichen symbiont.
Of the Nostoc sp. ATCC 53789 A domain sequences
cloned and analyzed, only six were absent from N. punc-
tiforme. One of the six DNA fragments contained within
cosmid pNAM123 had a predicted aromatic amino acid
specificity code (Asp235, Ala236, Ser239, Thr278,
Ile299, Ala301, Gly322, Ile330) (21) and was selected
as the candidate Crp pathway A domain for unit B. Sig-
nificantly, PCR primers designed from the pNAM123
DNA insert (see Methods) generated an amplicon from
Nostoc sp. GSV 224 genomic DNA whose sequence was
98% identical to the pNAM123 insert (data not shown).
As further evidence that the Crp biosynthetic gene clus-
ters from Nostoc sp. GSV 224 and Nostoc sp. ATCC
53789 are virtually identical, a fosmid was cloned from
Nostoc sp. GSV 224 that partially contained crpD and
encompassed all of the downstream genes associated
with Crp production. The overlapping DNA sequences
from Nostoc sp. ATCC 53789 and Nostoc sp. GSV 224
were �99.9% identical and contained crpE, crpF, crpG,
and crpH in the same order (Figure 2). Interestingly, the
DNA sequences from both species were essentially
identical up to the transposase region, after which they
diverged completely, suggesting that the crp gene clus-
ters were integrated at different genomic loci within the
two species. These data also provide evidence that crpH
represents the terminus of the Crp biosynthetic gene
cluster. Probing a Nostoc sp. ATCC 53789 cosmid library
provided pDHS500, whose insert was sequenced and
found to contain NRPS and PKS genes consistent with
the predicted architecture for the 3=-half of the Crp
pathway. Additional library probing using PCR-based
screening provided pDHS501 that overlapped with
pDHS500 and contained the complete upstream PKS
gene portion of the putative crp cluster.

The crp gene cluster (40,304 bp) is flanked by trans-
posases and inverted repeats (interestingly, the curacin
A and jamaicamide cyanobacterial biosynthetic gene
clusters (18, 22) are also flanked by transposases) that
appear to represent the limits of the metabolic system
(Figure 2). The first open reading frame (ORF) within crp
is a type I PKS gene (8823 bp) that is followed by a
second modular PKS gene (10,407 bp) and then two
modular NRPS genes (5829 and 10,029 bp) designated

crpA-D. A series of ORFs (crpE-H) downstream of the Crp
PKS and NRPS genes are predicted to encode enzymes
that catalyze functional group modifications (e.g., epoxi-
dation (crpE) and chlorination (crpH)) present in 1 and
many of its analogues. The crp biosynthetic gene cluster
architecture (Figure 2) and a summary of each deduced
protein sequence and corresponding functional role are
summarized in Supplementary Table 1.

Proposed Assembly of the Cryptophycins. Biosyn-
thesis of Type I PKS-Unit A: �-Hydroxy-phenyloctenoic
Acid. As a first step toward unraveling the biosynthetic
origin of unit A in the cryptophycins, sodium [1,2-
13C2]acetate was provided in precursor incorporation
studies to Nostoc sp. GSV 224 (Figure 1 and Supplemen-
tary Experiment A). In this experiment the precursor was
diluted with unlabeled acetate to minimize the forma-
tion of interconnected [1,2-13C2]acetate units. The
1H-decoupled 13C NMR spectrum of labeled 1 (Figure 1)
appeared as a 1:0.64:1.2 cluster of peaks (1.8%) for the
signals of six contiguous carbons in unit A, specifically
C1 to C6, which was consistent with the incorporation of
three intact acetate units. Each triplet was composed of
a singlet for the natural abundance 13C flanked by peaks
of a doublet for the incorporated 13C. The level of 13C
enrichment (integration of doublet/integration of
singlet) averaged 1.1%. The coupling constants associ-
ated with the doublets rigorously established that the
three intact acetate units had been assimilated into
C1–C2, C3–C4, and C5–C6. No 13C enrichment was
observed in any of the other carbon signals for unit A.
Similar results were obtained when sodium [U-13C3]pyru-
vate was provided as a precursor to the cyanobacterium.

To determine the fate of the acetate protons in the for-
mation of the C1–C2–C3–C4–C5–C6 segment of unit A,
sodium [2-13C,2H3]acetate was provided as a precursor
to the bacterial cells (Supplementary Experiment B). The
2H-decoupled 13C NMR spectrum of the labeled 1 exhib-
ited enhanced signals (1.8%) for C2 and C6 and isotopi-
cally shifted 13C signals for C4. The C4 signals were
found in a 1:0.6:1.2 triplet at 36.70, 36.35, and 36.02
ppm assigned to undeuterated, monodeuterated, and
dideuterated C4, respectively. About 80% of the deute-
rium on the 13C incorporated into C4 had been retained,
whereas all of the deuterium on the 13C incorporated
into C2 and C6 had been lost.

To establish the origin of oxygen atoms attached to
C1 and C5 in unit A, sodium [1-13C,18O2]acetate was
provided to a culture of Nostoc sp. GSV 224 (Supple-
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mentary Experiment C). The 13C NMR spectrum of the
labeled 1 showed 13C peaks (1.3% enrichment) for C1
and C5 that were isotopically shifted upfield from the
natural abundance lines by 0.03 and 0.04 ppm, respec-
tively. This result revealed that essentially all of the 18O
on the 13C incorporated into C1 and C5 from this precur-
sor had been retained.

A precursor incorporation experiment with L-[methyl-
13C]methionine established that the methyl group on
C6 of unit A originates from the C1 pool (Figure 1 and
Supplementary Experiment D). The 13C NMR spectrum
showed a substantial enhancement (15%) of the carbon
signal at � 13.5.

The origin of the remaining carbons in unit A (i.e., C7,
C8, and those in the phenyl group) were shown to be
phenylalanine-derived from a precursor incorporation
experiment with L-[U-13C9-15N]phenylalanine (Supple-
mentary Experiment E). The precursor was provided to
Nostoc sp. GSV 224, and the bacterial culture was har-
vested and processed for 1. The proton-decoupled 13C
NMR spectrum of 1 exhibited doublet and double
doublet resonances (2.3% enrichment from the precur-

sor) for C7 and C8, re-
spectively, due to 13C
enrichment from the
precursor, with the
natural abundance
13C superimposed at
the center of the
carbon signal (other
carbons appeared as
multiplets). The direct
2H NMR analysis of 1
obtained following
supplementation of
the cultures with L

[2H8]phenylalanine
showed poor but
positive incorpora-
tion of the precursor
as indicated by weak
deuterium signals for
the phenyl group
(Supplementary
Experiment F). No sig-
nificant level of deu-
terium on the ben-
zylic epoxymethine

carbon, however, was detected. On the basis of these
precursor incorporation results, phenylacetyl-CoA is a
potential starter unit for the biosynthesis of unit A in 1
with chain elongation proceeding by a sequential addi-
tion of three malonate units (Figure 1 and Figure 3,
panel a). However, feeding experiments with labeled
phenylacetic acid and the corresponding N-acetylcyste-
amine thioester failed to show incorporation. Although it
might not be possible for these precursors to be trans-
ported across the cyanobacterial cell membrane, it is con-
ceivable that another starter unit is involved (see below).

Recently, the origin of the starter unit of the cyano-
bacterial toxin microcystin (Mcy) was investigated by
testing in vitro the activation and acylation of a series
of candidate aryl and amino acids by McyG loading
module (23). Acceptable substrates for the A loading
domain were phenylpropanoids with McyG showing the
highest selectivity toward trans-cinnamic acid. Interest-
ingly, the CrpA A domain amino acid specificity code is
identical to the corresponding McyG A domain, and
thus, it is possible that trans-cinnamic acid functions as
the Crp starter unit since it is also derived from phenyl-
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alanine (Figure 3, panel b). A remaining mystery is the
mechanistic basis for an unprecedented one-carbon
truncation within the growing unit A PK chain derived
from a phenylpropanoid starter unit.

The precursor incorporation studies described above
are consistent with the established three-module
domain organization of CrpA (A-ACP-KS-AT-DH-CM-KR-
ACP) and CrpB (KS-AT-KR-ACP-KS-AT-DH-KR-ACP) that
are collinear with the 1 unit A structure (Figure 2).
Several structural variations that deviate from the col-
linearity rule in the CrpA/B PKS are noteworthy. One is
the smaller macrocycle (14-membered ring) found in
cryptophycin 26 (Table 1), which is unique compared
to all other cryptophycins. Formation of cryptophycin 26
requires that the C3 hydroxyl group serves as the nu-
cleophile for CrpD TE mediated ring closure (16). By-
passing of the CrpB dehydratase (DH) might preserve
the C3 hydroxyl group in cryptophycin 26 as well as cryp-
tophycin 30 (Table 1). In another natural analogue (cryp-
tophycin 327) a C-2/C-3 cis-double bond occurs instead
of the C-2/C-3 trans-double bond common to all other
cryptophycins. The CrpB KR2 domain is predicted to be
responsible for C3 ketoreduction, and its amino acid
sequence is coincident with an S-specific KR (or type B)
based on bioinformatics analysis (24–26) (Figure 3,
panel c), consistent with the C-2/C-3 double bond. Pre-
sumably the CrpB KR2 domain also generates an R C-3
stereoisomer at a low level, with the CrpB DH2 catalyzing
dehydration to the C-2/C-3 cis olefin.

NRPS: Incorporation of Unit B and Unit C in the
Cryptophycins. Unit B: 3-Chloro-O-methyl-D-tyrosine.
Unit C: Methyl-�-alanine. Unit B of 1 is 3-chloro-O-
methyl-D-tyrosine, but other rare cryptophycins incorpo-
rate L-amino acids (e.g., L-tyrosine), dichlorotyrosines
(e.g., 3,5-dichloro-O-methyl-D-tyrosine), or desmethyl-
deschlorotyrosines (e.g., O-methyl-D-tyrosine, D-tyrosine)
(Table 1). The origin of unit B in 1 was explored using
L-[1-13C]tyrosine and D- and L-3-([4-O-C2H3]-phenyl)-
alanine precursor incorporation studies (Supplementary
Experiments G and H, respectively). The 13C NMR
spectrum from 1 produced in the presence of L-[1-13C]tyro-
sine showed a 4% enhancement of C-1 of unit B. Feeding
experiments with D- and L-3-([4-O-CH3]-phenyl)-alanine
resulted in deuterium-enriched 1, indicating that unit B is
derived from L-tyrosine, and the Crp NRPS catalyzes the
incorporation of O-methyl-D- and -L-tyrosine (i.e., L-3-([4-O-
CH3]phenyl)-alanine) (Figure 1).

CrpC is a monomodular NRPS containing an elonga-
tion module with an A domain that has an NRPS amino
acid specificity code (Figure 3, panel a) most similar
(75% identical, 87% similar) to the ApdB-M4 NRPS A
domain (O-methyl-L-tyrosine, or N,O-dimethyl chloro-L-
tyrosine). The CrpC A domain, bears an S-adenosyl-
methionine (SAM)-dependent methyltransferase
between motifs A8 and A9 (27) of the polypeptide
(Figure 2). Protein database searching revealed that the
most similar peptide sequence (64% identity, 84% simi-
larity) to the CrpC methyltransferase domain (�400
amino acids) is the ApdB-M3 methyltransferase of the
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Apd NRPS (28). We propose the CrpC and ApdB-M3
methyltransferases (O-methylation of tyrosine) are a
new type of NRPS domain that specify O-methylation,
which is supported by unique amino acid sequence
motifs (Figure 3, panel d). Both the ApbB-M3 and CrpC
methyltransferase domains lack a core N-methyltrans-
ferase amino acid sequence motif (M3), and residues
within core methyltransferase motifs M1 and M2 are dif-
ferent. Following the presumed OMet domain are A
domain motifs (A9 and A10) of unknown function, a PCP
domain, and an epimerase (E) domain (27) that is pre-
dicted to catalyze the conversion of L-tyrosine to
D-tyrosine. Unit B is structurally modified by mono- or
dichlorination of the tyrosine subunit (Table 1). It
remains to be determined whether halogenation occurs
at the subunit stage to generate a precursor pool of chlo-
rotyrosine or during a later stage of natural product
assembly.

CrpH, whose gene (crpH) represents the presumed
terminus of the crp gene cluster is the predicted haloge-
nase responsible for modification of tyrosine at the posi-
tion ortho to the OMet moiety (Supplementary Table 1).
Database comparisons with the deduced CrpH peptide
sequence revealed that it resembles a number of previ-
ously described non-heme flavin-dependent haloge-
nases, including those from the rebeccamycin (29) and
pyoluteorin (30) pathways. We expect that CrpH is
responsible for mono- and dichlorination of the aromatic
ring of unit B for the various Crp natural products.

Unit C of 1 is methyl-�-alanine, whereas in a small
number of analogues (e.g., cryptophycins 18, 24, 29,
176, 326; Table 1) �-alanine is incorporated for the
elongation step. In primary metabolism, phosphopan-
thetheine formation requires �-alanine that is in turn
derived from aspartate via a PanD decarboxylase (31).
To determine if methyl �-alanine is formed from methyl-
aspartate (MASP), a MASP synthesis (32) was devel-
oped using [13C]iodomethane instead of iodomethane
to provide a 1:1 (SR/SS) diastereomeric mixture of the
compounds (Supplementary Experiment I). This enabled
precursor incorporation studies using a 13C-labeled methyl
group in cultures of Nostoc sp. GSV 224. A 1.4% enrich-
ment of 13C label from [methyl-13C]-(2S,3R/S)-3-MASP in
the methyl group of unit C in 1 demonstrated that unit C is
derived from this biosynthetic subunit (Figure 1). In ad-
dition, feeding studies using [U-13C]pyruvate resulted
in intact incorporation of pyruvate into the methyl-�-
alanine unit (Figure 1 and Supplementary Experiment J).

The only other natural product that is known to contain
methyl-�-alanine is vicenistatin. However, a combina-
tion of feeding studies and analysis of the DNA se-
quence of the entire vicenistatin biosynthetic cluster
(33) indicates a unique origin for this subunit. Spe-
cifically, the methyl-�-alanine unit is presumably de-
rived from glutamate that is rearranged by a glutamate
mutase to form MASP and finally decarboxylated by a
pyridoxal-5=-phosphate-dependent decarboxylase (33,
34). Intact incorporation of pyruvate by the Crp biosyn-
thetic pathway is inconsistent with the formation of
MASP derived by rearrangement from glutamic acid
and suggests that MASP in Nostoc may originate from
a biosynthetic pathway analogous to branched chain
amino acid biosynthesis. The primary sequence of CrpG
is similar to various PanD enzymes (Supplementary
Table 1). Interestingly, when 13C-labeled S-methyl-�-
alanine was fed to cultures of Nostoc sp. GSV 224, it
was incorporated with a percent yield comparable to the
incorporation of the R-isomer (Supplementary precursor-
directed biosynthesis). It appears that the CrpD A2
domain does not discriminate between these diastereo-
meric forms of the subunit. This result suggests that
CrpG displays high selectivity toward R-MASP to afford
the 2R-stereoisomer of methyl-�-alanine. The ability of
the CrpD-M1 A domain to activate methyl-�-alanine/�-
alanine is predicted based on its sequence similarity to
previously characterized (21) �-alanine A domains
(Figure 3, panel b).

Mosaic NRPS/PKS Module. Unit D: Variation and
Incorporation of Branch Chain �-Hydroxy Acids. On the
basis of reasonable biosynthetic principles, it was
evident that unit D of 1 is derived from �-hydroxyiso-
caproic acid. Interestingly, �-hydroxyisovaleric acid,
�-hydroxyisobutyric acid, or �-hydroxyvaleric acid is also
incorporated based on the structures of several natural
Crp analogues (Table 1; cryptophycins 19, 21, 49, 50,
54, 326). We sought to determine if L-leucine is the
direct precursor for unit D by conducting precursor in-
corporation experiments with DL-[5-2H3]leucine (Sup-
plementary Experiment K) and with L-[1-13C]leucine
(Figure 1, Supplementary Experiment L). In feeding
experiments with DL-[5-2H3]leucine, 1 was isolated and
shown to have a 2H resonance at 0.827 ppm (1.8%
incorporation). Intact and equal incorporation (0.5%)
of the methyl side chains derived from leucine into the
unit D methyl groups was evident in the 13C NMR spec-
trum of 1 isolated from these Nostoc cultures. In feed-
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ing studies with L-[1-13C]leucine, the 13C NMR spectrum
showed incorporation of 1% of the label from C-1 of the
precursor into C-1 of unit D. Precursor incorporation
studies with �-hydroxyisocaproic acid, however, did
not result in labeled cryptophycins (Supplementary
Experiment M). Unlike �-hydroxyisocaproic acid,
�-ketoisocaproate is a common leucine biosynthesis
intermediate (35), formed from leucine via transamina-
tion. The direct contribution of �-ketoisocaproate to unit
D was tested by precursor incorporation studies with
�-[1-13C]ketoisocaproic acid. 1 extracted from the result-
ing cultures was subjected to 13C NMR analysis that
showed enhancement (0.9%) of the ester carbonyl
(Figure 1; Supplementary Experiment N). On the basis
of the required conversion of leucine to the correspond-
ing �-keto acid, we surmise that CrpF, a putative non-
heme oxygenase (Supplementary Table 1), might
catalyze oxidative deamination of leucine yielding
�-ketoisocaproate. Final KR-mediated reduction (see
below) would be required to generate the nascent unit D
precursor.

The final module within the Crp PKS/NRPS is the
second module of CrpD (CrpD-M6) that bears an NRPS-
like elongation module (C3-A4-KR4-PCP3) and the termi-
nal TE domain, CrpD TE (16) (Figure 2). Following pre-
sumed activation and transfer of �-ketoisocaproic acid
to the CrpD-M6 PCP3, the tethered �-keto acid might
serve as a substrate for the upstream KR-like domain. In
polyketide biosynthesis, KR domains have been demon-
strated to reduce �-keto groups with no reported prece-
dent for �-keto reducing KRs. The valinomycin (vlm) (36)
and cereulide (ces) (37) NRPSs contain dehydrogenases
similar to that found in CrpD. One of the ces dehydroge-
nases was recently demonstrated to catalyze �-keto
reduction of a thioester bound 2-keto isocaproyl-PCP
substrate (38).

NRPS C domains typically function as amide synthe-
tases, but the domain placement and predicted sub-
strate of the CrpD C3 domain suggest that it is an ester
synthetase. Highly homologous domains from the vlm
(36) and ces (37) NRPSs were also predicted to bear
ester synthetase C domains. Recently the fumonisin-A
PCP-C didomain was shown to catalyze this type of ester
bond formation (39). Finally, the hydroxyl group of unit A
and the leucic acid carboxyl group of unit D are linked to
form a lactone, catalyzed by CrpD TE (16).

Precursor-Directed Biosynthesis of Novel
Cryptophycins. The unusually large number of natural
product analogues generated by the Crp biosynthetic
system suggests that it is comprised of flexible enzymes
for depsipeptide assembly and tailoring. We sought to
assess further the versatility of the Crp assembly line
using precursor-directed biosynthesis. A series of amino
acids and halogens were used in order to probe the flex-
ibility of enzymes responsible for incorporation of units
A, B, and C.

We first targeted the aromatic groups of unit A as this
is among the least varied in the natural cryptophycins
(Table 2), yet synthetic chemical structural modification
to the aromatic group can provide enhanced bioactivity
(11). Our demonstration that phenylalanine is con-
verted into a substrate for the CrpA A1 domain sug-
gested that analogues of this amino acid might provide
insight into CrpA initiation domain flexibility. As an initial
experiment, we used p-methylphenylalanine for precur-
sor incorporation, which led to the new metabolite cryp-
tophycin 111 (Table 2 and Supplementary Information).
Further experiments included a diverse set of phenylala-
nine analogues, including those with larger p-alkyl
chains (i.e., ethyl and alkyl hydroxyl) and more bulky
ring systems (naphthyl and biphenyl), cyano-appended
rings, and para-substituted halides (Cl, Br, F, and I)
(Table 2). In each case, new cryptophycins were gener-
ated with expected starter units, revealing that the Crp
loading domain is remarkably flexible. Interestingly,
many of these amino acids were also incorporated
within unit B (Table 2). Moreover, this work demon-
strates that the Crp PKS/NRPS is able to channel and
process alternative substrates of varying structural com-
plexity (Table 2). In most cases, the new compounds
obtained were modified by the presumed CrpE CYP450,
revealing significant tolerance of the epoxidase toward
unnatural substrates (Table 2).

The in vivo specificity of the CrpH halogenase was
also investigated by adding CaBr2 and CaI2 to the cya-
nobacterial culture medium. Surprisingly, both bromine
and iodine were incorporated into unit B, indicating an
additional opportunity for in vivo generation of diverse
products (Table 2). This was particularly intriguing in
view of recent reports that replacement of chlorine for
iodine has not been observed previously in natural
product halogenases (40). Interestingly, the epoxidized
product of the brominated molecule (Table 2; cryptophy-
cin 104) was extracted from the bacterial culture, but the
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iodinated form (Table 2; cryptophycin 320) was also iso-
lated as the trans-styrene, indicating that unit B might
impose structural constraints on CrpE substrate selectivity.

Flexibility of the Crp pathway unit C enzymes was
investigated by evaluating precursor incorporation using
�-alanine, and (2S)-3-aminoisobutyric acid. Both of
these amino acids were incorporated into unit C with
complete downstream processing to the expected cyclic
depsipeptide structures (Table 2; cryptophycins 24, 29,

342, 343). Cryptophycin 52, the synthetic lead molecule
that was advanced to clinical trials, is identical to 1
except for a gem-dimethyl �-alanine as unit C. On the
basis of precursor incorporation studies showing that
the CrpD A domain is tolerant of unnatural subunits, we
sought to test whether the Crp biosynthetic machinery
was capable of forming cryptophycin 52 in vivo. Direct
supplementation of gem-dimethyl �-alanine to Nostoc
cultures resulted in a product that was shown by NMR to

TABLE 2. Summary of the precursor-directed biosynthesis to assess substrate tolerance in the Crp pathwaya

O

O

HN

N

H

O

Cl

OMeO

O
O

R
1

R′

R
2

R
3

Precursors

Cryptophycin products

R=
R1 R2 R3

trans-Styrene �-Epoxide

DL-4-Fluorophenylalanine 110 115 4-Fluorophenyl * *
DL-4-Chlorophenylalanine 124 125 4-Chlorophenyl * *

324 4-Chlorophenyl 4-Methoxyphenyl *
DL-4-Bromophenylalanine 304 305 4-Bromophenyl * *
DL-4-Iodophenylalanine 310 4-Iodophenyl * *
L-4-Methylphenylalanine 111 117 4-Methylphenyl * *

312 4-Methylphenyl 4-Methoxyphenyl *
L-4-Ethylphenylalanine 339 4-Ethylphenyl * *
L-4-Trifluoromethyl-

phenylalanine
161 4-Trifluoromethyl-

phenyl
* *

L-4-Cyanophenylalanine 318 4-Cyanophenyl * *
DL-3-Fluorophenylalanine 311 303 3-Fluorophenyl * *
(2R)-3-Fluorotyrosine 211 316 * 3-Fluoro-5-chloro-4-methoxy-phenyl *
(2R)-3-Fluoro-4-[2H3]-

methoxytyrosine
210 190 * 3-Fluoro-4-[2H3]-methoxyphenyl *

L-3-Iodotyrosine 320 319 * 3-Iodo-4-methoxyphenyl *
DL-2-Fluorophenylalanine 181 182 2-Fluorophenyl * *
(2R)-3-(3,4-[2H2]-

Methylendioxy-phenyl)alanine
208 209 * 3,4-[2H2]-Methylendioxy-phenyl *

(2R)-3-(3-Methyl-4-[2H3]-
methoxy-phenyl)alanine

189 * 3-Methyl-4-[2H3]-methoxy-phenyl *

L-4-Methylhydroxy
phenylalanine

336 * 4-Methylhydroxyphenyl *

238 4-Methylhydroxy-
phenyl

3-Chloro-4-methoxyphenyl *

L-2-Naphthylalanine 334 * Naphthyl *
172 Naphthyl * *
335 Naphthyl Naphthyl *

CaBr2 315 104 * 3-Bromo-4-methoxyphenyl *
313 * 3-Bromo-4-hydroxyphenyl �-Alanine
314 * 3-Bromo-4-hydroxyphenyl *

CaI2 320 319 * 3-Iodo-4-methoxyphenyl *
�-Alanine 29 21 * * �-Alanine

24 * 4-Methoxyphenyl �-Alanine
(2S)-3-Aminoisobutyric acid 342 343 * * (2S)-3-Amino-

isobutyric acid
gem-Dimethyl-�-alanine 52 * * gem-Dimethyl-�-

alanine

aThe asterisks indicate that the R group is the same as the R group of the illustration.
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be cryptophycin 52 (Table 2 and Supplementary Infor-
mation for NMR characterization of cryptophycins). This
is the first report using precursor-directed biosynthesis
to produce cryptophycin 52, further advancing the
potential of the Crp biosynthetic machinery to access
important bioactive Crp analogues. Previous to this
work, access to this important analogue was only pos-
sible by total synthesis (41).

Chemoenzymatic Synthesis of Cryptophycin 2:
Sequential Synthesis from Seco-cryptophycin 4 Using
CrpD TE/CrpE P450. Recently, we reported the ability of
excised CrpD TE to catalyze in vitro macrocyclization of
several acyl-peptide SNAC variants of Crp chain-elon-
gation intermediates (16). One of the depsipeptide
products obtained from the TE was desoxycryptophycin
2, the presumed substrate for the Crp epoxidase. The
desoxycryptophycins have significantly reduced bioac-
tivity, and it is installation of the �-epoxide that repre-
sents a significant challenge in Crp total synthesis. The
Crp epoxidase was readily identified as the putative
product of crpE whose deduced amino acid sequence is
similar to numerous CYP450s involved in hydroxylation
or epoxidation. To explore its specific function, the gene
was cloned and overexpressed in Escherichia coli to
provide a soluble histidine tagged/maltose-binding
protein variant (data not shown). Incubation of CrpE with
cryptophycin 4 resulted in �75% conversion to a com-
pound with a mass consistent with cryptophycin 2
(Figure 4). Scale-up provided sufficient quantities of the
epoxidized material to confirm by 1H NMR that the com-
pound is a single diastereomer (i.e., the �-epoxide) and
identical in all respects to cryptophycin 2 (42). This
result confirms that CrpE is the Crp epoxidase that
enables efficient, stereospecific installation of a
�-epoxide into the cryptophycins. As an additional dem-
onstration of the flexibility of this system, we employed
the seco-cryptophycin 4 intermediate in a tandem in situ
reaction that included CrpD TE, CrpE, and all required
cofactors (see Methods). This experimental system pro-
vided direct isolation of cryptophycin 2 as a single
product without the need to purify the desoxycryptophy-
cin 2 intermediate (Figure 4). Effective in vitro reconstitu-
tion of these two final biosynthetic steps promises
immediate access to new cryptophycins in the search for
improved anticancer lead compounds.

In summary, the cyanobacterial symbiont-derived
Nostoc sp. ATCC 53789 and the highly related Nostoc
sp. GSV 224 produce the crytophycin natural products.

These compounds have shown significant potential as
anticancer therapeutic agents, and a number of ana-
logues are currently being explored as clinical candi-
dates. In this report, we focused on five allied studies,
including (i) cloning, sequencing, and bioinformatics
analysis of the Crp gene cluster, (ii) precursor incorpora-
tion studies to reveal the specific source of each biosyn-
thetic subunit, (iii) precursor directed biosynthesis to
probe the flexibility of Crp metabolic enzymes involved
in chain assembly, cyclization, and tailoring, (iv) identifi-
cation and functional analysis of the CrpE CYP450 that
catalyzes �-epoxide formation to yield 1 and related
analogues, and (v) tandem in vitro assembly of crypto-
phycin 2 from seco-cryptophycin 4 using CrpD TE and
CrpE reconstituted in a single reaction vessel.

Because of the remarkable number of secondary meta-
bolic gene clusters associated with Nostoc sp. genomes,
a comparative analysis was employed to survey the com-
plete secondary metabolome of N. punctiforme and use it
as a tool to identify the crp gene cluster in both Nostoc sp.
ATCC 53789 and Nostoc sp. GSV 224. To our knowledge,
this is the first report of natural product gene cluster iden-
tification using a comparative metabolomic strategy,
made possible by the availability of a full genome
sequence in a highly related species. Previous studies
have shown the close phylogenetic relationship between
lichen cyanobionts (43), but our reported strategy probes
further the potential value of investigating cyanobiont
phylogeny and secondary metabolism.

A particularly significant characteristic of the Crp bio-
synthetic system is its ability to generate �25 related
natural products that include alterations in subunit
structures, including units A, B, C, and D, depsipeptide
ring size (14 vs 16), and variations in tailoring reactions,
including epoxidation and halogenation. Subunit A
structural variants are presumably derived from impre-
cise PKS processing reactions, including Crp module 3
KR3 and DH2 domains. These events result in variant
double bond configuration or presence of a second
hydroxyl group at C-3 in unit A (Table 1). NRPS enzymes
involved in assembly of units B, C, and D show flexibil-
ity in amino acid and �-hydroxy acid subunit selectivity,
resulting in the incorporation of diverse, yet related,
extender groups. Tailoring reactions involving the crpE-
encoded halogenase can result in one or two chlorine
atoms in the unit B aromatic ring of tyrosine. Precursor
incorporation studies revealed definitively the source of
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units B, C, and D. Although unit A was shown to be
derived from three acetate groups, the ultimate source
of the “phenylacetate” starter group requires further
investigation. Phenylalanine is the likely Crp pathway
initiation group, but the precise steps involved in con-
version to the “phenylacetate” equivalent remains
unknown. Precursor-directed incorporation studies
revealed additional flexibility for the Crp biosynthetic
pathway through its ability to accept a number of struc-

turally diverse starter units that were channeled, pro-
cessed, cyclized, and released as fully elaborated novel
depsipeptide natural products. Finally, we demon-
strated for the first time a stereospecific epoxidation
reaction resulting in effective conversion of cryptophycin
4 to cryptophycin 2 using the CrpE CYP450. This unique
biocatalyst, along with the versatile CrpD TE domain,
provides new, useful tools for the chemoenzymatic syn-
thesis of Crp anticancer agents.

METHODS
General Microbiology and Molecular Biology Procedures:

Chemicals, Bacterial Strains, Culture Conditions, and DNA
Subcloning. Molecular biology reagents and enzymes were sup-
plied by New England Biolabs except for Pfu (Stratagene), dNTPs
(Takara), T4 DNA Ligase (Invitrogen), pSMART-HCKan (Lucigen),
and Wizard SV PCR Clean-up kit (Promega). When necessary,
other chemicals were purchased from Sigma-Aldrich. Nostoc cul-
tures were routinely maintained on BG-11 agar plates prepared
as previously described (44). Nostoc strains prepared for
genomic DNA extraction and production of Crp were grown in
BG-11 medium (44) at 28 °C with constant illumination
(9 W m–2) and aeration. The E. coli strains used for cloning
and plasmid harvesting were XL-1 Blue (Stratagene) and TOP-10
(Invitrogen). Protein overexpression was performed in E. coli
BL21 (DE3) (Invitrogen). All E. coli strains were grown in Luria-
Bertani (LB) broth and when necessary supplemented with
25 �g mL�1 kanamycin. Preparation and manipulation of
plasmid DNA from E. coli were accomplished using standard
methods (45). DNA sequencing was performed at the University
of Michigan DNA Sequencing Core or the University of Minnesota
Advanced Genetic Analysis Center using ABI Prism sequencers
and the dye termination method.

Subtractive Analysis of Nostoc A and KS Domains. Amplicons
encoding both KS domain (�750 bp) and A domain fragments
(�1100 bp) were obtained using conditions and PCR primers
described previously (46, 47). The resulting amplicons were
cloned into the sequencing vector pCR2.1 (Invitrogen) and 96
clones bearing inserts for both KS and A domains were selected
for DNA sequencing. Sequences of KS and A domains were com-
pared by multiple sequence alignment using the Clustal X
program (48) (version 1.82) with A and KS domains from the
deduced sequence of NRPSs and PKSs encoded by ORFs identi-

fied within the N. punctiforme genome sequence (GenBank
accession # NZ_AAAY00000000).

Cloning, Sequencing, and Annotating the Crp Cluster. High
molecular weight genomic DNA was harvested from Nostoc sp.
ATCC 53789 and Nostoc sp. GSV 224 according to established
protocols (49) and also using a FASTDNA spin kit (Qbiogene). For
cosmid library construction total Nostoc DNA was partially
digested using Sau3AI, dephosphorylated, and size selected
(36–40 kb) using a CHEF gel with a CHEF-DR III PFGE system
(Biorad), followed by ligation into BamHI-digested SuperCos1
(Stratagene). The ligation mixture was packaged using the Giga-
pack III XL Packaging Extract Kit (Stratagene), and the resulting
library was titered and amplified according to manufacturer
instructions. Fosmid libraries were constructed in an analogous
fashion but without prior restriction enzyme digestion, and
blunt-ended fragments were cloned directly into pCC1Fos fosmid
according to manufacturer instructions (Epicentre). The insert
within pNAM123 (encoding a portion of an A domain) was liber-
ated by EcoRI digestion, and the resulting DNA fragment was
radiolabeled using the RadPrime labeling kit (Pharmacia) with
[�-32P] dCTP (Amersham) according to manufacturer directions.
The radiolabeled fragments were used to probe the genomic
library using standard colony hybridization protocols (45). The
cosmid pDHS500, identified from probing with the pNAM123
insert, was fully sequenced using a shot-gun cloning approach
where pDHS500 was fragmented in a nebulizer (IPT Medical
Products, Inc.) with the following parameters, 4.4 � 104 Pa of
N2 for 4.0 min. Likewise, the fosmid DNA from pDHS501 was
nebulized and the 2–6 kb fragments collected. The resulting
pDHS500 and 501 fragments were blunt-ended by Klenow and
T7 DNA polymerase and phosphorylated by treatment with T4
kinase and ATP immediately prior to fractionation on a low
melting agarose gel. Fragments in the 2–6 kb size range were
eluted, concentrated, and used separately for ligation into
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Figure 4. CrpD TE mediated cyclization and CrpE mediated epoxidation. a) Illustration of the reactions catalyzed by CrpD TE and CrpE. b) HPLC traces
of: i, 10.0 �M SNAC-thioester of seco-cryptophycin 4 (black line); ii, CrpD TE catalyzed cyclization of 9.0 �M seco-cryptophycin 4 (blue line); iii,
CrpE mediated epoxidation of 9.5 �M cryptophycin 4 (previously cyclized by CrpD TE and HPLC purified) to produce cryptophycin 2 (red line); iv,
tandem (one reaction vessel) CrpD TE and CrpE mediated cyclization and epoxidation of 5.2 �M seco-cryptophycin 4 (purple line). The reactions
contained 0.1 M Tris pH 7.4, 5% DMSO, 1.8 �M Crp TE and/or 3 �M CrpE with 100 �g mL�1 ferredoxin, 0.2 unit mL�1 ferredoxin-NADP� reductase,
1.4 mM NADPH, 10 mM glucose-6-phosphate, 8 units mL�1 glucose-6-phosphate dehydrogenase at 30 °C from 2 to 4 h.
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the SmaI site of pUC18 and pSMART-HCKan (Lucigen). The
sequences of pUC18 and pSMART-HCKan inserts were trimmed
to remove sequences of SuperCos-1 and pCC1Fos and assem-
bled into contigs using the SeqMan 5.06 program of the
DNASTAR software package. The pDHS501 fosmid was identi-
fied by a PCR-screening strategy employing primers designed
from the crpD TE region (16) and a second set (5=-GCATTGTC-
ATTTCTGGTGAGGC-3= and 5=-CCTGCTGCTAAGGCTATTTCCAAG-3=)
for a portion of crpB contained within pDHS500. Two rounds of
PCR were used to identify clones that produced amplicons using
the PKS primers, but not the TE domain primers. The first round
of PCR was used to identify plates that contained amplicons of
the desired size. pDHS500 was used as a positive control for
both primer sets. Ten-microliter portions of each culture from
a given 96-well plate were pooled. The DNA was then used in
PCR reactions using the TE and the PKS primer sets. The PCR re-
actions contained 1 �L of pooled DNA, 1 �M of each primer,
200 �M dNTP, 5 �L of Taq polymerase buffer, and 0.5 �L of
Taq DNA polymerase, and water was added to a final volume of
50 �L. The PCR reactions were run at 94 °C for 2 min and cycled
30 times with the program: 94 °C for 1 min, 50 °C for 1 min,
72 °C for 1 min. A crpB PKS amplicon was generated from one of
the clones with the crpB primer set but not with the crpD TE
primer set. The clone (pDHS501) producing this amplicon was
identified and shown to extend from the 5= end of pDHS500.
ORFs from pDHS500 and pDHS501 were identified using Vector
NTI software package version 10 and their deduced amino acid
sequences compared to others in the GenBank database. The
domain arrangements of the Crp PKS and NRPS proteins were
determined using the web-based software program PKS-NRPS
(50). The PKS-NRPS program was also used to determine the pre-
dicted specificity codes of the Crp NRPS A domains. The crp
gene cluster DNA sequence has been deposited in GenBank
under accession number EF159954.

Overexpression and Purification of CrpE. The CrpE gene was
amplified by PCR using cosmid pDHS500 as template. A typical
50 �L reaction mixture contained 5 ng of pDHS500, 2 �M
forward primer (5=-TGC GGA TCC ATG ATT AAT ACT GCT AAA TCC-
3=) and 2 �M reverse primer (5=-ACG CGA ATT CTT ACA ATA CAA
CCA TTT TTA ATC C-3=) (BamHI and EcoRI sites are underlined),
200 �M dNTP, 5 �L of 10 � PCR buffer. Conditions for crpE
amplifications included an initial 5 min denaturation step
(94 °C) and cycling conditions of 94 °C (30 s), 58.5 °C (30 s), and
72 °C (1 min 45 s) for 35 cycles followed by a final 72 °C exten-
sion step (7 min). The crpE amplicon was phosphorylated using
T4 kinase and ligated into pSMART-HCKan to produce pDing1.
The insert within pDing1 was sequenced and shown to be free of
PCR errors. pDing1 was digested with BamHI and EcoRI and
ligated into linear pSJ8 (EcoRI/BamHI cut). The resulting
plasmid, pDing2, and chaperone expressing plasmid pGRO7
were used to cotransform E. coli BL21(DE3) to ampicillin
(amp) (50 �g mL–1) and chloramphenicol (chl) (25 �g mL mL�1)
resistance. A 5 mL overnight culture was diluted in 1 L of LB
supplemented with amp (50 �g mL–1), chl (25 �g mL�1),
0.25 mM Fe(NH4)2(SO4)2, 1 mM thiamine, and 0.25 mM of
5-aminolevulinic acid that was added 30 min prior to induction
(OD600 � 0.6). The culture was then cooled to 4 °C before induc-
ing with 0.1 mM Isopropyl-�-D-thiogalactopyranoside and 1 g L
mL–1 of L-arabinose. The culture was grown at 15 °C with con-
stant shaking (200 rpm) for 20 h. The cells were pelleted by cen-
trifugation and resuspended in 80 mL of PBS buffer (140 mM
NaCl, 2.7 mM potassium chloride, 10 mM sodium hydrogen
phosphate, and 1.8 mM potassium dihydrogen phosphate, pH
7.4, 3 mM �-mercaptoethanol, 10% glycerol). The cell suspen-
sion was then sonicated and the lysate collected following cen-
trifugation (40,000g for 45 min). The resulting supernatant was
collected and incubated with pre-equilibrated amylase agarose

resin at 4 °C for 3 h with agitation. The amylase agarose resin
was washed (100 column volumes of lysis buffer) and MBP-His-
CrpE eluted with lysis buffer containing 8 mM maltose. Maltose
was removed from the protein sample with a PD-10 column, and
the MBP-His-CrpE fusion protein was then treated with His-TEV
protease at 4 °C overnight to remove the MBP-His portion. The
CrpE protein was separated from the MBP-His polypeptide by
passing the mixture through a Ni-agarose column. The concen-
tration of the purified protein was determined by its predicted
extinction coefficient (81,820 M�1 cm�1 at 280 nm). The active
CrpE concentration was determined using previously described
methods (51).

Generation of Cryptophycin 4 Using the Cryptophycin TE. Syn-
thesis of seco-SNAC-cryptophycin 4 and heterologous expres-
sion and purification of the Crp TE (CrpD TE) were conducted fol-
lowing published procedures (16). Seco-SNAC-cryptophycin 4
(2.4 mg) was dissolved to 2 mM in DMSO and then diluted to
100 �M in 0.1 M Tris pH 7.0. A 10 �M portion of CrpD TE was
added to this mixture and incubated at 30 °C for 15 h. The reac-
tion was next extracted with ethyl acetate (3 � 25 mL), and the
ethyl acetate fractions were pooled and concentrated. The total
contents of the ethyl acetate extraction were separated by semi-
preparative reversed-phase HPLC (C18 Econosil, 10 � 250 mm,
5 mL min–1, 10–100% acetonitrile/water, 50 min). The peak cor-
responding to cryptophycin 4 was collected and lyophilized.
HPLC tret 	 36.3 min; mass spectrometry (MS) (ESI
) m/z 605.2,
[M 
 H]
 (C35H45N2O7 requires 605.3).

CrpE Reactions and HPLC Analysis. CrpE reactions contained
100 �g mL–1 ferredoxin, 0.2 units mL�1 of ferredoxin-NADP

reductase, 1.4 mM of NADPH, 10 mM of glucose-6-phosphate, 8
units mL–1 of glucose-6-phosphate dehydrogenase, 5.2 �M
seco-SNAC-cryptophycin 4, and 1.8 �M CrpD TE or 9 �M crypto-
phycin 4 in 100 �L of lysis buffer. The reaction mixtures were
incubated at 30 °C for 2 min, and then 3 �M CrpE and/or 1.8 �M
CrpD TE was added to initiate the reaction at 30 °C for 2–4 h. A
control reaction was run in parallel that contained boiled CrpE in
place of active CrpE. The reaction mixtures were then separated
by analytical reversed-phase HPLC (C18 Econosil, 4.6 � 250
mm, 1 mL min–1, 30–100% acetonitrile/water 
 0.1% TFA, 40
min, 218 nm). Reaction of CrpE with cryptophycin 4 yielded cryp-
tophycin 2 as determined by LC/MS tret 	 25.3 min; MS (ESI
)
m/z 621.2, [M 
 H]
 (C35H45N2O8 requires 621.3), and m/z
643.2, [M 
 Na]
 (C35H44N2NaO8 requires 643.3). A large-scale
reaction was performed using the same ratio of reagents but 100
� the volume. For this reaction, spinach ferredoxin reductase
was purified from spinach leaves using modified protocols (52).
Briefly, 3 kg of crude homogenate obtained from grinding in a
Waring blender was fractionated with acetone according to a
previously published method (53). The precipitate obtained was
dissolved in 58 mM Tris, pH 7.5, and passed through three
Hi-Trap Q 5 mL columns in series using an isocratic flow of 5 mL
min�1 in the same buffer. The yellow flow-through fractions were
concentrated and used directly in the reaction. Purified epoxi-
dized material was analyzed by NMR using a Varian INOVA 600
NMR spectrometer, equipped with a 5 mm HCN probe. The Crp
sample was dissolved in 200 �L of CD3OD. The NMR spectrum
was identical to that reported for cryptophycin 2 with the chemi-
cal shifts for the epoxide protons at 3.94 (dd, J 	 7.5, 1.8 Hz),
3.70 (d, J 	 1.8 Hz), and 1.80 (m) for the adjacent ring proton
(42).

General Chemical Procedures: Labeled Precursors, Stable-
Isotope Feedings, and Directed Biosynthesis. Sodium [1,2-13C2]
acetate, sodium [2-13C,2H3]acetate, sodium [1-13C,18O]acetate,
sodium [U-13C3]pyruvate, L-[methyl-13C]methionine (13C, 96%),
L-[U-13C9,15N]phenylalanine, L-[2H8]phenylalanine, [1-13C]phenyl-
acetic acid, p-tolylacetic acid, L-[1-13C]tyrosine, DL-[2-13C, 15N]
aspartic acid, DL-[2,3,3-2H3]aspartic acid, L-[1-13C]leucine, and
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[1-13C]2-ketocaproic acid were obtained from the Aldrich Chemi-
cal Co. The methods for all of the feeding study experiments are
contained within the Supporting Information section. In general,
Nostoc sp. GSV 224 or Nostoc sp. ATCC 53789 were cultured in
20-L glass carboys as previously described (3). All feeding studies
were performed with both Nostoc sp. ATCC 53789 and Nostoc
sp. GSV 224 with essentially identical results. The isotopically
labeled or biosynthetic precursor was added to each of two 20-L
cultures of Nostoc sp. GSV 224 or Nostoc sp. ATCC 53789 begin-
ning on day 10 after inoculation unless noted otherwise. For
precursor-directed biosynthesis, an aqueous solution of the pre-
cursor was added all at once or in aliquots (2–8) every other
day. Usually an amino acid precursor was dissolved in 0.5 N HCl
to a concentration of 10–30 mg mL–1 and fed in 8 aliquots. Typi-
cally, a 0.5 mL portion of the solution was added to each of the
2–4 carboys of Nostoc sp. GSV 224 culture in 2-d intervals
beginning on day 10–12 after inoculation. After 6–10 additions
of the amino acid solution, the cultures were allowed to grow for
an additional 3–5 d and then harvested. 1H and 13C NMR spectra
were obtained at 500 and 125 MHz in CDCl3. All 13C, 15N, 2H, and
18O-labeled compounds used in this study were 99, 96–99, 98,
and 95 atom %, respectively, unless noted otherwise. Low-
resolution MS was performed at the University of Michigan Mass
Spectrometry Laboratory on a Waters Ultima magnetic sector
mass spectrometer equipped with an electrospray interface.

Isolation of Labeled Cryptophycins. Lyophilized Nostoc sp. GSV
224 (10–30 g) was extracted with 4:1 mixture of CH3CN/CH2Cl2
(40 mL g–1) for 48 h and the extract concentrated in vacuo to
give a dark green solid. This solid (1 g) was applied to an ODS-
coated silica column (55 g, 15 � 2.5 cm) and subjected to flash
chromatography with 1:3 CH3CN/H2O (0.4 L), 1:1 CH3CN/H2O
(0.4 L), 65:35 CH3CN/H2O (0.8 L), CH3OH (0.4 L), and CH

2
Cl

2
(0.4 L). The material was eluted with 65:35 CH3CN/H2O (100–
400 mg) and further separated by reversed-phase HPLC (Econo-
sil C18, 10 �m, 25 cm � 22 mm, UV detection at 254 nm, 65:35
CH3CN/H2O, flow rate 6 mL min–1) to give labeled cryptophycin 1
(t

R
	 53.0 min) and a number of fractions containing mixtures of

other labeled cryptophycins. The natural cryptophycins eluted
between 25 and 100 min. Labeled analogues were isolated
using previously described procedures (3). The isolation of deu-
terated cryptophycins was monitored by 2H NMR spectroscopy.
The methods and results of the feeding experiments, including
all associated structure elucidation information are contained
within the Supporting Information section available online.
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ABSTRACT Phosphatase and tensin homologue deleted on chromosome 10
(PTEN), a phosphoinositide 3-phosphatase, is an important regulator of insulin-
dependent signaling. The loss or impairment of PTEN results in an antidiabetic
impact, which led to the suggestion that PTEN could be an important target for
drugs against type II diabetes. Here we report the design and validation of a small-
molecule inhibitor of PTEN. Compared with other cysteine-based phosphatases,
PTEN has a much wider active site cleft enabling it to bind the PtdIns(3,4,5)P3 sub-
strate. We have exploited this feature in the design of vanadate scaffolds com-
plexed to a range of different organic ligands, some of which show potent inhibi-
tory activity. A vanadyl complexed to hydroxypicolinic acid was found to be a
highly potent and specific inhibitor of PTEN that increases cellular PtdIns(3,4,5)P3
levels, phosphorylation of Akt, and glucose uptake in adipocytes at nanomolar
concentrations. The findings presented here demonstrate the applicability of a
novel and specific chemical inhibitor against PTEN in research and drug
development.

P hosphatase and tensin homologue deleted on
chromosome 10 (PTEN) shares the CX5R motif,
present at the bottom of the active site pocket,

with the large family of tyrosine phosphatases (PTPs)
and dual specificity protein phosphatases but has little
sequence homology to these phosphatase families
outside this motif (1). Although there is evidence that
PTEN displays protein tyrosine phosphatase activity, it is
its lipid phosphatase activity that is associated with
PTEN’s cellular impacts, such as inhibition of prolifera-
tion, survival, and regulation of insulin signaling (2). In
particular, the dephosphorylation of the D3 position of
the inositol head group of PtdIns(3,4,5)P3 will counter-
act phosphoinositide 3-kinase (PI3K) action (3), explain-
ing why the loss of PTEN’s function is linked with the
development and progression of tumors (4–7). On the
other hand, its deregulation and hyperactivation have
been implicated in type II diabetes mellitus due to com-
promised insulin signaling (8–10). Furthermore, in a
muscle-specific knock-out of PTEN, a reduction in the
development of high-fat-induced insulin resistance and
diabetes could be observed (11). PTEN deficiency in
mouse adipose tissue leads to decreased production of
the hormone resistin, which positively correlates with
insulin resistance (12). It has been suggested that
impaired control of physiological PTEN inhibition might

*Corresponding authors,
r.woscholski@ic.ac.uk or e.rosivatz@ic.ac.uk.

Received for review August 11, 2006
and accepted November 14, 2006.

Published online December 8, 2006

10.1021/cb600352f CCC: $33.50

© 2006 by American Chemical Society

ARTICLE

ACS CHEMICAL BIOLOGY • VOL.1 NO.12 www.acschemicalbiology.org780



be a factor in conferring leptin resistance and obesity in
animals and humans (13). In addition, Nakashima et al.
(14) report that microinjection of an anti-PTEN antibody
increased basal and insulin-stimulated PtdIns(3,4,5)P3
levels and the translocation of glucose transporter type
4 (GLUT4) to the plasma membrane, where its exocyto-
sis enables the uptake of glucose (15).

While the role of PTEN on PI3K-dependent PtdIns
(3,4,5)P3 generation seems to be well supported, it
remains to be seen whether GLUT4 translocation and
glucose uptake are controlled by PTEN’s PI 3-phos-
phatase activity. For example, Tang et al. (16) show that
knock-down of PTEN by small interfering RNA enhances
insulin-dependent glucose uptake into adipocytes,
whereas Mosser et al. (17) propose that PTEN activity
does not influence GLUT4 translocation and other meta-
bolic functions of insulin. They found that overexpres-
sion of wild-type PTEN abolishes GLUT4 translocation to
the same extent as overexpression of PTEN mutants
without lipid phosphatase activity. Nevertheless, they
do find that overexpression of wild-type PTEN antago-
nizes the metabolic actions of insulin in a PI3K-
dependent fashion, because overexpression of wild-
type PTEN significantly decreased Elk-1 phosphorylation
in response to chronic insulin treatment.

Based on the current understanding of PTEN’s role in
diabetes, the idea has recently gained credibility that
the inhibition of its lipid phosphatase activity might

increase glucose uptake triggered by the increase of
PtdIns(3,4,5)P3 (8, 18). Therefore, small molecules that
inhibit PtdIns(3,4,5)P3 phosphatase activity have the
potential of enhancing insulin sensitivity and overcom-
ing insulin resistance, which would be beneficial for the
development of diabetes therapeutics. Because of its
role in insulin-dependent signaling, as demonstrated by
knock-out studies, PTEN has been proposed as a suit-
able drug target for antidiabetic treatment (8).

It has been shown that vanadate complexes are able
to mimic a variety of insulin-like effects in both in vitro
and in vivo systems (19–21). For example, these com-
plexes enhance glucose uptake (22–26), which has
been attributed to their broad inhibitory potency on PTPs
(27–30). However, we recently discovered that these
compounds are able to inhibit PTEN’s phosphatase
activity with much higher potency (31). This led us to
design, synthesize, and test a PTEN-specific inhibitor,
judged by the increase in cellular PtdIns(3,4,5)P3 and
PtdIns(3,4)P2 levels, Akt phosphorylation, FoxO translo-
cation, and glucose uptake, providing evidence that the
insulin-mimetic properties correlate with PTEN
inhibition.

RESULTS AND DISCUSSION
The PI 3-phosphatase PTEN is a member of the large
family of cysteine-based phosphatases (CBPs), which
also contains the tyrosine and dual-specificity phos-

1 2 3

a

b

1 SopB M L A H E I D A − − V P AWN C K S G K D R T G − − − − − − − MM D S E I K R E H I S L H Q T − H M L S A P G − −
2 PTEN W L S E D D N H − − V A A I H C K A G K G R T G − − − − − − − V M I C A Y − − − − − L L H R G − K F L K A Q E − −
3 PTP-1B L S N P P S A G − − P I V V H C S A G A G R T G C Y I V I D I M L D M A E R E G V V D I Y N C V K A L R S R R I −
4 MTM1 V A D K V S S G K S S V L V H C S D GWD R T A Q L T − − − − S L A M L M L D S F Y R S I E G F E I L V Q K E W I

5 SAC Y G F F Y F N G − − S E V Q R C Q S G T V R T N − − − − − − − C L D C L D R T N S V Q A F L G L E M L A K Q L − −
   Consensus h . . . . . s t . . s . h . p C p s G h s R T s . . . . . . . . h . . . . . . . . . . . h . s . c h L . t . . . .

Figure 1. CPB active sites a) Alignment of the CX5R motif surroundings. b) Molecular surface around the active site of PTP-
1B (1), PTEN (2), and MTM (3), drawn using the program Pymol (38). Side chains for the active site cysteine and arginine
from the CX5R motif are also shown with the ribbon representation of the peptide backbone. The PTP-1B structure is of a
substrate-trapping mutant active site C215S mutation and the position of a phosphotyrosine is also indicated.
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phatases. Not sur-
prisingly, PTEN was
initially thought to
act on proteins. This
notion was subse-
quently corrected by
Maehama et al. (3),
who discovered that
PTEN is in fact a very

effective inositol lipid 3-phosphatase. This discovery
facilitated the elucidation of PTEN’s influence on PI3K-
dependent signaling pathways. In particular, this phos-
phatase controlled the Akt-dependent cell survival
pathway, which correlated well with its antitumor prop-
erties (32). However, more recently, PTEN knock-outs
demonstrated a role in insulin signaling and the devel-
opment of diabetes and obesity, suggesting that PTEN
would be a good target for antidiabetic drugs (8). The
homology of PTEN with tyrosine phosphatases led us to
reason that inhibitors of the latter could bind to the
former, if the inhibitors were of sufficiently broad speci-
ficity within the tyrosine phosphatase family. In this
context, bisperoxovanadates (bpVs) were the obvious
choice because they possessed generic tyrosine phos-
phatase potencies and had antidiabetic properties (33).
Our initial characterization revealed that some of these
bpVs were more potent PTEN inhibitors than PTP inhibi-
tors (31) but did target most CBPs with similar affinity.
This lack of specificity prompted us to exploit the wide
substrate binding site present in the PTEN phosphatase
to design a specific vanadium-based inhibitor.

Design and Synthesis of a Library of Small
Molecules as Potential PTEN Inhibitors. Vanadium
complexes are well known for their ability to mimic
phosphoesters and phosphates and thus inhibit a
broad range of phosphatases. In particular, bpVs and
vanadyl complexed to a variety of organic ligands
possess good inhibitory potency against many
members of the large tyrosine phosphatase family.
While the phosphoinositide 3-phosphatase PTEN is
highly homologous to other members of the family
of CBPs, including tyrosine phosphatases (Figure 1,
panel a), its wide catalytic pocket (�8 Å deep) with an
elliptical opening (�5 Å � 11 Å) (34, 35) distinguishes it
from all other CBPs (Figure 1, panel b). Therefore, we
synthesized (see Methods for details) a range of vana-
dates and bpV complexes with general formulas
V(� O)(L–L=)2 (abbreviated herein as VO-ligand) and

Kn[V(� O)(O2)2(L–L=)] (abbreviated herein as bpV-
ligand), respectively, and subsequently test their
PTEN inhibitor potency.

VO-OHpic Is a Potent and Specific Inhibitor in Vitro.
In order to determine the most potent inhibitor, eight
vanadium complexes with ligands of different sizes were
tested for their ability to inhibit the PtdIns(3,4,5)P3-
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Figure 2. Residual PTEN activity after treatment with 50 nM
vanadium compounds in vitro. Recombinant PTEN was pre-
incubated with eight vanadium compounds for 5 min and
then incubated with 3 nmol of PtdIns(3,4,5)P3 for 30 min.
PTEN activity was measured by colorimetric determination
of inorganic PO4

3– levels and is shown relative to the
activity of uninhibited PTEN � standard error (SE) of
triplicate experiments. 0) solvent H20, 1) VO-OHpic, 2)
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Figure 3. BpV activity and structure a) Inhibition of recom-
binant PTEN by VO-OHpic in vitro. Recombinant PTEN was
pre-incubated with between 10 nM and 10 �M VO-OHpic
for 5 min and then incubated with 3 nmol of PtdIns(3,4,5)P3
for 30 min. PTEN activity was measured by colorimetric
determination of inorganic PO4

3– levels and is shown �SE
of triplicate experiments. b) Schematic representation of
the different compounds under study (NOTE: only the bpVs
were prepared with phenanthroline (phen) and 1-isoquin-
oline (isoqu)). c) Representation of the X-ray structure of
VO-OHpic previously reported by Nakai (36).
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phosphatase activity
of recombinant PTEN
at a concentration of
50 nM. The weakest
inhibitor is the phe-
nylbiguanide vanadi-
um(IV) complex VO-
biguan (Figure 2),
whereas the 3-hy-
droxypicolinate
vanadium(IV)
complex VO-OHpic
is the most potent
inhibitor (IC50 � 35
nM; Figure 3) of the
PTEN lipid phos-
phatase activity; therefore it was further characterized
with respect to its specificity. We determined the inhibi-
tory potency of VO-OHpic, as well as the seven other
vanadium compounds, against the enzyme activities of
four other recombinant CBPs, PTP-�, SAC1, myotubula-
rin (MTM1), and SopB, in vitro. The IC50 values of VO-
OHpic for the tested mammalian CBP family members
(Table 1) are all in the micromolar range, whereas the
IC50 for the bacterial SopB is in the high nanomolar
range. Since the latter enzyme is not of mammalian
origin and needs �16 � higher doses, one can con-
clude that VO-OHpic is highly specific for PTEN in
mammals. The other vanadium compounds possess
broader specificity. Interestingly, MTM seems to prefer
vanadium(V) complexes with small ligands, whereas
tyrosine phosphatases seem to prefer V-phenanthroline
(phen), which is in agreement with earlier observations
(31). In comparison, VO-OHpic is an encouragingly spe-
cific (Table 1) and potent PTEN inhibitor (Figure 2).

VO-OHpic is a water-soluble vanadium(IV) complex in
which the metal center is coordinated to two OHpic
ligands, a water molecule, and an oxo ligand, yielding a
complex with asymmetric octahedral geometry. Recently,
Nakai et al. (36) have shown by X-ray crystallography
that in the solid state this compound contains one N,O-
coordinated and one O,O-coordinated OHpic ligand (see
the X-ray structure in Figure 3, panel c). A complex of
these dimensions would fit well into the catalytic pocket
of PTEN but would be too large for the narrow active site
pockets of the other tested phosphatases, such as
PTB-1� and MTM (34, 37).

A wider active site cleft arises from the position of the
TI loop unique to the PTEN phosphatase (34). The active
site dimensions described by Lee et al. (34) are consis-
tent with those of the VO-OHpic compound even in the
absence of any induced fit in the phosphatase. In con-
trast, other PTPs require selectivity for phosphotyrosine/
phosphothreonine and therefore have much narrower
catalytic clefts unable to accommodate the bulkier
VO-OHpic (38).

This proves that
the spatial differ-
ences in the catalytic
pockets can be
exploited to generate
a potent inhibitor
with a promising
specificity, thus vali-
dating our approach
of designing vana-
dates with space-
intensive ligands as
potential specific
PTEN inhibitors.
Since SopB is a bac-
terial enzyme, one
can conclude that
the designed inhibi-
tor (VO-OHpic) is
selectively targeting
mammalian PTEN in
the nanomolar con-
centration range.

TABLE 1. In vitro specificity of VO-OHpic for recombinant PTEN compared with other CBPsa

PTP� (PNPP) �M SAC (PI4P) �M MTM (PI3P) �M SopB (PI4,5P2) nM

VO-OHpic 57.5 � 9.4 �10b 4.03 � 0.04 588 � 16
bpV-OHpic 4.9 � 0.9 0.06 � 0.01 0.35 � 0.02 33 � 7
bpV-pic 12.7 � 3.2 0.99 � 0.01 0.24 � 0.01 c

VO-pic 589 � 33 0.34 � 0.07 6.35 � 3.92 125 � 2
bpV-biguan 640 � 32 1.00 � 0.01 1.81 � 0.81 798 � 41
VO-biguan 112 � 5 0.77 � 0.03 4.37 � 0.94 811 � 88
bpV-phen 0.24 � 0.01 0.08 � 0.01 0.41 � 0.04 c

bpV-isoqu 349 � 27 0.09 � 0.01 0.87 � 0.19 80 � 10

aEnzyme activity was measured by colorimetric determination of inorganic PO4
3– levels in the presence of 4 mM magnesium

chloride and 50 �M lipid substrate (in parenthesis). IC50 values are shown �SE of duplicate experiments. bThe IC50 value
for VO-OHpic was not determined because there was �50% inhibition at 10 �M concentration. cNot determined.
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Figure 4. Dose-dependent inhibition of PTEN by VO-OHpic
in vivo. Starved a) NIH 3T3 and b) L1 fibroblasts and c)
UmUc-3 epithelial cells were prestimulated with 0.2 �g
mL�1 insulin for 5 min, and indicated concentrations of
VO-OHpic were applied for 15 min. For comparison, full
stimulation of cells was carried out by addition of 10 �g
mL�1 insulin. Cell lysates were analyzed by Western
blotting for Akt phosphorylation on both Ser473 and
Thr308 and equal loading (total Akt).
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VO-OHpic Treatment Increases Akt Phosphorylation
in a PTEN-Dependent Fashion in Vivo. The data pre-
sented above confirm that VO-OHpic is a specific inhibi-
tor for PTEN in vitro. To assess the applicability of this
inhibitor in the cellular environment (NIH 3T3 and L1
fibroblasts, as well as the PTEN-negative UmUc-3 carci-
noma cell line), we investigated the influence of
VO-OHpic on the PTEN effector Akt. The activation of
Akt, which can be monitored by detecting phosphory-
lation at two sites (Thr308 and Ser473), is strictly
PtdIns(3,4,5)P3-dependent (39, 40). The Akt phosphory-
lation will thus be proportional to the changes of the cel-
lular levels of this lipid, which is the major substrate of
PTEN in vivo (32, 41). However, because PTEN is down-
stream of PI3K, it was necessary to prestimulate quies-
cent cells with low amounts of insulin (0.2 �g mL–1),
which would slightly raise the activity of PI3K above its
basal levels and thus produce sufficient levels of the
PTEN substrate, without stimulating Akt phosphoryla-
tion (Figure 4, lane 1). Consequently, when VO-OHpic
was applied on starved cells without insulin, Akt phos-
phorylation is not increased (data not shown). However,
under PI3K primed conditions most of the generated
3-phosphorylated lipids are quickly metabolized by the
PI phosphatases such as PTEN, thus producing an envi-
ronment where the phosphatase activity is dominant.
The PTEN inhibitor increased the phosphorylation of Akt
on both sites (Figure 4, panels a and b). This effect is
detectable at 40 nM inhibitor concentration and reaches
saturation at 75 nM VO-OHpic with a 2-fold increased
phosphorylation of Akt as compared with the control
(Supplementary Table 1). Not surprisingly, this effect is
absent in the PTEN-negative UmUc-3 cells (Figure 4,
panel c), providing the proof that this PTEN inhibitor is
also very specific in vivo (5). The similarity of the dose
responses on the tested fibroblasts to the IC50 values
obtained with recombinant PTEN implies that VO-OHpic
possesses cell permeability and potency. As expected,
VO-OHpic had no effect on insulin-stimulated tyrosine
phosphorylation at concentrations up to 10 �M, which
is well below its IC50 for the tyrosine phosphatase PTP-�
(data not shown). It was not possible to test concentra-
tions above the IC50 for the PTP-� due to cytotoxic
effects at concentrations at or higher than 100 �M (data
not shown). Taking all these observations together, one
can conclude that this compound is a specific inhibitor
of PTEN in vivo.

VO-OHpic Causes the Translocation of Phospho-Akt
to the Plasma Membrane. Inhibiting PTEN in cells
should not only increase Akt phosphorylation, which is a
prerequisite for activating downstream targets of Akt,
but also induce translocation of this protein kinase to
the plasma membrane and subsequently the perinuclear/
nuclear region (42). Therefore we employed immuno-
fluorescence microscopy to investigate the spatial distri-
bution of phospho-Akt in response to VO-OHpic.
Applying the PTEN inhibitor resulted in an Akt transloca-
tion and Ser473 phosphorylation that is comparable to
insulin-stimulated cells (Figure 5, panel a). Low amounts
of insulin do not cause Akt phosphorylation or transloca-
tion, whereas higher amounts of insulin or inhibition of
PTEN by VO-OHpic increases the Ser473 phosphoryla-
tion of Akt localized on the plasma membrane and the
nucleus, which is in agreement with the Western blot-
ting experiments shown above (see Figure 4). The VO-
OHpic-induced Akt phosphorylation is PI3K-dependent,
since it is abolished by pretreatment with the PI3K
inhibitor wortmannin (Figure 5, panel a). These data
confirm that the PTEN inhibitor is activating Akt in a
similar fashion to growth factors as judged by the ability
to induce phosphorylation and translocation to mem-
brane compartments. About 90% of the cells on the cov-
erslip reacted in the same way (data not shown), indicat-
ing that the potential of the inhibitor in cell lines is inde-
pendent of cell cycle, because the cells have not been
synchronized. In addition, the cells looked healthy and
showed no obvious morphological changes as com-
pared with untreated cells.

VO-OHpic Treatment Increases PtdIns(3,4,5)P3
Levels in Fibroblasts. The inhibition of PTEN results in
the translocation and activation of Akt as shown above,
which indicates that cellular levels of 3-phosphorylated
inositol lipids must be elevated. The activation of Akt is
known to rely on the increase of cellular PtdIns(3,4,5)P3
or PtdIns(3,4)P2 levels or both (43). These lipids can be
readily identified by Pleckstrin homology (PH) domains
(44), such as the one present in Akt, which recognizes
PtdIns(3,4,5)P3 and PtdIns(3,4)P2 (45). While it is pos-
sible to image the relative amount and localization of
these lipids in the living cell by overexpression of a fluo-
rescently labeled Akt PH domain (46, 47), we preferred
to employ this lipid recognition domain in a similar
fashion to an antibody in fixed fibroblasts. This postfix-
ation procedure avoids interference by the recognition
domain on PtdIns(3,4,5)P3-dependent signaling path-
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ways, which includes Akt activation and could cause
compensation by other mechanisms (48, 49). Employ-
ing this procedure, we found that PtdIns(3,4,5)P3 and
PtdIns(3,4)P2 levels on the plasma membrane in
VO-OHpic-treated cells are comparable to those in fully
insulin-stimulated cells. Inhibition with wortmannin or
prestimulation with low amounts of insulin results in
residual or negligible staining (Figure 5, panel b), which
demonstrates that VO-OHpic is changing cellular inosi-
tol lipid levels in a fashion compatible with PTEN inhibi-
tion. The uniform distribution of lipid staining on the
plasma membrane indicates that the inhibitor does not
localize to certain compartments in cells but targets
PTEN evenly throughout the cell, resulting in an increase
in the cellular levels of its substrates, the products of

PI3K. Taken together, these
results prove that VO-OHpic
targets PTEN’s lipid phos-
phatase activity in vivo. They
also demonstrate the advantage
of this compound for inositol
lipid research, enabling the
exploration of specific
PtdIns(3,4,5)P3 signaling path-
ways and their downstream
effects without altering PI3K
activity or expression, thus
complementing the already
well-employed PI3K inhibitors
wortmannin and LY294002.

VO-OHpic Treatment
Reduces Akt-Dependent
Transcriptional Activity of
FoxO3a. Having established
that VO-OHpic inhibits PTEN
activity and Akt function
in vivo, we investigated whether
increased phosphorylation of
Akt upon PTEN inhibition results
in a corresponding change in
Akt effectors. FoxO3a is known
to translocate from the nucleus
to the cytoplasm upon phos-
phorylation by Akt (50) and was
therefore employed as a
readout for VO-OHpic’s ability to
propagate signaling down-
stream of Akt. Immunofluores-

cence of FoxO3a in NIH 3T3 cells (Figure 6, panel a)
reveals that FoxO3a accumulates in the cytosol after
PTEN inhibitor treatment or insulin stimulation (1 �g
mL–1), whereas in quiescent cells, FoxO3a is localized
in the nucleus (0.2 �g mL–1 insulin). We corroborated
these findings by investigating the bim promoter activ-
ity, which is known to be under the control of the FoxO3a
transcriptional activator (51). Due to translocation from
the nucleus to the cytosol upon phosphorylation of Akt,
FoxO3a becomes inactive as a transcription factor,
which should therefore result in less bim promoter activ-
ity (51). As expected, VO-OHpic treatment reduces bim
promoter activity (Figure 6, panel b, left) up to 6-fold,
whereas a bim promoter with a mutated consensus
sequence for FoxO3a (Figure 6, panel b, right) has no

Starved Insulin [1 µg/ml] Starved Insulin [1 µg/ml]

Insulin [0.2 µg/ml]

Insulin [0.2 µg/ml]

VO-OHpic [100 nM] Insulin [0.2 µg/ml]

Insulin [0.2 µg/ml]

VO-OHpic [100 nM]

Wortmannin [100 nM]

Insulin [0.2 µg/ml]

VO-OHpic [100 nM] VO-OHpic [100 nM]

Wortmannin [100 nM]

Insulin [0.2 µg/ml]

VO-OHpic [100 nM] VO-OHpic [100 nM]

a b

Figure 5. PTEN inhibition leads to increased PtdIns(3,4,5)P3 levels and Akt
translocation. a) Immunofluorescence of Ser473 phospho-Akt. Starved NIH 3T3
fibroblasts were treated as indicated. Fixed cells were immunostained with a
Ser473-phospho-specific antibody labeled with an Alexa Fluor 488 dye (green).
Fluorescence was imaged in the FITC channel using a Nikon TE2000 inverted
fluorescence microscope showing that VO-OHpic induced the phosphorylation of
Akt (green) under PI3K primed conditions using a low concentration of insulin
(0.2 �g mL–1 insulin), which was not sufficient to activate Akt on its own in contrast
to the positive control (1 �g mL�1 insulin). Wortmannin treatment abolished any
Akt phosphorylation, and VO-OHpic alone had no effect on Akt phosphorylation.
Results are representative of at least three independent experiments carried out in
duplicates. b) Detection of PtdIns(3,4,5)P3 and PtdIns(3,4)P2 levels postfixation.
Starved NIH 3T3 cells were treated as indicated, fixed, and probed with a recom-
binant PH[Akt] domain labeled with Alexa Fluor 488 dye (green). Treatment with
100 nM VO-OHpic inhibits PTEN, as indicated by the increase of PtdIns(3,4,5)P3
and PtdIns(3,4)P2 levels.
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effect. Taken
together, these
results provide
evidence that
increased levels of
PtdIns(3,4,5)P3
caused by the inhi-
bition of PTEN lead
to the functional
activation of Akt,
demonstrated by a
corresponding
reduction of the
transcriptional
activity of FoxO3a.
The relocation of
FoxO3a to the
cytosol and the
decrease of transac-
tivation of the bim
promoter upon
VO-OHpic treatment
(51, 52) verify the
physiological rel-
evance of the PTEN
inhibitor-induced
Akt activation.

To test whether
VO-OHpic acts as a
nonspecific inhibi-
tor of transcription,
we tested two
luciferase-coupled
promoters that are
not regulated down-
stream of Akt. The
B-myb promoter is
regulated by the E2F
transcription factor

through a consensus-binding site (53), while the cyclin
D2 promoter is indirectly repressed by FOXO through a
Bcl6/STAT5 site (54). VO-OHpic has little effect on the
transactivational activity of the wild-type and mutant
cyclin D2 and B-myb promoters (data not shown).

Together these results show that VO-OHpic decreases
bim promoter activity specifically via a FoxO3a-depen-
dent mechanism, rather than by a nonspecific reduction
in transcriptional activity.

Inhibition of PTEN Stimulates Glucose Uptake. The
results presented above indicate that VO-OHpic is a
potent and specific PTEN inhibitor suitable for in vivo
applications aimed to investigate PtdIns(3,4,5)P3-
dependent signaling. Recent findings suggest that PTEN
has a role to play in impaired glucose uptake in diabetes
(14, 17, 55–57). While there is evidence that insulin-
mediated glucose uptake into most cells is dependent
on the activation of PI 3-kinases, it is less clear which
glucose transporters are responsible for the PtdIns
(3,4,5)P3-mediated glucose uptake and to what extent,
prompting us to evaluate the effectiveness of VO-OHpic
on insulin-mediated glucose uptake. We therefore inves-
tigated whether treatment with the PTEN inhibitor VO-
OHpic causes an increase of glucose uptake in L1 adipo-
cytes. Employing a fluorescent glucose analogue made
it possible to image glucose uptake. D-Glucose success-
fully competes with 2-[N-(7-nitrobenz-2-oxa-1,3-diazol-
4-yl)amino]-2-deoxy-D-glucose (NBDG-glucose) (Figure
7), indicating that the fluorescent analogue is specific
for endogenous glucose transporters. VO-OHpic treat-
ment strongly stimulates glucose uptake as compared
with control cells (0.1 �g mL–1 insulin), demonstrating a
clear role of endogenous PTEN in glucose uptake.

Figure 6. VO-OHpic treatment on the Akt downstream
target Foxo3a. a) FoxO3a localization in NIH 3T3 fibroblasts.
Starved cells were treated as indicated and stained with a
primary anti-FoxO3a antibody and a secondary Cy5-labeled
antibody. Nuclei were stained with dapi (blue). Fluores-
cence was imaged in TRITC and dapi channels using a Nikon
TE2000 inverted fluorescence microscope. The upper panel
shows that Akt substrate FoxO3a (false color magenta) is
accumulated in the cytosol after VO-OHpic (100 nM) treat-
ment or insulin stimulation (1 �g mL�1) due to enhanced
Akt activity. In quiescent cells, FoxO3a is localized in the
nucleus (0.2 �g mL�1 insulin). Lower panel shows nuclei
of the same cells (false color blue). Transactivational
activity of Foxo3a. b) bim promoter activity was assessed
using a bim promoter sequence containing the consensus
for FoxO3a fused to a luciferase reporter gene. Cells trans-
fected with construct and a reference Renilla luciferase were
treated with low doses of insulin (0.2 ug mL�1) and 100 nM
VO-OHpic and promoter activity was measured in a lumines-
cence assay 2 and 4 h after treatment. RLU � relative lumi-
nescence units. VO-OHpic treatment reduces bim promoter
activity (black) up to 6-fold after 4 h, whereas a bim pro-
moter with a mutated consensus sequence for FoxO3a
(bim mut, gray) does not change its activity.

Figure 7. Differentiated L1 adipocytes were glucose- and
serum-starved for 4 h and then treated as indicated and
supplemented with fluorescent NBDG-glucose-containing
medium. After 10 min of incubation, cells were washed,
stained with dapi, and imaged in FITC and dapi channels
using a Nikon TE2000 inverted fluorescence microscope.
Clearly, VO-OHpic treatment stimulates glucose uptake in
a dose-dependent manner as inhibitor-treated cells show
significantly higher intracellular glucose amount (false
color yellow). D-Glucose successfully competed with the
fluorescent analogue, as cells show almost only nuclear
dapi counterstain, indicating that the uptake of the
NBDG-glucose is specific.
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Employing this small-molecule chemical inhibitor could
be advantageous because the enzyme activity can be
reduced in a dose-dependent manner without affecting
its scaffolding function and ability to interact with other
proteins such as MAGI-2 (58), which complements the
results obtained from genetic knock-out studies.

When all these observations are taken together, it is
evident that VO-OHpic is a potent small-molecule com-
pound that specifically inhibits PTEN’s cellular enzy-
matic activity, which in turn activates downstream
targets such as Akt and FoxO3a. Importantly, the data
provide evidence that glucose uptake into adipocytes
is dramatically enhanced upon PTEN inhibition with
VO-OHpic (Figure 7), suggesting that endogenous PTEN
has an important regulatory role in glucose uptake and
thus would be an interesting drug target. However, it
remains to be seen whether the specific PTEN inhibitor
can overcome insulin insensitivity and protect from
developing type II diabetes, in particular, since it is not
known whether PTEN or SH2-containing 5'-inositol phos-
phatase (SHIP2) controls glucose transporter transloca-
tion (16, 59, 60). The here presented PTEN inhibitor,
which does not significantly reduce SHIP2 phosphatase
activity in vitro (IC50 � 10 �M; data not shown), could

be a useful tool to unravel the contributions of these two
diabetes drug targets (18).

Inhibiting PTEN will also cause changes in the migra-
tory and invasive properties of cells (4, 61, 62), a feature
that has been linked to its well-documented tumor
suppressor function. Our own tests reveal that the PTEN
inhibitor accelerates wound healing in fibroblasts (data
not shown), indicating that it has the potential to alter
these PTEN functions as well. While these observations
would cause some caution toward the applicability of
PTEN inhibitors in general, it does not rule out
a tissue-specific delivery system targeting PTEN. This
latter notion is supported by recent reports demonstrat-
ing that PTEN loss in pancreatic � cells is not tumori-
genic (63) and that selective PTEN deletion in skeletal
muscle protects against the development of insulin
resistance without the development of cancer (11). A
targeted tissue-specific drug could therefore be consid-
ered for the treatment of diabetes without causing
malignant cell growth. The here presented chemical
PTEN-specific inhibitor will be an important and prob-
ably decisive research tool in unraveling these issues,
since it will facilitate investigation of PTEN’s role in
primary tissues as well as immortalized cancer cell lines.

METHODS
Chemistry Experimental Details. General Procedures and

Materials. IR spectra were recorded on a Perkin Elmer FT–IR1720
Research Series spectrometer using KBr disks in the range
4000–500 cm–1. Fast atom bombardment (FAB(	)) mass
spectra were recorded by J. Barton at Imperial College London on
a VG AutoSpec-Q using 3-nitrobenzyl alcohol as matrix. 1,10-
Phenanthroline, picolinic acid, 3-hydroxypicolinic acid, 1-iso-
quinoline, 1-phenylbiguanide, and V2O5 (99.99%) were pur-
chased from Sigma Aldrich Chemical Co. and used as received
unless otherwise stated. The following complexes were prepared
according to previously reported literature procedures (33, 36,
64, 65): V(� O)(pic)2, K2[V(� O)(O2)2(pic)],V(� O)(H2O) (OHpic)2,
K2[V(� O)(O2)2(OHpic)], K[V(� O)(O2)2(phen)] and K2[V(� O)
(O2)2(isoq)] (where pic � picolinic acid, OHpic � 3-hydroxy-
picolinic acid, phen � 1,10-phenanthroline, and isoqu � 1-iso-
quinolinecarboxylic acid).

LY294002 was purchased from Calbiochem. All other chemi-
cals were purchased from Sigma unless otherwise stated in the
respective section.

Synthesis of V(� O)(phenylbiguanide)2 (VO-biguan). This reac-
tion was carried out under an atmosphere of argon. A solution of
VOSO4·3H2O (1.00 g, 4.60 mmol) in distilled and degassed H2O
(5 mL) was mixed with a solution containing 2 equiv of 1-phenyl-
biguanide (1.63 g, 9.20 mmol) in 5 mL of distilled and degassed
H2O. This was followed by adjustment of the pH to 12 by slow
addition of 11 mL of a 2 M solution of NaOH (0.90 g, 23.0 mmol).
After complete addition of NaOH, the solution was stirred over-
night resulting in precipitation of a light purple solid. The precipi-

tate was filtered through a glass microfiber filter paper, washed
with cold water and diethyl ether, and dried overnight under
reduced pressure (yield 1.127 g, 58.1%). Elemental analyses
calculated for VOC16H20N10 (MW 419 g mol
1): C, 45.83; H,
4.81; N, 33.40. Found: C, 45.74; H, 4.57; N, 33.06. FAB(	) MS
m/z: 419 amu (M	). IR (KBr) in cm
1: �(NH2) 3175, 3300, 3056;
�(C � N) 1626; �(V � O) 958.

Synthesis of K[V(� O)(O2)2(phenylbiguanide)] (bpV-biguan).
V2O5 (1.43 g, 7.84 mmol) was dissolved in a solution of KOH
(1.04 g, 18.53 mmol) in water (15 mL) and stirred for 5 min. To
the resulting green solution, 2 mL of a 30% (w/v) aqueous solu-
tion of H2O2 was added with production of effervescence. The
mixture was stirred for 25 min with a progressive change in color
to orange and with complete dissolution of all solids. A further
12 mL of a 30% (w/v) aqueous solution of H2O2 was added, and
the reaction mixture was stirred for 15 min. At this point, a solu-
tion of 1-phenylbiguanide (2.78 g, 15.68 mmol) in a mixture of
water (20 mL) and ethanol (5 mL) was added to the reaction
mixture, which was stirred at RT for 30 min, after which consis-
tent cloudiness was noted. The resulting pale yellow precipitate
was filtered through glass microfiber filter paper and dried under
reduced pressure (yield 6.33 g, 91%). IR (KBr) in cm
1: �(NH2)
3180; �(CN) 1641; �(VO) 942; �(OO) 868; �(VO) 616 and
526 cm
1. FAB(	) MS m/z: 348 amu ([M 	 H]	). Elemental
analyses calculated for C8H11N5KVO5 (MW � 347 g mol
1): C,
27.67; H, 3.19; N, 20.17. Found: C, 27.53; H, 3.33; N, 19.90.

Plasmids and Protein Expression. The coding region of the
respective DNA sequences (of human PTEN, MTM, or rat Sac
(amino acids 1–1042), mouse Akt PH domain (amino acids
5–108, SwissProt P31750), or bacterial SopB) was cloned into a
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pGEX-4T2 expression vector (Pharmacia). Protein expression
was induced overnight in the Escherichia coli DH5� strain using
100 �M isopropyl-�-D-thiogalactopyranoside at 18 °C. Gluta-
thione S-transferase (GST)-fusion protein was purified according
to the manufacturer’s manual using glutathione–Sepharose 4B
(Pharmacia). Protein integrity was confirmed by Western blot
using GST antibody (Novagen). PTP-� was purchased from
Sigma.

Phosphate Release Assay. Phosphatase activities were deter-
mined using a phosphate release assay (31). For the detection
of PTEN and Sac1 activities, bismuth was added to the phos-
phate release assay in order to improve its stability and sensitiv-
ity (66). All enzyme preparations were tested for linearity to
ensure that suitable amounts of enzyme were employed in the
inhibitor assays. Enzymes were incubated with inhibitors at
various concentrations prior to starting the phosphatase reac-
tion by adding the corresponding substrates presented in octyl-
glucoside mixed micelles as described before (31).

Antibodies. The antibody used for immunostaining of phos-
phorylated Akt/PKB was a mouse monoclonal anti-phospho-Akt
(Ser473) antibody from the IgG2b isotype (Cell Signaling
587F11) or anti-phospho-Akt (Thr308) (Cell Signaling 4G10). The
antibody for immunodetection of total Akt/PKB was a rabbit anti-
Akt antibody (Cell Signaling). Horseradish peroxidase (HRP)-
conjugated goat anti-mouse or -rabbit antibody was purchased
from BioRad. Mouse GST antibody was from Novagen. The anti-
FoxO3a antibody is a rabbit polyclonal antiserum raised against
a C-terminal-specific peptide of human FoxO3a.

Antibody Labeling. Antibodies were labeled with Alexa Fluor
dyes (488 and 595) with a Zenon IgG Labeling Kit (Molecular
Probes) according to manufacturer’s instructions.

Tissue Culture. NIH 3T3 fibroblasts (mouse fibroblasts),
3T3-L1 (mouse fibroblasts or fibroblasts differentiated to adipo-
cytes as described previously by Volchuk et al. (67), and UmUc-3
cells (human urinary bladder carcinoma) were purchased from
ATCC. All cells were grown in Dulbecco’s modified Eagle’s
medium (Sigma) supplemented with 10% (v/v) newborn calf
serum (Invitrogen) in an atmosphere of 5% (v/v) CO2 at
37 °C.

Immunofluorescence of Total Akt and Ser473 Phosphorylated
Akt. If not otherwise indicated, cells were seeded on poly-L-lysine
(Sigma) coated glass coverslips and starved over night. Cells
were preincubated with inhibitors and stimulated as indicated in
the Results and Discussion section. Cells were fixed in 4% (w/v)
paraformaldehyde (PFA) for 10 min, quenched with 50 mM
NH4Cl/phosphate-buffered saline (PBS), permeabilized with
0.25% (v/v) Triton X-100 for 7 min and blocked with 1% (w/v)
bovine serum albumin/PBS (fatty acid free; Sigma) for 1 h at RT.
Cells were then incubated with the fluorescently labeled anti-
body (1:200 diluted in blocking solution) for 1 h followed by
three extensive PBS washes and a second fixation step with 4%
(w/v) PFA for 10 min. Where applicable, washed coverslips were
incubated with a second antibody (1:200) for 1 h, washed exten-
sively, and treated with 300 nM 4=,6-diamidino-2-phenylindole
(dapi) for nuclear counterstaining. Thoroughly washed cover-
slips were mounted on glass slides using Mowiol supplemented
with 0.6% (w/v) 1,4-diazabicyclo-[2.2.2]octane.

Detection of PtdIns(3,4,5)P3. The dialyzed GST-tagged PH
domain of Akt/PKB (amino acids 5–108, SwissProt P31750) was
used for detection of PtdIns(3,4,5)P3 and PtdIns(3,4)P2 on fixed
cells applying the same method as described above and in
Byrne et al. (68) for immunofluorescence with slight modifica-
tion. The recombinant peptide was diluted 1:1000 in blocking
buffer and detected with an Alexa Fluor labeled anti-GST anti-
body (1:5000).

Cell preparations were observed under a Nikon TE 2000 fluo-
rescence microscope using a 100� Fluor oil lens. Filters used in

the fluorescence experiments were bandpass for dapi, FITC, and
tetramethyl rhodamine iso-thiocyanate (TRITC) with excitation
wavelengths of 340–380, 465–495, and 540–580, respec-
tively, and with emission wavelengths of 435–485, 515–555,
and 572–605, respectively. Images were digitally acquired with
a CCD camera (Hamamatsu) for each fluorophore separately and
processed using IPLab software, v 3.65a. and ImageJ (National
Institutes of Health, Bethesda, MD).

Western Blotting. Quiescent cells were treated as indicated
and lysed in SDS sample buffer. Protein samples were separated
by SDS-PAGE and blotted on polyvinylidene difluoride mem-
brane. After blocking in 5% (w/v) milk, membranes were probed
with the mouse monoclonal anti-phospho-Akt (Ser473) antibody
(1:1000) or anti-phospho-Akt (Thr308) antibody and detected
with an HRP-conjugated anti-mouse antibody. Stripped mem-
branes were reprobed with a rabbit anti-Akt antibody and
detected with an HRP-conjugated anti-rabbit antibody.

Transfection and Luciferase Assays. The wild-type and mutant
bim promoter/reporter constructs have previously been
described (51). NIH 3T3 cells were transfected using the calcium
phosphate coprecipitation method as described previously (51).
Briefly, calcium phosphate precipitates containing 1 �g of wild-
type bim promoter firefly-luciferase reporter plasmid (pGL2-
hBim) or mutant plasmid (pGL2-mutant-hBim), together with
0.2 �g of a Renilla luciferase transfection control (pRL-TK;
Promega), were incubated overnight with subconfluent cell cul-
tures in each well of a 24-well plate. The cells were then washed
twice in PBS, treated, and harvested for firefly/Renilla luciferase
assays using the Dual-Luciferase Reporter Assay System
(Promega).

Glucose Uptake. Differentiated mouse adipocytes growing on
coverslips were serum- and glucose-starved for 4 h. After prein-
cubation with VO-OHpic and insulin, cells were treated with
500 �M 2-NBDG fluorescent glucose analogue (Molecular
Probes) for 10 min at 37 °C. A negative control preincubated
with 10 mM D-glucose was included. Coverslips were washed
extensively in PBS and counterstained with dapi. Cell prepara-
tions were viewed under a Nikon TE 2000 fluorescence micro-
scope using a band pass filter for FITC in order to analyze the
extent of glucose uptake.

Accession Codes: PTEN, AAD13528; MTM1, Q13496; PTP-1B,
NP_002818; PTP-�, AAB26530; SopB, AAS76429; Sac, O15056.
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